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Abstract: This study introduces novel stochastic distributed cooperative control (SDCC) in the con-
text of island microgrids (MGs). A proportional resonant (PR) controller and virtual impedance
droop control in stationary reference frames are employed in cooperation with distributed averaging
secondary control optimized by the dragonfly algorithm (DA). The suggested approach demonstrates
the capability to achieve mean-square synchronization for the voltage and frequency restoration
of distributed generators (DGs) to ensure efficient active power sharing. Therefore, a sparse com-
munication network has been used to avoid data congestion and reduce the need for extensive
communication and information exchange. The proposed system offers an instinctive compromise
between voltage regulation and reactive power sharing. A conventional centralized secondary control
with PR droop control is simulated for performance evaluation and comparison purposes. In this
study, empirical evidence is demonstrated to support the MG’s ability to confront communication
failure and its ability to work reliably during plug-and-play operations.

Keywords: microgrid; cooperative control; intelligent secondary; dragonfly algorithm; optimized
distributed technique

1. Introduction

In consideration of the persistent upward trajectory in economic growth, environ-
mental concerns, heightened power service reliability, improved power quality, and the
pursuit of independence from conventional energy sources, the incorporation of renewable
energy sources (RESs) has become imperative within the contemporary power industry [1].
Consequently, there is a continual increase in the adoption of DG-utilizing RESs. The
optimal efficiency of DGs is attainable through their strategic installation proximal to the
load end. Examples of DGs encompass mini- and micro-scale hydroelectric plants, wind
turbines, fuel cells, solar energy systems, and biomass facilities. The contemporary power
industry is gravitating towards dispersed generation to achieve a reliable power supply
with enhanced dependability. The integration of DGs necessitates a comprehensive impact
analysis as an integral aspect of power network planning [2]. A prevailing preference exists
for the integration of DGs on the distribution side, aimed at achieving improved stability
and voltage profiles, minimizing both active and reactive power losses, and ensuring
cost-effectiveness.

The MG could be described as a configuration consisting of power DGs, storage
system technologies, and loads [3]. MGs can be categorized into three distinct classifications
based on their bus types, specifically alternating current (AC), direct current (DC), and
hybrid DC/AC. In island MGs, where voltage and frequency changes may result in no
backup from the main grid, an effective control structure is needed to optimize system
performance. The authors of this study have presented hierarchical control systems for MGs
to address their needs [4]. The hierarchical control technique comprises three distinct levels:
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primary, secondary, and tertiary. The primary level, also referred to as local control (LC),
is primarily concerned with frequency and voltage regulation, as well as the distribution
of power [5]. The droop control technique poses certain difficulties, such as variances in
voltage and frequency from their designated values [6]. The primary control level is tasked
with executing control actions, and is reliant on the upper control level, particularly the
secondary control, for its set points (refer to Figure 1).
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There are several secondary control (SC) approaches designed to mitigate this type of
problem. A centralized controller, the MG central controller (MGCC), is proposed in refer-
ence [3]. However, the centralized SC strategy has downsides as the system expands, such
as high processing costs, higher communication needs, and reduced resilience due to re-
liance on global information from DGs. In order to overcome these obstacles, the secondary
layer has been outfitted with decentralized and distributed control mechanisms. Each DG
in a distributed system will poll its neighbors for data [7]. Each DG collects data on voltage
and current magnitudes from its neighboring units [8]. Centralized techniques have also
been implemented in MG situations, where the concept of “secondary” has been expanded
to encompass supplementary control objectives, such as the distribution of reactive power.
Ref. [9] proposes voltage stabilization and harmonic regulation [10,11]. The highest level of
tertiary control entails the optimization of global economic dispatch across the network,
which is dependent on the current energy markets and pricing. Nevertheless, in the context
of extensive MGs, the utilization of these decentralized controllers may result in substantial
expenses related to communication. In order to tackle this matter, sophisticated distributed
controllers, which integrate event-triggered communication techniques, have been imple-
mented as a viable resolution [12]. Reference [13] presents a novel approach to distributed
voltage regulation that does not require constant communications. The aforementioned
elements have the potential to exert adverse effects on system performance and, in extreme
cases, may result in system breakdowns [14]. Communication lines and local controls (LCs)
are two MG components that this article emphasizes are susceptible to cyberattacks [15].
Malicious hackers pose a threat to MGs from both internal and external sources [16]. Many
studies have been conducted on this topic, considering factors such as communication
security, robustness, and economic considerations [17,18]. The techniques obviate the
necessity of information sharing among DGs, with each DG’s controller being exclusively
developed using its own localized information. In the recent literature, references [19,20]
have shown the emergence of sophisticated decentralized control methods accompanied
by thorough analysis. Addressing these issues has been a primary focus within the realm
of study up to this point. Distributed control strategies have been found to be helpful in
improving the speed at which DGs restore frequency. One of the control systems employed
is the proportional–integral (PI) controller. Consequently, a transformation from the frame
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to the alpha beta frame, known as Clarke transform, becomes necessary. One significant
limitation of this approach is the substantial processing burden incurred while managing
numerous frequencies and both negative and positive sequences in the context of extensive
mathematical transformations. Due to the aforementioned factors, a viable substitute for
this approach has been suggested in the form of a PR controller [21].

A PI regulator secondary controller for active restoration was created in [22,23]. Switch-
ing failure and power-sharing degradation are hazards of PI-based SC. In [24], a fuzzy
SC controller dampened voltage and frequency aberrations with greater band width. The
performance was influenced by the utilization of fixed fuzzy rules in the design of the
controller. A finite-time SC method was described in [25] for precisely reactive power-share
and to regulate an islanded MG’s frequency and voltage. Intelligent techniques fix such
flaws to improve MG performance in diverse operating settings. Intelligent methodolo-
gies are employed to effectively manage the intricacies associated with model complexity,
uncertainty, and nonlinearity within power electronic applications due to their model-
free structure. The model-free brain–emotional learning-based intelligent controller has a
simple control structure [26], making it suitable for real-time applications. The dragonfly
algorithm (DA), initially proposed by Mirjalili in 2014, represents a recently developed
heuristic algorithm inspired by the unique swarming behavior of dragonflies. DA has
demonstrated superior performance compared to several existing swarm-based algorithms
documented in the literature [27].

Inspired by previous discussions, this article describes a new stochastic distributed
cooperative control (SDCC) technique-based model-free adaptive controller for correct
voltage and frequency compensator signals in VSC-based island AC MGs. Therefore,
neither system parameters nor structures are needed beforehand. Unlike conventional
controllers, the SDCC is independent of operational conditions and performs well in
instabilities and load disturbances. A mathematical model evaluates the controller’s
convergence conditions. The control technique is compared to centralized secondary
controllers. The proposed control strategy uses proportional resonant (PR) and virtual
impedance droop control in stationary reference frames and intelligently distributed SC
optimized by the dragonfly algorithm (DA) to correct for steady-state voltage and frequency
changes and maintain the allocation of active and reactive power during both steady-state
and transitional operating conditions. The proposed method combines ideas from graph
theory and randomness theory to measure stability and convergence.

The study highlights how crucial establishing slight communication is to achieve
the desired frequency and voltage restoration and mitigating data congestion. Three
different DGs are arranged in a non-parallel arrangement in the actual MG setup, which
also incorporates high R/X connections and distributed load. By testing the controller’s
performance in scenarios involving plug-and-play operation and communication link
failures, we prove the effectiveness of our designs and go beyond theoretical conclusions.
The main contributions to our article are presented below:

1. A novel SDCC for optimal voltage and frequency restoration and active and reactive
power sharing is proposed in this study. This approach to therapy is based on PR
and virtual impedance droop control in stationary reference frames and intelligent
distributed SC optimized by the dragonfly algorithm.

2. The paper examines the impact of computational budget limits and the deployment of
optimization strategies on resource consumption, ultimately leading to optimal efficiency.

3. The article aims to enhance system performance and reduce resource demands by
developing precise models that are compatible with constrained processors and using
optimization strategies.

4. Evaluating the effectiveness of the technique through a comparative analysis of the
system’s resilience in the event of communication loss and its reliability during plug-
and-play operation.
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2. Preliminaries and MG Control Review

This section commences with the introduction of the MG model, which integrates pri-
mary control. Furthermore, we will examine the power flow analysis and issue formulation
for an island MG. Following this, we proceed to define the issue that requires attention and
present an extensive clarification of the corresponding control objectives.

2.1. Primary Level Review

In this analysis, we will examine an AC MG system that is comprised of N DGs
operating on alternating current (AC) and utilizing inverters. Every DG is equipped with
its own primary controller that operates in a decentralized manner. The basic controller is
composed of three distinct components, namely a droop control loop and a voltage/current
control loop. Figure 1 illustrates the schematic diagram depicting an inverter-based DG. The
droop control loop exerts a substantial influence on the overall performance of the primary
control system, although the stability of the voltage and current loops remains intact. The
primary control level, also referred to as droop control, is of paramount importance in
maintaining voltage and frequency stability inside the MG. Additionally, it establishes the
reference values for the control loops of voltage and current. The correlation between active
power and frequency in DGs can be mathematically represented as follows [28]:

ωi = ωset −mPiPi (1)

In this context, the symbol (ωset) represents the nominal frequency. The symbol mPi
represents the droop coefficients, while Pi represents the active power measurement. To
reinstate islanded MG frequency to its designated value, the variable δuωi is integrated into
the droop equation in the following manner:

ωi = ωset −mPiPi + δuωi (2)

In this context, the symbol δuωi depicts the compensator signal utilized in secondary
frequency management. DG set points are adjusted by the main control layer, specifically
the droop control reference ωset in Equation (1). The control layer is responsible for deter-
mining the value of ωset, which facilitates the synchronization of the angular frequencies of
DGs with the nominal angular frequency. Additionally, it allocates the active power of the
DGs according to predetermined criteria.

P1

Pmax,1
= · · · = PN

Pmax,N
(3)

In this context, Pmax,1 denotes the rating value of active power for the DGi. The
selection of droop coefficients, denoted as mP,i, is based on the ratings of DGs active
power. Therefore, it is imperative to create a correlation between the active power and
droop coefficient:

mP1P1 = · · · = mPN PN (4)

In order to clarify the problem of secondary frequency management, Equation (2) has
been derived as:

PN
.

ωi =
.

ωset −mPi
.

Pi +
.
δuωi = uωi (5)

The symbol uωi denotes an auxiliary control input. Consequently, the next statement
is derived:

ωi =
∫

uωidt (6)

Based on Equation (5), it can be observed that the frequency restoration process in a
MG comprised of DGs may be mathematically represented as a monitoring synchroniza-
tion challenge:

.
ωi = uωi, i = 1, . . . . , N (7)
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The SC level serves as a crucial factor in facilitating the reliable, secure, and cost-
effective operation of the MG. During the MG’s steady-state operation, the SC mechanism
oversees bringing the frequency back to its set value and making up for any changes in the
primary level. AC MGs have pinned DGs and followed DGs. The main goal of SC in AC
MGs is to achieve frequency recovery and power sharing.

lim
t→∞
‖ωi −ωset‖ = 0 , ∀ i,

lim
t→∞

∥∥mPiPi −mPj Pj
∥∥ = 0 , ∀i, j

(8)

2.2. Cooperative Control Objective

Taking into account the non-linear large-scale DG model and ignoring the changes
in direct current (DC) bus voltage and switching harmonics, we assume that there are
inductive distribution lines and that the DGs can talk to each other without interruption.
In the given circumstances, it is possible to identify the (P/active and Q/reactive ) power
provided by the DG situated in ith position within the distribution network [29].

Pi =
n

∑
j=1

EiEjsin
(
θi − θj

)
Zij

(9)

Qi =
E2

i
Zi
−

n

∑
j=1

EiEjsin
(
θi − θj

)
Zij

(10)

The calculation of the (Pi) and (Qi) produced by the ith DG can be established by
considering the output voltage at bus i (Ei∠θi) of the DG and the voltage at bus j (Ej∠θj).
The effective collective impedance (Zij) encompasses both the output filter of the DG and
the connector that connects bus i to bus j. On the other hand, (Zi) refers to the 1

∑n
j=1 X−1

ij

at bus i. Additionally, the symbol ωre f denotes the frequency reference value, whereas

( v1
re f , v2

re f

)
represents the upper and lower voltage amplitude limitations. The primary aim

of this summary is to ensure that the voltage amplitude of every node remains within a
predetermined range, denoted as Vi ∈ [v1

re f , v2
re f ]. Through Equations (9) and (10), which

implement the (P and Q) droop strategies as in Equation (1), cooperative control is enabled:

ωi = ωset −mPiPi, (11)

voi = Vset − nQiQi, (12)

By employing a suitable reference coordinate transformation, the resultant voltage
(voi) adjustment can be likened to the voltage magnitude (Ei) adjustment. The variable
Vset denotes the desired value for the droop mechanism in the SC. The coefficient nQi is
determined by considering the power rating of the associated DG system. The generation
of the frequency error term uωi (depending on cooperative control action) can be achieved
by means of collaborative efforts among DGs [30]:

uωi = −∑N
j=1 aij

(
ωi −ωj

)
− ai0

(
ωi −ωre f

)
, (13)

Likewise, the voltage error term (uvi) is formulated as follows:

uvi = −∑N
j=1 aij

(
Vi −Vj

)
− ai0

(
Vi −Vre f

)
, (14)

The variable ai0 represents the pinning gain of DGi. In order to achieve proper
coordination between the voltages, DGs terminal frequencies and their respective reference
values, the SC mechanism generates local values for ωi and Vi. The aforementioned
objective is accomplished by engaging in data exchange with adjacent DGs inside the
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directed communication graph. These values are subsequently modified by taking into
consideration the voltage error term uvi and the frequency error term uωi [31].

2.3. Secondary Level Review

The utilization of “secondary” integral controllers aims to effectively mitigate the
system parameter variations (voltage and frequency) that are generated by the droop
controllers (11) and (12) in a steady-state approach.

2.3.1. Frequency Control

A variety of techniques have been suggested for the restoration of network frequency,
encompassing both centralized and decentralized approaches [32]. Each strategy possesses
its own merits and demerits. A centralized approach is employed to replicate the function-
ality of Automatic Generation Control, as is observed in large-scale electrical grids [33]. In
contrast, a decentralized approach entails the implementation of slower integral control
at each individual inverter [29]. The underlying assumption of this approach is that the
local frequency being monitored, which enforces synchronization, operates at a quicker
rate compared to the secondary integral controller, which operates at a slower rate. But,
with a few exceptions, this decentralized approach weakens the power-sharing features
created by the primary control [22], and it has been shown that it is not good enough at
adjusting the grid frequency when the load changes quickly. In the DSC field, each DG
unit conducts measurements of its respective frequency and disseminates these data to all
other DG units. Subsequently, every DG unit proceeds to compute the mean value of the
frequencies it receives from other DG units, employing this mean value to internally restore
its own frequency [34]. Figure 2a depicts the SC technique employed to correct frequency
discrepancies resulting from the primary controller.
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2.3.2. Voltage Control

In high-voltage systems, the distribution of reactive power demand between units is
typically not a major concern, as capacitive compensation is employed for both loads and
transmission lines. Consequently, the generators’ voltages are regulated to predetermined
values by the implementation of the excitation system [35]. As a result, voltage regulation
has emerged as the prevailing method of implementing voltage SC in MGs [36].

The line impedance effect makes it hard for the voltage droop controller (Equation (12))
to divide reactive power demand among parallel–identical inverters in an efficient way.
In a previous study [17], a different primary droop controller was suggested to deal with
this problem. The goal was to achieve reactive power distribution across parallel inverters
with the same rated voltages. Furthermore, the distributed voltage controller, as described
in [37], requires the establishment of direct communication among all DGs. But, because
the controller’s job is to keep the voltages of DG systems at their nominal values, it cannot
distribute reactive power well between different units that are connected by lines with
different impedances. Figure 2b illustrates the SC implementation that was employed to
mitigate the voltage variation resulting from the operation of the droop controller.
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2.4. Graph Theory Concept

The communication layer between distributed generators (DGs) is denoted by a
weighted G(ν, ε, A), where ν = {1, . . ., n} represents the labels assigned to the DGs, ε is
the set of communication links between the DGs, and A is the weighted adjacency matrix
of the graph. The elements of the adjacency matrix, aij = aji ≥ 0, are non-negative. The
existence of an element (i, j) ∈ ε signifies that node i transmits information directly to node
j, where aij > 0. The adjacency matrix is a mathematical representation used to describe
the connections or relationships between vertices in a graph. The sparsity pattern serves as
a representation of the communication layer’s architecture. Figure 3 is shown herein as a
visual representation of the communication topology and adjacency matrix pertaining to
four DGs, with the sole intention of providing a demonstrative context [38].

Energies 2023, 16, x FOR PEER REVIEW 7 of 24 
 

 

way. In a previous study [17], a different primary droop controller was suggested to deal 
with this problem. The goal was to achieve reactive power distribution across parallel 
inverters with the same rated voltages. Furthermore, the distributed voltage controller, as 
described in [37], requires the establishment of direct communication among all DGs. But, 
because the controller’s job is to keep the voltages of DG systems at their nominal values, 
it cannot distribute reactive power well between different units that are connected by lines 
with different impedances. Figure 2b illustrates the SC implementation that was em-
ployed to mitigate the voltage variation resulting from the operation of the droop control-
ler. 

2.4. Graph Theory Concept 
The communication layer between distributed generators (DGs) is denoted by a 

weighted G(𝜈, 𝜀, 𝐴), where 𝜈 = {1, ... , n} represents the labels assigned to the DGs, 𝜀 is the 
set of communication links between the DGs, and A is the weighted adjacency matrix of 
the graph. The elements of the adjacency matrix, 𝑎௜௝ = 𝑎௝௜ ≥ 0, are non-negative. The ex-
istence of an element (𝑖, 𝑗) ∈ 𝜀  signifies that node 𝑖  transmits information directly to 
node 𝑗, where 𝑎௜௝ > 0. The adjacency matrix is a mathematical representation used to de-
scribe the connections or relationships between vertices in a graph. The sparsity pattern 
serves as a representation of the communication layer’s architecture. Figure 3 is shown 
herein as a visual representation of the communication topology and adjacency matrix 
pertaining to four DGs, with the sole intention of providing a demonstrative context [38]. 

 
Figure 3. Communication topology and adjacency matrix for four DGs, with ν= {1,2,3,4}. 

3. Voltage Control Restrictions 
The achievement of accurate allocations of reactive power among DG units presents 

challenges due to multiple factors. Firstly, in contrast to frequency, voltage does not pos-
sess a universal characteristic, hence making its regulation more difficult [34]. In the sim-
ple MG system shown in Figure 4a, the variations in voltage and impedance across DG 
units, as illustrated in Figure 4b, pose a significant challenge in achieving precise reactive 
power sharing through Q-E droop management. 

Figure 3. Communication topology and adjacency matrix for four DGs, with ν = {1, 2, 3, 4}.

3. Voltage Control Restrictions

The achievement of accurate allocations of reactive power among DG units presents
challenges due to multiple factors. Firstly, in contrast to frequency, voltage does not possess
a universal characteristic, hence making its regulation more difficult [34]. In the simple MG
system shown in Figure 4a, the variations in voltage and impedance across DG units, as
illustrated in Figure 4b, pose a significant challenge in achieving precise reactive power
sharing through Q-E droop management.
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This section will discuss two situations [29]. Firstly, let us consider the scenario in
which two parallel inverters, which are identical and parallel to each other, are depicted in
Figure 4a. These inverters are functioning by means of reactive lines, with the condition
that X1 is greater than X2.
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3.1. Standard Secondary Control and E-Q Droop without Power Sharing

In a scenario where there is a lack of secondary control, inverters function at voltages
E1 and E2, while simultaneously injecting reactive powers Q1 and Q2. Given that Q1 is not
equal to Q2, it may be concluded that there is an absence of reactive power sharing, which
is sometimes referred to as the effect of the line impedance. The use of voltage-regulating
SC guarantees the restoration of both DG voltage magnitudes. Nevertheless, it is important
to acknowledge that the power injections of the inverter undergo a change from Q′1 to a
value less than Q1, and from Q′2 to a value greater than Q2. As a result, the utilization of
conventional SC further amplifies the existing deficiency in the distribution of reactive
power among the DGs, as seen in Figure 5a.
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3.2. Secondary Control and E-Q Droop with Power Sharing

By injecting reactive power Q′′ into both inverters, the reactive power is now dis-
tributed proportionally among the two inverters. Nevertheless, the voltage values E′′1 and E′′2
exhibit a greater dissimilarity in comparison to the scenario where just primary control
was implemented, as depicted in Figure 5b. However, it should be noted that the sharing
objective of reactive power does not necessarily provide a distinct solution for the DG
bus voltages. Furthermore, the appropriate reactive power sharing relies on the correct
implementation of uniform reactance and DG voltage restrictions. The necessity of an
ideal secondary voltage controller becomes evident, as it should provide a modifiable
equilibrium between reactive power and voltage regulation. The relationships between
(E and Q) are presented in Table 1 for the various control actions outlined earlier.

Table 1. (E and Q) relationships for primary and secondary control actions.

Control Level “E” “Q”

Primary E∗ > E1 > E2 Q2 > Q1
Secondary (s) E∗ = Es

1 = Es
2 Qs

2 > Q2 > Q1 > Qs
1

Power sharing (“) - Q′′1 = Q′′2

4. Methodology: Stochastic Distributed Cooperative Control (SDCC)
4.1. Proportional Resonant (PR) Droop Control in Stationary Reference

In recent years, there has been a noticeable rise in the use of PR controllers. The
droop controller that is presented is founded on the αβ reference frame. The control loops
encompass proportional plus resonant (PR) terms that are adjusted to the fundamental
frequency. This is mostly because PR controllers can effectively reduce the steady-state error
that comes with sinusoidal signals. Furthermore, the controllers have garnered attention
as suitable options for MGs due to their simple implementation, ability to compensate for
low-order harmonics, and capacity to do so without impacting system dynamics or overall
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bandwidth. The utilization of a PR controller for the purpose of voltage harmonic removal
in DG interface inverters is employed. Figure 6 depicts the execution of the PR control
scheme. The math modeling of an ideal PR controller may be characterized as [39]:

GPR = KP +
2Kis

s2 +ω2 (15)
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The variables KP and Ki represent the proportional and resonant gain constants,
respectively. Equation (15), which suggests the occurrence of exponential amplification at
the resonant frequency, is the main cause for concern. Therefore, to achieve the bandwidth
in the vicinity of the central frequency, it is necessary to incorporate a low-pass filter into
the ideal mathematical model. Therefore, the mathematical model can be described in
Equation (16).

GPR(s) = KP +
2Kiωis

s2 + 2ωis +ω2 (16)

The variableωi represents the bandwidth surrounding the fundamental frequencyω.
The intended frequency in this case is 50 Hz. Therefore, the PR controller was specifically
built to operate at a resonant frequency of 314.2 rad/s (equivalent to 50 Hz) and has a
bandwidth denoted asωi rad/s. Given the variation in the frequency 1 Hz, the frequency
bandwidth was chosen to be 2π radians per second.

The utilization of a PR controller, specifically designed within the αβ reference frames
for the purpose of voltage regulation in a DG-interfacing inverter. The control methodology
encompasses current and voltage control loops. The transfer functions of our current and
voltage controller in αβ reference frame can be expressed in the following manner:

GV(S)α = Iα
re f = (V α

re f −Vα

)[
KPV +

2 KrV ωiS
s2 + 2ωis + ω2

]
+ Iα (17)

GV(S)β = Iβ
re f = (V β

re f −Vβ

)[
KPV +

2 KrV ωiS
s2 + 2ωis + ω2

]
+ Iβ (18)

GI(S)α = uα =

(
(I α

re f − Iα

)[
KP I +

2 Kr I ωi S
s2 + 2ωis + ω2

]
+ vα

)
× 1

Vdc
(19)

GI(S)β = uβ =

(
(I β

re f − Iβ

)[
KP I +

2 Kr I ωi S
s2 + 2ωis + ω2

]
+ vβ

)
× 1

Vdc
(20)

The variables KP I/KPV are used to represent the proportional coefficients of cur-
rent/voltage controllers. Similarly, the variables KrI/KrV are used to designate the resonant
coefficients at the fundamental frequency, specifically ω* = 50 Hz. The variables in αβ-
frames are derived through the utilization of the widely recognized Clarke transformation.
Additionally, the conversion of currents and voltages occurs from the abc reference frames
to the αβ reference frames.
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4.2. Virtual Impedance Loop and Droop Control in Stationary Reference

The voltage control reference generation vre f is conducted with the aim of synchro-
nizing VSI units. This will be achieved in conjunction with the implementation of the
mentioned control loops. The droop control mechanism is tasked with modifying voltage
phase and value in accordance with the (P and Q), hence facilitating control over the flow
of (P and Q). The functions of the droop control may be described as follows [39]:

phVre f
= ∅∗ = ω*t− GP(s)(P− P*) (21)

E = E* − GQ(s)
(
Q−Q*

)
(22)

where ω*t = ω*
∫

dt = ∅* is the phase reference. The active and reactive power references,
denoted as P* and Q*, are typically initialized to zero. The compensator transfer functions,
GP(s) and GQ(s), are chosen according to the following selection criteria:

GP(s) =
KPP S + KiP

S
(23)

GQ(s) = KPQ (24)

The static droop coefficients are denoted as KiP and KPQ , while KPP can be regarded as
a system virtual inertia, commonly referred to as the transient droop term. The selection of
the coefficients of the static droop KiP and KPQ can be made by considering the relationships
KiP = d f /dP and KPQ = dV/dQ. The power block calculation is utilized to determine the
values of (P and Q) in the αβ-frames [39].

p =
3
2

(
VcαIα

O + VcβIβ
O

)
(25)

q =
3
2

(
VcβIα

O −VcαIβ
O

)
(26)

Let p/q represent the instantaneous active/reactive power, respectively. Additionally,
let Iα, β

O and Vc(α, β) denote the output current and capacitor voltage, respectively. Low-pass
filters are utilized to acquire P and Q by mitigating the presence of p and q waves. In
addition, the voltage reference is enhanced by incorporating a virtual impedance loop. The
output impedance plays a crucial role in determining the power angle and amplitude rela-
tionships (P/Q) using the droop method control law. The sinusoidal generator determines
the AC signal Vαβ by employing the droop Equations (11) and (12) to ascertain the ampli-
tude V and frequency, while utilizing the phase-locked loop (PLL) to calculate the phase
increment d∅. In the context of a fixed reference frame, the mathematical representation of
the sinusoidal generator output can be expressed as follows:

Vα
re f = V cos(ωt−mPP + d∅) (27)

Vβ
re f = V sin(ωt−mPP + d∅) (28)

The gain of the MP controller is employed in practical applications to enhance the sys-
tem transient response in response to rapid variations in active power. The output voltage
frequency can be described mathematically as (according to the Equations (11) and (27)):

ω = ω∗ −mP−mP
dP
dt

(29)

The droop correction can be represented mathematically as a proportional–derivative
(PD) controller, as expressed in Equation (29). In this equation, the derivative term serves
as the feed-forward signal, which is utilized in Equations (27) and (28). Figure 7 presents a
block diagram that depicts the virtual impedance implementation. The main impedance of
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a generator is mostly inductive due to the presence of the LCL filter. However, the virtual
impedance can be freely chosen without any limitations. The mathematical representation
of the virtual impedance expression loop in αβ-frames can be described as follows:

Vα = Rv·Iα
O −ωLV ·I

β
O (30)

Vβ = Rv·Iβ
O + ωLV ·Iα

O (31)
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Let LV and Rv represent the virtual inductance and resistance values, respectively.
Similarly, let Iα, β

O and Vα, β denote the output current and voltage in the αβ-frames.

4.3. Intelligent Distributed Secondary Control Design
4.3.1. Dragonfly Algorithm

The optimization of voltage and frequency system control is of great importance in
contemporary power grids, as it provides significant benefits by improving both transient
and grid stability responses [40]. Dragonflies, consisting of approximately 3000 distinct
species worldwide, undergo a life cycle encompassing two main stages, nymph and adult,
with the nymph stage being predominant. Researchers in the field of dragonfly algorithms
(DA) have drawn inspiration from the warming behaviors of dragonflies, as documented
in reference [41]. Dragonflies exhibit distinct behaviors during their swarming phases.
In the static swarm phase, they form small clusters and engage in exploratory activities
near their habitat to hunt for prey. This phase is characterized by sudden changes in flight
paths and localized movements. Conversely, in the dynamic swarm phase, a larger number
of dragonflies cooperate to facilitate long-distance migration in a specific direction, with
survival as their primary goal. They adapt their course to find food sources and respond to
external threats. These observed behaviors give rise to five categories of positional updates
for swarm individuals: alignment, control cohesion, attraction to food sources, distraction
in response to external threats, and separation. Equation (32) is used to represent the spatial
separation of an individual dragonfly within the swarm. This mathematical representation
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serves as a critical tool for modeling and understanding the complex collective behaviors
of dragonfly swarms.

Si = −
N

∑
j=1

X− Xj (32)

In the context of this study, the variable denoted as X′′ corresponds to the spatial
position of the current individual under investigation. Herein, X′′ is representative of the
position attributed to the jth individual within the immediate neighborhood, and “N” is
employed to signify the total numerical count of neighboring individuals. The dragonfly’s
alignment estimation is described in Equation (33). Here, the velocity of jth individuals
neighboring is denoted as Vj.

Ai =
∑N

j=1 Vj

N
(33)

The computation of cohesion is delineated by Equation (34) within the framework of
this analysis. Subsequently, Equation (35) elucidates the process of estimating attraction to
a designated food source, with the food source position being denoted as X+. Furthermore,
Equation (36) is presented to illustrate the calculation of distraction in response to external
threats, where the position of the enemy is specified as X−.

Ci =
∑N

j=1 Xj

N
− X (34)

Fi = X+ − X (35)

Ei = X− − X (36)

Within the framework of DA, the behavior of dragonflies is contingent upon a
weighted synthesis of five distinct behavioral categories. In the pursuit of updating the
positions of dragonflies and replicating their movements within a search space, the algo-
rithm generates two vectors, specifically denoted as the step vector (∆X) and the position
vector (X). The step vector is responsible for determining the direction of movement in
dragonflies and is often represented by the following:

∆Xt+1 = (sSi + aAi + cCi + f Fi + eEi) + ω∆Xt (37)

In this context, let us denote the weights of the behaviors as s, a, c, f , and e, respec-
tively. Additionally, let i represent the index of the individual, ω denote the inertia weight,
and t signify the current iteration. The position vector is represented by Equation (38) once
the step vector has been calculated.

Xt+1 = Xt + ∆Xt+1 (38)

By manipulating several elements such as alignment, separation, food, cohesiveness,
and enemy (referred to as s, a, c, f , and e), it is feasible to attain distinct explorative
and exploitative behaviors within the context of optimization in DA. The proximity of
dragonflies to their neighboring organisms holds great importance, thus necessitating the
establishment of a defined neighborhood within a specific radius around each dragonfly in
the DA. An alternative approach to achieving a desirable equilibrium between exploration
and exploitation involves the adaptive tuning of swarming factors (s, a, c, f , and e) in
addition to the inertia weight (ω) throughout the process of optimization. The DA uses the
following math equation to add a random walk (specifically a Lévy flight) to the artificial
dragonflies when there are no more nearby solutions. This adds randomness, stochasticity,
and exploratory behavior to the artificial dragonflies.

Xt+1 = Xt + Lévy (d) ∆Xt (39)
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In the context of the current iteration denoted as t and the position vector dimension
represented by d, the term “Lévy flight” described as follows:

Xt+1 = Lévy(x) = 0.01· r1·σ

|r2|
1
β

(40)

The variables r1 and r2 represent random numbers within the interval [0, 1]. The
constant β and the resultant value of σ are utilized in the calculation according to the
subsequent formula. Algorithm 1 represents Pseudocode for the DA.

σ =

Γ (1 + β)·sin
(

πβ
2

)
Γ
(

1+β
2

)
·β·2(

β−1
2 )


1
β

(41)

where Γ(x) = (x− 1)!.

Algorithm 1: DA representation Pseudocode [27]

Initially, the dragonfly population is denoted by the notation Xi(i = 1, 2, . . . n).
Commence with the step vectors ∆Xi, where i ranges from 1 to n.
while termination requirement has not been fulfilled.

Calculate the objective values for each individual dragonfly.
Upgrade the adversary, as well as the source of food.
Upgrade the adjustable settings s, a, c, f, e, w.
Estimate the output of the Equations (32)–(36).
Upgrade the radius of the adjacent region.
if At least one dragonfly is in the neighborhood

The velocity vector computation is carried out according to Equation (37)
The position vector is updated according to Equation (38)

else
The position vector is updated according to Equation (39)

end
The new positions are confirmed and rectified by boundaries.

End
The best dragonfly is saved in order to use in simulation

4.3.2. Intelligent Distributed Secondary Control Optimized by Dragonfly Algorithm

In island operations, the absence of a utility grid often results in DER-associated
inverters being unable to effectively maintain the nominal frequency and voltage. This
limitation is primarily attributed to the frequent switching of various loads within the
MG. To address this issue, the concept of secondary control was introduced in conjunction
with primary control, aiming to mitigate the aforementioned shortcomings of primary
control, particularly during islanding operations. This study proposes an averaging control
technique for secondary control actions. The average aligns with the control reference,
promoting system convergence. To achieve this, it is essential to estimate the local frequency
and transmit it to all other inverters for the computation of the average frequency, denoted
subsequently, and the secondary term is determined as follows:

δω
i = kpa(ω

∗ −ωAVE) + kia

∫
(ω∗ −ωAVE)dt (42)

ωAVE =
1
n

n

∑
i=1

ωi (43)

The compensator PI controller gains, denoted as kpa and kia, play a pivotal role
in the control system. Additionally, the parameter “n” signifies the count of inverters
encompassed within the control loop, typically equivalent to all DGs interconnected with
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the MG during normal operating conditions. The voltage profile is worthy of note across
the nodes within the MG and is subject to variations, rendering the attainment of effective
reactive power sharing a challenging endeavor.

In response to this challenge, the utilization of an averaging control approach is
proposed, which extends beyond the consideration of voltage restoration alone. This
approach also incorporates a reactive power term, thus affording greater flexibility and
autonomy in power-sharing among the inverters, as elaborated in reference [39].

δV
i = δVAVE

i + δQAVE
i (44)

δVAVE
i = αpa(V∗ −VAVE) + αia

∫
(V∗ −VAVE)dt (45)

δQAVE
i = βpa(QAVE −Qi) + βia

∫
(QAVE −Qi)dt (46)

Within the context of the control system, the parameters αpa, αia, βpa, and βia repre-
sent the control parameters associated with the proportional–integral (PI) compensators.
Concurrently, VAVE QAVE denote the average voltage/reactive power, and are computed
using a methodology akin to that outlined in Equation (43). It is essential to underscore
that while the implementation of a MGCC is not deemed obligatory, the application of the
averaging technique entails a significant volume of data exchange, resulting in high traffic
within the system.

4.3.3. Optimization Objective Functions

To achieve adaptability, the use of a DA optimization technique is suggested as a
means to ascertain the controller gains for the implemented controller according to the
objective functions in the following section. The foundation of the optimization framework
resides in developing a well-considered objective function. The multi-objective function in
this work is carefully designed to accurately represent the complex dynamics of the MG.
The system combines the tuning settings of the PI controllers and employs average values
for the system variables.

Frequency Objective Function

The purpose of the frequency objective function (Jfreq) is to ensure that the microgrid
frequency remains near its average value. This aim entails the reduction in both immediate
deviations and accumulated mistakes over a period. The tuning parameters (KP,freq and
Ki,freq) achieve an equilibrium between the proportional and integral elements of the PI
controller to ensure accurate frequency management.

Jfreq =
1
2

NDG

∑
i=1

∫ T

0

(
fi(t)− f

)2
dt+KP,freq

NDG

∑
i=1

(
fi(t)− f ) + Ki,freq

NDG

∑
i=1

∫ t

0

(
fi(τ)− f )dτ (47)

where f represent the average DGs frequency, t is the time variable that denotes the specific
moment at which the frequency is monitored or regulated, T is the overall time span over
which the objective is examined, and finally τ is a dummy variable of integration, denoted
by the symbol, and is included within the integral sign to represent the cumulative impact
of the frequency deviation as it varies over time.

Voltage and Reactive Power Objective Functions

The objectives of voltage and reactive power control (Jvolt_react) are to maintain the
voltage and reactive power outputs of distributed generators near their average values. The
tuning parameters (KP,volt, Ki,volt, KP,react, and Ki,react) provide a harmonious equilibrium
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between the prompt reaction to deviations and the sustained rectification of voltage and
reactive power variations.

Jvolt_react =
1
2

NDG

∑
i=1

∫ T

0

(
Vi(t)−V

)2dt+
(
Qi(t)−Q

)2dt + KP,volt

NDG

∑
i=1

(
Vi(t)−V )

+Ki,volt

NDG

∑
i=1

∫ t

0

(
Vi(τ)−V

)
dτ + KP,react

NDG

∑
i=1

(
Qi(t)−Q )

+Ki,react

NDG

∑
i=1

∫ t

0

(
Qi(τ)−Q

)
dτ

(48)

V represent the average DGs voltage and Q represents the average DG reactive power.
The objective is to achieve accurate error minimization by adjusting the proportional and
integral gain parameters (Kp and Ki) of the PI controllers. This adjustment aims to minimize
the discrepancy between the reference signal and the fault signal. Figure 8 shows the whole
proposed control system (SDCC), which includes voltage and current with proportional
resonant controller, droop controllers, virtual impedances in stationary reference frames,
intelligent SDC control, and the communication topology proposed.
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MATLAB (R2022a) Simulink environment for the implementation of the power system 

Figure 8. The proposed SDCC control system block diagram.

5. Experimental Results and Discussion

To evaluate the practicality of the proposed study, an experimental MG was con-
structed, as seen in Figure 9. The configuration’s characteristics are detailed in Table 2.
The experimental configuration and electrical schematic comprise three DG interconnected
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through impedance, voltage, and current proportional resonant, LCL filters, and a MAT-
LAB (R2022a) Simulink environment for the implementation of the power system under
study and suggested control approach based on dragonfly algorithms. The optimization
algorithm DA is executed within a script (m. file). This script file is linked to the Simulink
environment in order to evaluate the cost function. In the context of DA, the population size,
which refers to the search agent number, is set to 50. Additionally, the number of iterations
is adjusted to 40. The optimization process utilizing DA is iterated 35 times for each model,
and the ultimate optimal solution obtained from the 35 runs is established as the gain value
of the controller employed in the simulations. The communication topology utilizing the
adjacency matrix is depicted in Figure 8. Figure 10a,b depict output voltage and current
waveform while a DG system is providing power to a nonlinear load. The system response
figure consists of three lines, where the blue color refers to DG1, the red color refers to DG2,
and the green color refers to DG3. Also, the centralized secondary control configuration
with PR droop controller is simulated for the same case study in order to compare it with
the proposed SDCC behavior and to evaluate the power system performance.

Remark 1. (Different load conditions). In order to evaluate the effectiveness of the proposed control
system, it is crucial to recognize the inherent variability in load conditions across different scenarios
within the scope of this study.
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Table 2. System parameters.

Parameter Symbol Value Unit

System Data

AC voltage Vg 325.2 V

MG frequency f 50 Hz

Filter impedance R1 0.5 ohm
L1 5 mH

Output impedance R2 0.065 ohm
L2 1 mH

T. line impedance RTL 0.065 ohm
LTL 1 mH

Output inductance C 10 µF

DC voltage Vdc 800 V

PR controller gains for voltage/current

PR voltage loop KPVαβ, KrVαβ 10, 0.1

PR current loop KPIαβ, KrIαβ 10, 0.1
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5.1. Active Power and Frequency Evaluation

Figure 11 illustrates the MG transient response under continuous operation of the
secondary control. The constant loads are being operated at DG1 and DG3, while the
additional local load at DG2 is introduced at t = 3 s and subsequently disconnected at
t = 10 s. It should be noted that the frequency is restored in both instances. The MG, being
a compact power electronics-based technology, exhibits a quicker response compared to
typical centralized techniques. The observed phenomenon is characterized by a gradual
return to the expected frequency and amplitude. By analyzing the frequency dynamics
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shown in Figure 11, the frequency variation encountered under primary droop control is
swiftly mitigated by the SDCC approach that is detailed in Section 4 of this research article.
Consequently, the SDCC controller effectively ensures consistent frequency regulation
during load variations while minimizing any transient effects.
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The active power is effectively distributed across the diverse distributed generators
(DGs) over the entire duration of operation. The consistent frequency and active power
characteristics observed in all previous sub-studies led us to exclude the plots from our
presentation due to limited space.

5.2. Reactive Power and Voltage Evaluation

This study presents a novel control method that aims to simultaneously tackle the
complex objectives of reactive power sharing and voltage management, which are com-
monly perceived as conflicting objectives in power distribution systems. In this study, we
investigate a particular case whereby the control system successfully achieves the optimal
allocation of reactive power. However, it has difficulties maintaining voltage regulation.
However, the results of our study indicate that the suggested control method maintains
an acceptable and dependable response, even in situations where voltage regulation is
not perfect. The subsequent analyses shown in Figures 12 and 13 serve to underscore the
findings discussed in Sections 3.1 and 3.2 pertaining to the constraints associated with
voltage secondary control.
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5.2.1. Adjusting for the Equitable Regulation of Voltage

The findings depicted in Figure 12 present the outcomes obtained by employing the
identical controller configuration, which was adjusted to maintain voltage levels while
disregarding the sharing of reactive power (with βpa, βia = 0). Although the regulation
of voltage levels is stringent, as in Section 3.1, the sharing of reactive power among the
units is unsatisfactory. In this case study, three constant loads are operated at the start of
the simulation, and another load is added at unit 2 at t = 3 s and disconnected at t = 10 s.
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5.2.2. Adjusting for the Equitable Distribution of Reactive Power

The examined situation, in which the coexistence of optimal reactive power sharing
and inefficient voltage control is addressed, highlights the flexibility and resilience of the
technique we suggest. In this scenario, the control system places emphasis on the effective
distribution of reactive power resources among different components of the grid, therefore
guaranteeing the prompt availability of reactive power in areas where it is most required.
In contrast, Figure 13 illustrates the outcomes obtained from the implementation of the
suggested SDCC controller, which has been fine-tuned to facilitate power sharing (with
αpa, αia = 0), without including any measures for voltage regulation, as in Section 3.2.
Although the sharing of reactive power is precise, there is a deviation in the voltage
magnitudes from their nominal values, denoted as E* = 325.2 V.

Remark 2. Notwithstanding the acknowledged difficulties in voltage regulation, our study results
indicate that the reaction of the control system remains satisfactory and dependable. The flexibility
and robustness of the system are demonstrated, as it effectively mitigates voltage fluctuations,
ensuring that they remain within acceptable limits.

5.2.3. Balancing Voltage and Reactive Power for Optimal Equity

By carefully changing certain parameters, our study showed that there is a clear
trade-off between controlling voltage and allocating reactive power. This shows that
the system is good at handling these competing goals in power distribution networks.
Figure 14 illustrates the process of the synchronization between the grid and DGs unit,
specifically in terms of V and Q. It is evident that the MG voltage is regulated in close
proximity to the nominal value, exhibiting very finite oscillation and displaying a decreasing
discrepancy between them. The findings of this study indicate that the implementation
of the cooperative SDCC algorithm does not have a significant impact on system stability.
In terms of how voltage changes over time, the voltage SDCC controller finds a good
balance and fair compromise between V and Q. The magnitudes of voltage tend to form
clusters around a value of E∗ = 325.2V, although the distribution of reactive power is very
evenly distributed. As in ( f and P) response evaluation, the constant loads are being
operated at DG1 and DG3, while the additional local load at DG2 is introduced at t = 3 s
and subsequently disconnected at t = 10 s.
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5.3. Communication Connection Failure

In the present investigation, it is seen that the communication link (as depicted in
communication topology Figure 8) connecting DG units 2 and 3 experiences a failure at
time t = 2 s. In this scenario, the three DGs are uploaded at first, and at time t = 3 s, the local
load connected to unit 2 becomes disconnected and is subsequently reconnected at time
t = 10 s. According to the findings depicted in Figure 15, the SDCC controllers demonstrate
consistent high performance, even in the event of the lack of the communication link across
DG2 and DG3.
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5.4. Plug and Play Study

The functionality of the controllers’ plug/play feature was assessed by a test in which
unit 3 was open at t = 3 s, and subsequently at t = 6 s is reattached. The findings are
presented in Figure 16. Similar to earlier trials, the SDCC controllers effectively maintain
precise power distribution, as well as frequency and voltage regulation, Prior to, during,
and following the connection/disconnection process, while exhibiting minimal transi-
tory effects. Despite the disconnection of DG3, the bus frequencies and voltages remain
adequately regulated.
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Remark 3. In the present scenario, individual DGs are exposed to different load values that differ
from the load values in the respective scenarios. This serves the purpose of verifying the effectiveness
of the suggested control system during the play/plug test, hence guaranteeing the divergence of load
values among the DGs.

6. Conclusions

A novel approach SDCC has been proposed for the implementation of secondary
control in island MGs, utilizing a broad stochastic distribution methodology. The proposed
system is implemented by integrating proportional resonant and virtual impedance droop
control in the stationary reference frames, together with intelligent distributed averaging
SC optimized by the DA. As shown in the system performance section of the results section,
SDCC controllers have successfully achieved frequency regulation and proportional active
and reactive power sharing under several scenarios with conflicting goals of optimal
reactive power allocation and voltage management. Therefore, SDCC facilitated a quick
restoration to steady-state operations. DA demonstrates effectiveness in solving multi-
objective optimization challenges in practical power systems, supported by empirical
evidence and performance metrics. Its ability to enhance the initial random population
contributes to competitive outcomes compared to established algorithms. The algorithm’s
empirical findings reveal precise approximations of optimal solutions, showing promise
for complex multi-objective optimization in real-world power systems. Future research
may expand the study’s scope, incorporating more buses and control variables for broader
applicability in MG distribution systems.
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