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Abstract: Battery electric trucks (BETs) represent a well-suited option for decarbonizing road freight transport to achieve climate targets in the European Union. However, lower ranges than the daily distance of up to 700 km make charging stops mandatory. This paper presents an online algorithm for optimal dynamic charging strategies for long-haul BET based on a dynamic programming approach. In several case studies, we investigate the advantages optimal strategies can bring compared to driver decisions. We further show which charging infrastructure characteristics in terms of charging power, density, and charging station availability should be achieved for BETs in long-haul applications to keep the additional time required for charging stops low. In doing so, we consider the dynamic handling of occupied charging stations for the first time in the context of BET. Our findings show that, compared to driver decisions, optimal charging strategies can reduce the time loss by half compared to diesel trucks. To keep the time loss compared to a diesel truck below 30 min a day, a BET with a 500 kWh battery would need a charging point every 50 km on average, a distributed charging power between 700 and 1500 kW, and an average charger availability above 75%. The presented method and the case studies’ results’ plausibility are interpreted within a comprehensive sensitivity analysis and subsequently discussed in detail. Finally, we transformed our findings into concrete recommendations for action for the efficient rollout of BETs in long-haul applications.
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1. Introduction

The transport sector is responsible for 26% of global greenhouse gas (GHG) emissions in Europe [1]. The decarbonization of this sector is imperative to achieve the EU goal of climate neutrality by 2050 [2]. In addition to increasingly stringent EU CO₂ targets with a reduction of 30% by 2030 for truck original equipment manufacturers (OEM), customers are also demanding the possibility of zero-emission vehicles (ZEV) [3]. This is influenced by the mandatory disclosure of the sustainability report for industry companies following the European Sustainability Reporting Standards (ERSR) from 2025 onwards [4]. Battery electric trucks (BET) represent an opportunity for reducing emissions and, with a well-to-wheel efficiency of about 75%, offer the highest efficiency compared to other ZEV powertrain designs using hydrogen or synthetic fuels as an energy source [5,6]. Therefore, several truck OEMs [7–9] have heavy-duty BET in their portfolio or have announced them for the following years and expect a corresponding market ramp-up [10]. Alongside BETs, charging infrastructure operators are currently pushing into the market [11,12].

Several research studies show BETs’ feasibility [13–16] and economic competitiveness [17–19] compared to today’s diesel trucks. Previous work in the BET context deals with the topics of battery dimensioning [17,20,21] and cell selection [18,20,22]. However, the BET range that can be achieved while meeting payload and installation space requirements
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is currently insufficient for long-haul transport with daily ranges up to 700 km without intermediate on-route charging [20].

Several studies [14,17,19,20] investigate the influence of these intermediate fast-charging events with different charging powers on the battery dimensioning, cell selection, and TCO. For this purpose, either synthetic scenarios [14,17,20] based on the hour of service (HoS) regulations applicable in the EU [23] or an explicit route with defined stops for the charging events are used [19]. Only a few studies investigate the required charging infrastructure for BET. Speth et al. [24] present a model for public charging infrastructure based on traffic census data and the resulting charging demand. To determine the number of chargers per charging point, they use a queuing model to allocate vehicles to individual charging stations. Auer et al. [25] evaluate current rest stops in Germany for their suitability as charging points for BET. For this evaluation, they use different input data sets, such as truck stop locations, and extend them with specific data, such as grid connection or land use. However, no evaluation is made from the driver’s perspective. Hecht et al. [26] show such an evaluation in the context of battery electric passenger vehicles (BEV) for a charging network in Germany based on the resulting time loss due to required charging stops. Based on precalculated routes, they show a two-level approach for planning charging stops by first identifying all feasible chargers along the route. Subsequently, the amount of recharged energy is optimized.

The search for charging points in different contexts has also been intensively studied as part of the electric vehicle routing problem (EVRP) with its several formulations [27]. Our previous work presented a comprehensive review of the existing state-of-the-art methodologies for solving this problem [28]. Sweda et al. [29] consider uncertain, occupied charging stations for the first time. They used a dynamic programming approach to solve the formulated multi-stop shortest path problem. Guillet et al. [30] show a real-time rollout algorithm that finds optimal decisions on the fly, such as whether to wait or pass in case of an occupied charging station. However, the presented research does not consider the mandatory rest times applicable in the truck domain, which must be considered when planning the charging stops. Furthermore, only Hecht et al. [26] consider the real charging behavior of BEVs, i.e., the charging power reduction in a high state of charge (SOC).

To the best of our knowledge, only Bai et al. [31] show an approach for optimal charging stop planning specifically for BET and the related consideration of mandatory rest times. They present a powerful algorithm for the online calculation of charging strategies but neglect the possibility of dividing the rest into 15 and 30 min. Following this, no realistic battery-charging behavior is modeled due to the formulation of a linear optimization problem. Bai et al. [31] base their investigation on a charging infrastructure network in Sweden and corresponding precalculated routes. Our works differ both in the implemented algorithm to overcome the simplifications assumed by Bai et al. [31] and in the scope. We specify our contribution in the next section.

1.1. Contribution

The battery’s real charging behavior strongly influences the optimal planning of the charging stops. Due to the decreasing charging power for high SOC ranges, shorter stops in the medium SOC range could be advantageous in terms of time. Also, due to the allowed break split of 15 and 30 min, the driving time model gives room for exactly such optimizations, which are not considered in previous work. Our method supports an online strategy analogous to that of Bai et al. [31]. We integrate the charging strategy into a holistic framework for simulating long-haul transportation scenarios with BET. Previous work studying battery size and required charging power uses synthetic scenarios for both driving cycles and charging events. Here, we use real-world driving data to create driving cycles and the presented charging strategy to evaluate the battery size and, especially, charging infrastructure characteristics under nearly real conditions for the first time. Based on this, our article provides concrete recommendations for action for the rollout of the charging infrastructure for BET. The research goals can be summarized as follows:
1. **Proposing an online algorithm for a dynamic charging strategy and corresponding framework for the operation simulation of BET:** This paper proposes the first optimal online charging strategy considering real charging behavior and rest regulations. The proposed strategy can also handle real-world charging station behavior, such as occupation. We propose an open-source simulation framework for battery electric trucks, including vehicle, infrastructure, and operation simulation models, where we include the proposed strategy. This framework can be used for the simultaneous design of the BET and of the public charging infrastructure.

2. **Simulative case studies to outline recommendations of action for the efficient rollout of BET in long-haul applications:** We use the proposed framework and charging strategy to first investigate the dependencies between truck and charging infrastructure properties. Second, we show which rollout of charging infrastructure is sufficient to ensure the operability of BET. For this, we use three case studies that address the following three research questions:

   (a) How do battery capacity and available charging power influence the operation time of BET in long-haul applications?
   
   (b) For today’s BET, which infrastructure properties of charger density and charging power should be applied?
   
   (c) How does real-world charging station behavior, such as occupation, change these fundamental requirements?

1.2. **Article Organization**

This article is organized as follows. Section 2 first shows the underlying problem description and the mathematical problem formulation of finding optimal charging stops before proposing a solution approach. Section 3 shows the parametrization of the implemented simulation framework followed by its application in three different case studies and integration levels of real-world charging infrastructure properties in Section 4. Section 5 shows a comprehensive sensitivity analysis of the most relevant parameters. We close this research article with a discussion in Section 6 and a brief outlook on future work in Section 7.

2. **Method**

To show our method of finding optimal on-route charging stops for BETs, we start with an abstract problem description followed by its mathematical formulation.

2.1. **Problem Description**

Due to installation space limitations, BETs have shorter ranges than those that fulfill the transport task in long-haul transport without a charging stop [20]. Typical daily driving distances in long-haul transport are between 650 and 700 km [32]. When integrating charging stops, the applicable HoS regulations must be considered. This means the driver has to rest for 45 min after a driving period of 4.5 h at the latest. However, the rest time may be divided into a 15 min break followed by a 30 min break. [23]. On an abstract level, the problem of integrating optimal charging stops can be formulated as follows: A given route and its velocity profile with a set of upcoming points of interest (POI), e.g., charging stations, is to be completed with the lowest cost while respecting the rest time regularities and the battery SOC limits. Costs can be time, calculated total cost of ownership, or a mix of both. Therefore, several properties of this problem are considered within optimization. The energy needed to drive from one POI to the next one is pre-calculated based on a quasistatic longitudinal simulation of the considered route. We consider non-linear charging and pre-calculate charging maps as look-up tables for realistic behavior. We show these in detail in Section 3. The mathematical optimization problem is described in the next section, followed by the proposed solution algorithm.
2.2. Mathematical Problem Formulation

For the solution to the problem considered here, we assume that the vehicle’s velocity is given and is not considered as part of the optimization problem described below.

Let \( R \) be a route with the POI \( r_i \), \( i = 0, \ldots, n - 1 \) and the destination \( r_n \). Further, let \( t = [t_0, t_1, \ldots, t_{n-1}] \) be the vector with the total idle time \( t_i \) at each POI, \( r_j \) the furthest POI, that can be reached within the allowed driving time of 4.5 h, and \( C_i \) the cost of stopping and charging at POI \( r_i \). The optimal idle times \( t_{opt} \) are found by solving (1).

\[
t_{opt} = \arg\min \left( \sum_{i=0}^{n-1} C_i \right)
\]

The cost \( C_i \) of a stop can include both temporal and monetary aspects, such as the charging costs. However, in this article, we formulate the cost as the total time the truck spends at a certain POI. The idle time \( t_i \) at POI \( r_i \) results from the maximum of the charging time \( t_{i,ch} \in \mathbb{R}_0^+ \) and the rest time \( t_{i,r} \in \{0, 15, 30, 45 \text{ min}\} \) spent at this POI. While the charging time has only to be greater or equal to zero, the rest time is discretized according to the HoS regulations \([23]\).

\[
C_i = t_i
\]

with \( t_i = \max(t_{i,ch}, t_{i,r}) \)

The optimization problem (1) is further constrained by (3)–(5).

\[
\sum_{i=j}^{i=j} t_{i,r} \geq 45 \text{ min}
\]

with \( r_j \) as the POI, for which the following holds: \( \sum_{i=0}^{i=j} t_{dr,i,i+1} \leq 4.5 \text{ h} \)

\[
t_m \geq 30 \text{ min}
\]

with \( m = \max \{i | 0 \leq i \leq j \text{ and } t_i > 0\} \)

\[
soc_{max} \geq soc_i \geq soc_{min}, \ i = 0, \ldots, n
\]

C1 (3) and C2 (4) ensure compliance with the HoS regulations in Europe \([23]\), where \( t_{dr,i,i+1} \) is the predicted driving time from POI \( r_i \) to \( r_{i+1} \) and \( r_j \) is the POI, that can furthest be reached within 4.5 h driving time (Figure 1).

![Figure 1. Visualization of C1 with the route from POI \( r_0 \) to \( r_n \) and the current position along the route \( r_c \). The critical POI \( r_j \) is the furthest POI which can be reached within the total driving time of 4.5 h from the beginning of the trip. When leaving POI \( r_j \), the total rest time (45 min) must be completed. In this case, a rest of 45 min is taken, e.g., at POI \( r_c \), and the destination is not reachable within 4.5 h, and a new critical POI has to be considered.](image)

The constraints C1 (3) and C2 (4) can be neglected for trips with a predicted driving time below 4.5 h. C3 (5) specifies the truck battery’s minimum SOC \( soc_{min} \). The energy consumption between two POIs is calculated through a longitudinal dynamic simulation based on the prescribed velocity profile. The presented optimization problem has crucial properties for application in the vehicle, which influence the choice of a solution approach.

2.3. Properties of the Considered Problem

Before proposing a solution procedure, we first want to provide the reason for needing a dynamic strategy. Two key aspects can show this. First, the required travel time must be predicted to identify the critical POI \( r_j \). This prediction is subject to uncertainty due to
real-world effects such as congestion. Due to the increasing time horizon, it can be assumed that the prediction becomes worse as the distance of the POI from the current position increases. Second, SOC or energy consumption prediction is required to satisfy (5). This will also be subject to uncertainties in real-world applications. In addition to the technical uncertainties in the prediction, there is a practical uncertainty in the availability of charging points. Charging points may be occupied upon arrival. We assume such information will be available in the future; so, historical data can be used to output probabilities of such occupancy and expected waiting times $t_{i,w}$ at a specific POI $r_i$.

Due to the presented properties of the problem formulation in real-world applications, global optimization methods are less suitable since they determine the overall optimal solution $t_{opt}$ before the start of the trip. Consequently, they cannot consider the mentioned uncertainties during the trip. We, therefore, soften the global optimal solution and find the situational optimal solution for each POI $r_i$ along route $R$ when the BET reaches that POI. We refer to this as a dynamic charging strategy since the required predictions are updated again at each POI, and consequently, dynamic effects can be considered.

2.4. Solution Approach: Dynamic Programming

We use a dynamic programming (DP) approach to solve the respective situational optimization problem. This approach proved to be an efficient solution method for this type of problem in the context of EVRP [33,34].

For using DP, we first define the system state. To handle the constraints of C1 to C3, a system state $s_{i,p,q}$ described by three variables is used. A state is thus defined by the POI $r_i$, the truck’s SOC $b_{soc,p}$ on arrival at this POI $r_i$ and the remaining rest time $t_{rr,q}$ the driver has to perform according to the HoS regulation [23].

$$s_{i,p,q} = [r_i, b_{soc,p}, t_{rr,q}]$$

We discretize the battery’s SOC in one percent steps. The discretization of the remaining rest time can be derived directly from the HoS regulations [23]. Accordingly, the remaining rest time is either zero, 30 min if one part of the total rest time is done, or 45 min if no rest is performed. The state of 15 min for the remaining rest time is not allowed since the second the rest split has to be 30 min at a minimum [23].

$$b_{soc,p} \in [0, 0.01, \ldots, 1], t_{rr,q} \in [0, 30, 45] \text{ min}$$

The advantage of using the remaining rest time $t_{rr,q}$ to be completed is the reduction to three possible states instead of using the already completed rest time, which would require four states (0, 15, 30 and 45 min). The decisions a driver could take at POI $r_i$ are the charging time $t_{ch}$ and the rest time $t_r$. Therefore, we combine these into the decision space $d_{i,k,l}$.

$$d_{i,k,l} = [r_i, t_{ch,k}, t_{r,l}]$$

The charging time is discretized in one-minute steps with a maximum charging time of 100 min. Analogously to the state space, the decisions in terms of rest time are derived from the HoS regulations [23]. We incorporate the allowed rest split of 15 and 30 min here.

$$t_{ch,k} \in [0, 1, 2, \ldots, 100] \text{ min}, t_{r,l} \in [0, 15, 30, 45] \text{ min}$$

To find the best situational decision to take at POI $r_i$, we perform backward propagation by using the following recursive formula based on the defined cost at the destination $C_n$.

$$C_{i,p,q} = \min_{k,l} \left( C_{d_{i,k,l}} + C_{i+1,p',q'} \right)$$

with $s_{i,p,q} \xrightarrow{d_{i,k,l}} s_{i+1,p',q'}$
The best decision to take at POI $r_i$ when arriving in state $s_{i,p,q}$ is decision $d_{i,k,l}$, which minimizes the sum of the decision cost $C_{d_{i,k,l}}$ and the cumulated cost $C_{i+1,p,q'}$ of the state $s_{i+1,p',q'}$ which results from taking decision $d_{i,k,l}$. The discretization of the SOC $b_{soc,p}$ (8) and the charging time $t_{ch,k}$ (9) are hyperparameters that determine the computation time and accuracy of the solution. However, the discretization of the remaining rest time $t_{rr,q}$ (8) and the chosen rest time $t_{r,l}$ (9) result from the rest regulations in EU. The non-linear charging behavior of the BET is taken into account via the charging time selected. Depending on the SOC at the start of a charging process (indices p in system state), the same charging time leads to a different increase in SOC through the charging session. Figure 2 visualizes the proposed approach to find the situational optimal decision at an upcoming POI $r_c$ based on backpropagation. In this article, we will abbreviate the presented charging strategy as Battery Electric Truck Operation Strategy (BETOS). Figure 3 shows its implementation as a pseudo-code based on the mathematical solution shown.

![Diagram](https://example.com/diagram.png)

**Figure 2.** Visualization of implemented DP approach for solving the defined optimization problem. To find the best decision out of the decision space at the arrival state in the state space at POI $s_{c,p,q}$, a backpropagation from the destination $r_n$ to the current POI $r_c$ is performed. Based on the defined initial cost matrix $C_n$ at the destination, the best decision for every arrival state at every POI is the one that results in the minimum cumulated cost. The initial cost matrix specifies the desirable arrival SOC at the destination in terms of costs.

When the truck reaches the position of the upcoming POI $r_c$, the optimal decision $d^*_{c,k,l}$ is made based on the current SOC $b_{soc,c}$ and the remaining rest time $t_{rr,q}$ (leading to the system state $s_{c,p,q}$). First, the critical POI $r_j$ regarding the legal driving period is identified (L3). The critical POI $r_j$ is the POI that can just be reached within the remaining driving time based on the current system state. Based on this, the cost matrix for the POI $r_{j+1}$ after the critical one is manipulated so that the remaining rest time $t_{rr}$ has to be zero at the POI $r_{j+1}$ (Figure 1). This allows the best decision (L9) for the upcoming POI $r_c$ to be found recursively starting from the destination (L4) based on the resulting minimum cumulative cost (L5-8). Finally, the best decisions $d^*_{c,k,l}$ can be executed at the upcoming POI $r_c$ (L12). The BETOS algorithm shown is integrated into a simulation framework based on [28], in which the driving to the next POI is performed in a longitudinal driving simulation (L13). The procedure repeats at each POI until the destination is reached (L1). Therefore, the position of the critical POI is also checked and recalculated at each POI. In this way, dynamic effects such as traffic jams and the possibility that the second driving interval takes longer than 4.5 h can be considered.
### Pseudo algorithm of proposed dynamic charging strategy ‘BETOS’:

<table>
<thead>
<tr>
<th>Initialization: Get destination rₙ, current position r_c in route R, cost matrix Cₐ at destination</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. While r_c ! = rₙ</td>
</tr>
<tr>
<td>2. Get r = (r₁, ..., rₙ) ⊆ R and s_c,p,q</td>
</tr>
<tr>
<td>3. Find critical POI r_j</td>
</tr>
<tr>
<td>4. For i in range(rₐ₋₁; −1: r_c):</td>
</tr>
<tr>
<td>For all sₘₚₗ ∈ S:</td>
</tr>
<tr>
<td>Compute sᵢ₊₁,p′.q′ for all d_k,l ∈ D</td>
</tr>
<tr>
<td>5. Compute Cₖₗ for all d_k,l ∈ D</td>
</tr>
<tr>
<td>6. Compute Cₖₗ[p,q] = min_k,l [Cᵢ₊₁,p′.q′ + Cₖₗ]</td>
</tr>
<tr>
<td>7. Save dₖₗ such that dₖₗ → Cₖₗ[p,q]</td>
</tr>
<tr>
<td>8. End for</td>
</tr>
<tr>
<td>9. Execute dₖₗ</td>
</tr>
<tr>
<td>10. r_c = r_c+1</td>
</tr>
<tr>
<td>11. Destination reached</td>
</tr>
<tr>
<td>12. While r_c ! = rₙ</td>
</tr>
<tr>
<td>13. Get r = (r₁, ..., rₙ) ⊆ R and s_c,p,q</td>
</tr>
<tr>
<td>14. Find critical POI r_j</td>
</tr>
<tr>
<td>15. For i in range(rₐ₋₁; −1: r_c):</td>
</tr>
<tr>
<td>16. Compute sᵢ₊₁,p′.q′ for all d_k,l ∈ D</td>
</tr>
<tr>
<td>17. Compute Cₖₗ for all d_k,l ∈ D</td>
</tr>
<tr>
<td>18. Compute Cₖₗ[p,q] = min_k,l [Cᵢ₊₁,p′.q′ + Cₖₗ]</td>
</tr>
<tr>
<td>19. Save dₖₗ such that dₖₗ → Cₖₗ[p,q]</td>
</tr>
<tr>
<td>20. End for</td>
</tr>
<tr>
<td>21. Execute dₖₗ</td>
</tr>
<tr>
<td>22. r_c = r_c+1</td>
</tr>
<tr>
<td>23. Destination reached</td>
</tr>
</tbody>
</table>

While the destination is not reached
Get route from current position r_c to the destination and current system state s_c,p,q
Find critical POI r_j for rest time constraint handling
Perform backpropagation from destination to current POI
For all possible system states at POI r_i
Calculate landing state sᵢ₊₁,p,q′ at next POI rᵢ₊₁ when taking decision dₖₗ at POI r_j
Calculate cost of decision dₖₗ
For sₘₚₗ find the best decision as the minimum of cumulated costs Cₖₗ[p,q] results from decision dₖₗ and landing state sᵢ₊₁,p,q′
Save best decision dₖₗ to take in sₘₚₗ

**Figure 3.** Pseudo algorithm of DP approach for dynamic charging strategy for battery electric trucks in long-haul application. The shown algorithm is performed at every upcoming POI r_c for finding the situational optimal decision dₖₗ. The HoS regulations are considered by calculating the landing system state when choosing a decision and by adjusting the cost matrix with very high costs for not-allowed systems states at the POI after the critical one.

We want to look closely at one line of the pseudo-code, which is essential for the following chapters. In L6, for an assumed state sᵢ₊₁,p,q’ and a decision dₖₗ, the resulting state sᵢ₊₁,p′,q’ at the next POI is calculated. We use a quasistatic longitudinal dynamics simulation for predicting the energy consumption between two POIs r_j and rᵢ₊₁ due to the significantly faster computation time than the forward simulation used in the framework shown below. The disadvantage of assuming the exact following of a given velocity profile leads to some prediction errors in energy consumption. We will examine such deviations in more detail in Section 5, where we investigate their sensitivity. In the next paragraph, we show the simulation framework, particularly its parametrization, before we apply the proposed algorithm to different case studies.

### 3. Simulation Framework and Parametrization

The simulation framework used here, in which BETOS is embedded, includes a vehicle and infrastructure model [28]. A forward simulation lets the vehicle drive a given driving cycle. The charging management module determines the interaction between the vehicle and the charging infrastructure. The forward simulation and the vehicle model will not be further discussed here. A detailed setup can be found in the previous work [28]. The parameters used for all simulation models are shown in Appendix A. In the following
section, we show the most relevant parameters of the models and go into more detail about the infrastructure model.

3.1. Model Parametrization

On the vehicle side, the charging behavior has the most significant influence on the charging strategy. We assume the SOC-dependent charging behavior shown in Figure 4a [35]. The dependencies on the battery temperature or the State of Health (SOH) of the battery are not considered here. To reduce the computation time of the charging strategy algorithm, we pre-calculate charging maps from the behavior shown, which reflects the SOC after the charging process for a selected charging time and starting SOC. An exemplary charging map for an available charging power of 1500 kW and an allowed charging rate of 3 C are shown in Figure 4b. These lookup tables consider the non-linear charging behavior and are used within the DP approach. To pre-calculate these maps, for every considered charging time, possible starting SOC, and available charging power, the resulting SOC after the charging event is estimated for a specific battery capacity using the power profiles from Figure 4a.

![Charging behavior for different peak rates](image1)

**Figure 4. (a)** Implemented charging profiles depending on the SOC for different maximum charging rates. For the generation of those, we use a CP-CV charging strategy applied to an equivalent circuit model parametrized with the cell data from [35]; **(b)** exemplary charging map for 500 kWh of battery capacity, 3 C of peak charging rate and 1500 kW of available charging power. The map is to read: Starting from 50% SOC (x-axis) spending 10 min of charging (y-axis), the resulting SOC would be about 70%. These maps are used in the DP optimization as lookup tables and incorporate the non-linear charging behavior from (a). For example, starting from 20% of SOC and spending 10 min for charging leads to 60%, whereas spending 20 min leads to slightly over 80% of SOC.

The infrastructure model is based on the transportation scenario, given by a driving cycle and a payload. Here, the payload is set constant to 19.3 t, mandatory for type approval in the EU [36,37]. For the derivation of the driving cycles, microtrips were extracted from recorded truck mobility data [32], i.e., driving sections with zero vehicle speed at the beginning and end [38]. For the long-haul context considered here, these microtrips are combined into tours totaling 650 to 700 km. Along such a driving cycle, POIs are placed by the infrastructure model. Initially, at each end of a microtrip, a POI is placed. Between two POIs defined by this, further POIs are defined. The number depends on the density in POI per 100 km prescribed. In the second step, each POI is assigned a charging power. Both parameters, density and power, can be constant or follow a distribution. Figure 5 shows a created driving cycle from microtrips and the placed POIs.
If the next POI can no longer be reached within the allowed driving time of 4.5 h, then we make the following decisions:

1. If the range is not sufficient for reaching the next POI, the minimum of full charging parameters, which are kept constant throughout Section 4. All other vehicle model parameters can be found in Appendix A. In Section 2, we proposed a dynamic charging strategy called BETOS. Therefore, it will be shown only in its two main rules based on which the BETOS algorithm with those of an experienced driver aiming not to become stranded. We have described such a strategy in detail in the previous work [28] and refer to this as the NGS strategy. Therefore, it will be shown only in its two main rules based on which the decisions are made.

   (1) If the range is not sufficient for reaching the next POI, the minimum of full charging at the current POI and charging the amount of energy for reaching the destination is selected.

   (2) If the next POI can no longer be reached within the allowed driving time of 4.5 h, complete the full rest time, and charge the vehicle at the current POI.

As mentioned in Section 2.2, we use the minimal idle time resulting from charging and resting as an optimization target for BETOS. Both strategies use the same parameterizations in terms of battery limits. Table 1 shows all relevant vehicle and charging management parameters, which are kept constant throughout Section 4. All other vehicle model parameters can be found in Appendix A. In Section 2, we proposed a dynamic charging strategy called BETOS. In this section, we briefly introduced the simulation framework for the operation simulation of BET. The following section applies the framework with both charging strategies in different case studies.

Figure 5. Exemplary transport driving cycle as chained microtrips with positioned charging infrastructure as POI. Initial POIs (green) are set at the end of a microtrip. For the additional POIs (blue), the distance between two POIs is modeled as a probability function.

We model the charging infrastructure using the synthetic parameters for two reasons. First, no real charging infrastructure networks for BET exist today. Second, we want to use the parameters to identify concrete recommendations for action on how charging infrastructure for BET should be set up. In contrast to previous approaches of infrastructure planning for BET, which are based on traffic data [24,25], we show the driver’s perspective to outline what properties are desirable. The charging strategy determines the interaction of the BET and the infrastructure in the simulation. The next section shows the parametrization for the following case study analysis.
Table 1. Parametrization of charging management strategies, vehicle battery and transport scenario. Both strategies, BETOS and the experienced driver, use the same parametrization.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starting SOC</td>
<td>90%</td>
</tr>
<tr>
<td>DOD</td>
<td>100–15%</td>
</tr>
<tr>
<td>Cost in DP Optimization</td>
<td>Time</td>
</tr>
<tr>
<td>SOC at destination</td>
<td>Min. 15%</td>
</tr>
<tr>
<td>Time to Connect/Pay</td>
<td>6 min [33]</td>
</tr>
<tr>
<td>Battery Capacity</td>
<td>500 kWh (varied in one case study)</td>
</tr>
<tr>
<td>Max. charging rate</td>
<td>3 C</td>
</tr>
<tr>
<td>Tour length</td>
<td>650–700 km</td>
</tr>
<tr>
<td>Payload</td>
<td>19.3 t</td>
</tr>
</tbody>
</table>

4. Application in Different Scenarios

To answer the overarching research question about the potential and influence of optimal charging strategies and appropriate charging infrastructure parameters for currently available BET, we use three different case studies (CS), as specified in Table 2.

Table 2. Description of different case studies by relevant properties according to charging infrastructure and vehicle. With the three case studies (CS), we aim to answer three research questions about the ecosystem of battery electric trucks. In general, we always compare the proposed dynamic strategy with the decisions of an experienced driver.

<table>
<thead>
<tr>
<th>Case Study (CS 1–3)</th>
<th>Distance between Two POI</th>
<th>Charging Power at POI</th>
<th>Availability of Charging Station</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idealized static conditions</td>
<td>constant distribution</td>
<td>constant distribution</td>
<td>permanent</td>
</tr>
<tr>
<td>Idealized charging network</td>
<td>distribution</td>
<td>distribution</td>
<td>probability with waiting time</td>
</tr>
<tr>
<td>Real-world charging network</td>
<td>distribution</td>
<td>distribution</td>
<td>permanent</td>
</tr>
</tbody>
</table>

In CS 1, we first show the interaction of vehicle and charging infrastructure for constant conditions in terms of charger density and available charging power. We further show the potential of the optimal strategy compared to driver decisions. CS 1 thus provides a basic understanding of the parameters of the BET ecosystem. In CS 2, we approach the real-world characteristics of the charging infrastructure. We show the impact of density and charging power when assumed in a distributed kind in four different scenarios. The critical simplification, which is still applied in CS 2, is the permanent availability of the POIs. We drop this simplification in CS 3. The POIs are now assigned to an availability probability. For an occupied charging station, a waiting time known in advance must be completed. We show the difference between the NGS strategy and the proposed BETOS algorithm for each CS. For an intuitive metric for this comparison, we show the resulting time loss compared to today’s diesel trucks. The loss of time is attributed to the overall idle time of the BET, subtracting the mandatory rest period of 45 min, a requirement that diesel truck drivers must also adhere to. In case of more than 9 h of driving time, 90 min of required rest time is considered. We first investigate the general dependencies between the truck and infrastructure properties in CS 1.

4.1. Idealized Static Conditions (CS 1)

For the analysis shown below, 100 different transport scenarios (Figure 5) are generated and simulated for a range of battery capacity from 400 to 800 kWh and charging power from 400 to 2000 kW for each combination. The density of the POI was kept constant at 2 POI/100 km. This results in nearly equidistant distances of 50 km between two POIs. Due to the different dynamics of the transport cycles, there is a specific scattering of the resulting time loss for each combination of battery capacity and available charging power.
Figure 7a,b below shows the average time loss for each combination for driver and BETOS decisions. It is clearly shown that optimal charging strategies can significantly reduce the expected time loss per trip. Even with high battery capacity and charging power, driver decisions result in an average time loss of 10 to 20 min (Figure 7a). This occurs because, in the case of non-optimal stops, a second stop is required during the second 4.5 h driving period. However, through optimal planning, such a stop can be avoided (Figure 7b). For battery capacities of 550 kWh, a charging power of approximately 1000 kW is sufficient to operate in long-haul applications without time loss compared to diesel trucks in the described scenario. While we present average values over all 100 transport tasks on the left side, Figure 7c displays the observed dispersion of time loss per trip for an installed battery capacity of 500 kWh and an available charging power of 1000 kW. Even if the time loss can be reduced by more than half by optimal charging stops, a higher standard deviation is shown for BETOS than for driver decisions.

Further, it can be observed that a time loss can be avoided for the investigated parameter configuration, even for NGS decisions in a few ideal cases. Under very unfavorable circumstances, even optimal strategies lead to a significant time loss (outliers of BETOS in Figure 7c). This is explained by a second legally required rest stop of 45 min if the second driving interval extends beyond 4.5 h but the total driving time is below 9 h.

To answer the research question (a) from Section 1, the battery size is shown to be the primary driver of time loss. Optimal strategies can significantly reduce the time loss over the entire range analyzed. Under the assumed 50 km distance between two chargers, the combination of 550 kWh battery capacity and 1 MW charging power leads to a time loss of less than 10 min. In the next paragraph, we will analyze more in-depth different infrastructure properties.

4.2. Idealized Charging Network (CS 2)

In the previous section, we used constant parameters of the charging network. In this section, we now model the infrastructure properties in a probabilistic manner in addition to the transportation profiles, moving closer to the real-world application. Therefore, four different scenarios are compared below.

4.2.1. Charging Network Properties

On the vehicle side, we keep the two relevant properties of battery capacity at 500 kWh and a maximum charging rate of 3 C constant. The infrastructure parameters, such as the spatial density, are represented by distributions. Figure 6 compares the four different infrastructure scenarios. Scenario 1 describes an initial charging network with a low density of mostly one charging point per 100 km and limited CCS equipment. Scenario 2 mainly sets a density of two charging points per 100 km. Furthermore, about half of the charging points are also equipped with Megawatt Charging System [39] (MCS) charging points (≥700 kW). Scenarios 1 and 2 are aligned with the newly introduced EU regulations on infrastructure for alternative fuels (AFIR) for the rollout steps until 2025 and 2030 [40]. In Scenario 3, we show the improvement that a very dense and powerful charging network can bring. Scenario 4 further describes an ideal charging network with charging points of at least 1 MW at all rest sites along the highway in Germany [41].
Figure 6. Parametrization of the infrastructure model for four different scenarios. The main parameters are the spatial distribution (a) and the installed charging power (b). Scenario 1 describes very sparse public infrastructure with CCS charging stations and an average charging power of 250 kW. We expect such a scenario to be realized in the next years. Scenario 2, with an average power of 545 kW, is close to Germany’s initially planned charging network according to Masterplan Charging Infrastructure [42] and the European approach from ACEA [43] as well as the AfIR [40]. It is equipped with Combined Charging System (CCS) and MCS charging stations. Scenario 3 (average power 745 kW) assumes a tight and powerful charging network. In Scenario 4, we show an idealized charging network with high density and average power of 1250 kW.

Figure 7. Average time loss of BET in long-haul applications using (a) NGS and (b) BETOS algorithm (b). Per the combination of installed battery capacity and charging power, we simulate 100 long-haul cycles with a trip length between 650 and 700 km and show the average time loss per such trip. Different transport tasks, varying in length and dynamic, result in different energy consumption. We show, on the right, for one combination, the dispersion of expectable time loss across all 100 simulation runs (transport cycles) (c). We used a fixed distance between two POIs of 50 km in alignment with today’s service site density in Germany [42].
4.2.2. Results

For the four scenarios presented in Figure 6, we again compare the NGS decisions with those of the presented charging strategy BETOS. Figure 8 shows the resulting time loss compared to a diesel truck using the two strategies. Considering the result for NGS decisions first, there is a continuous improvement in the resulting time loss across all scenarios. No time loss can be expected in exceptional cases from Scenario 2 onwards (Figure 8b). However, the average time loss for Scenario 4 (Figure 8d) is still about 25 min. Using BETOS, the time loss can be reduced by about 50% in all scenarios compared to NGS. The most significant improvement is seen from Scenario 1 (Figure 8a) to Scenario 2 (Figure 8b). A further increase in spatial resolution and performance of the charging infrastructure is only slightly beneficial when using BETOS. However, the maximum time losses can be significantly reduced in Scenario 3 (Figure 8c) and Scenario 4 (Figure 8d). In contrast to CS 1 (Figure 7), the results show a significantly smaller scatter using BETOS than when taking the NGS decisions. This is due to the situationally optimal solutions, which allow for a much better response to locally fluctuating characteristics of the charging infrastructure. Three factors show the time advantage through optimal charging strategies. The targeted use of fast-charging capable POI is essential. Figure 9a–d clearly shows that BETOS selects POIs with higher charging capacities than are available on average across all POIs (gray line), thus explicitly using the POI with high charging power. Two additional factors for the time advantage are the targeted use of the allowed break split and the utilization of the fast-charging SOC range. This is shown in Figure 9e–h. Especially for a low infrastructure resolution, BETOS uses an additional stop to almost halve the time loss (Figure 9a). The denser the charging infrastructure becomes, the more frequently a two-stop strategy is selected. Due to the apparent time advantage over the NGS strategy with almost the same number of stops, BETOS utilizes the fast-charging SOC range.

![Figure 8. Comparison of resulting time loss in different scenarios (a–d) when using BET with 500 kWh installed battery capacity in long-haul application with a daily trip length of 650–700 km. The black line within the boxplots shows the mean values and the black circles mark the outliers. Using BETOS instead of NGS leads to significantly less time loss. Additionally, it is shown that the deviation of the time loss can be significantly reduced by using an optimal charging strategy.](image)

The research question (b) formulated in Section 1 can thus be answered. Suppose the optimal algorithm BETOS is available to the driver; a spatial resolution of 50 km with charging powers in the 700 to 1000 kW range is necessary to keep the time loss below 30 min on average. Much higher local resolution and charging power are required if drivers follow the rule-based NGS strategy. This is only true if all charging points are always
available, as we assumed in CS 1 and CS 2. Therefore, the following section investigates the influence of occupied charging stations.

![Figure 9](image-url) 

**Figure 9.** Average chosen charging power (a–d) and taken stops (e–h) according to driver and BETOS decisions in Scenarios 1 to 4 considered. The grey lines show the average available charging power of all POIs in the different scenarios in alignment with Figure 5. It is clearly shown that BETOS chooses the more powerful charging stations as one reason for the advantage according to time loss compared to rule-based NGS decisions. Furthermore, it is shown that BETOS uses more stops, meaning the fast-chargeable SOC range is selected and overcompensates the additional time for connecting and leaving the highway.

4.3. Real-World Charging Network Conditions (CS 3)

We first assume that probabilities regarding POI availability do not influence drivers’ decisions. It can be assumed that frequently occupied charging points are not selected through experience. However, we do not model such heuristic knowledge in the rule-based strategy used for comparison here. The following subsection shows the integration of availability probabilities in the proposed optimal charging strategy BETOS.

4.3.1. Charging Strategy Adaption for Uncertain Charging Station Availability

Compared to the previous case studies, the POI \( r_j \) is now assigned to an availability probability \( p_{av,i} \), assuming a constant probability over the whole day. Based on this, the approach shown above cannot be used without further adjustment since the costs can no longer be determined deterministically but depend on whether a POI is free or occupied. Therefore, following the fundamentals of decision theory \([44]\), the expected cumulative cost \( E_{i,p,q} \) of a decision is used instead of the deterministic cost \( C_{i,p,q} \) (10).

\[
E_{i,p,q} = \min_{k,l} \left( p_{av,i} \cdot \left( C_{d_{k,l},} + C_{i+1,p,q''} \right) + (1 - p_{av,i}) \cdot \left( C_{d_{k,l},} + C_{i+1,p,q''} \right) \right) \tag{11}
\]

Thereby applies:

\[
s_{i,p,q} \xrightarrow{d_{i,j}} s_{i+1,p,q''} \quad \text{for free POI} \tag{12}
\]

\[
s_{i,p,q} \xrightarrow{d_{i,j}} s_{i+1,p,q''} \quad \text{for occupied POI} \tag{13}
\]
The cost $C_{d_{i,j}}$ is incurred for an occupied POI due to the possible waiting times for the decision $d_{i,j}$. The DP approach shown in Section 2.4 is performed based on these expected costs for the analysis of CS 3. If a POI is occupied upon arrival, it can be situationally decided whether the expected cumulative costs are lower when waiting or when driving to the next POI. Consequently, this comparison makes reacting situationally to occupied charging points possible.

For the following application, we assume that the probabilities $p_{ava,i}$ are known and do not depend on the daytime, although this is a simplification. Further, we assume a constant waiting time $t_{wait}$ of 15 min to be completed when an occupied POI is selected. Before we present the influence of occupied charging points, we show the scenarios used for this in the next paragraph.

### 4.3.2. Charging Network Properties

Regarding the POI density and the distribution of the individual POIs’ charging power, we use Scenarios 3 and 4 from CS 2 (Figure 6). We use these two scenarios because, under ideal conditions ($p_{ava} = 1$), they show, on average, a slight difference in terms of time loss when using BETOS and consequently would be suitable as a benchmark for the expansion of the charging infrastructure for BET. Based on this, we investigate whether this is true when considering availability probability below 1. As there is currently no charging infrastructure for BET and no data on availability are known, we define four scenarios with different POI availabilities, shown in Table 3. We assume that POIs with high charging power are more popular and have a lower availability probability. Over the scenarios, which we abbreviate as Real-World Scenarios (RWS) 1 to 4 in the following section, the availability of the charging points keeps increasing. For the defined scenarios, we show the impact on time loss for both charging strategies, BETOS and NGS.

#### Table 3. Additional properties of the real-world charging infrastructure network. Based on Scenarios 3 and 4 (Figure 6), we add the availability probability in four different scenarios while keeping the other properties of Scenario 3 fixed. The last row shows the weighted mean availability probability of each scenario. Due to different frequencies of charging power of positioned POI, there are different weighted mean availabilities of the POI.

<table>
<thead>
<tr>
<th>Charging Power in kW</th>
<th>S 3/4-1</th>
<th>S 3/4-2</th>
<th>S 3/4-3</th>
<th>S 3/4-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>350</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>1.0</td>
</tr>
<tr>
<td>700</td>
<td>0.3</td>
<td>0.5</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>1000</td>
<td>0.2</td>
<td>0.4</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>1500</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Weighted Mean</td>
<td>0.35</td>
<td>0.51</td>
<td>0.74</td>
<td>0.88</td>
</tr>
</tbody>
</table>

#### 4.3.3. Results

Figure 10 illustrates the associated time loss, and Figure 11 displays the count of waiting events encountered, with Scenario 3 depicted in red and Scenario 4 in gray, continuing the color scheme from CS 2.

Suppose the decisions about charging stops are made by NGS (Figure 10a–e), which does not take the information about the probabilities into account in our implementation; there is no increase in the average time loss for RWS 4 (Figure 10d based on Scenario 3 (red) or 4 (grey). Only the maximum values increase for Scenario 4. This is explained by the low number of waiting events, shown in Figure 11d. With the decreasing availability of the POI in RWS 3 to RWS 1, the number of waiting events increases to an average of more than one event per trip. Figure 10a–c shows the resulting and maximum time loss increase compared to ideal or high availabilities. Overall, the effect of occupied charging points on the average time loss when using NGS decisions is relatively small. However, the
variance in the results over the 100 simulation runs increases significantly. Even for very low availabilities in RWS 1, the average time loss increases compared to ideal conditions by about the duration of one waiting event of 15 min assumed here.

Figure 10. Comparison of resulting time loss using driver and BETOS algorithm decisions operating on RWS 1 to 4 based on Scenario 3 and 4 from CS 2. The top row (a–e) shows the influence using NGS decisions, and the bottom row (f–j) in the case of BETOS decisions. If a POI is occupied, a waiting time of 15 min is considered.

Figure 11. Comparison of the number of waiting events due to occupied POI using NGS (a–d) and BETOS (e,f) decisions. The proposed charging strategy BETOS leads to significantly fewer waiting events over all scenarios. For RWS 3 (g) and 4 (h), the waiting events can be prevented in most cases.
For BETOS, we have shown the integration of availability probabilities in the previous paragraph. Starting from ideal conditions ($p_{ava, i} = 1$) in Figure 10, the influence of occupied charging points ($p_{ava, i} < 1$) is small at high availabilities. In both RWS 3 and 4 (Figure 10h,i), there is only a minimal increase in time loss on average, which is much smaller than the 15 min waiting time in the case of an occupied POI. Figure 11g.h clearly shows that occupied charging points are mostly avoided, and thus, waiting events rarely occur. The increase in the maximum values, which can be observed in Figure 10h,i, can be attributed to charging points with lower power but higher availability (Table 3). For the low availabilities, waiting events cannot be avoided, even when using BETOS, but on average, the number is still below one such event per trip (Figure 11e,f). The experienced waiting events are also shown by an increase in the average time loss in RWS 1 by 15 min (Figure 10f).

Two main insights can be gained from the results of the third case study, CS 3, which simultaneously answers the posed research question from Table 3.

First, the BETOS algorithm reacts more sensitively to realistic infrastructure properties due to the situationally optimal decisions. For medium and high availabilities, the waiting times assumed here can be compensated well (Figure 10h–j) or are bypassed by choosing POIs that tend to be more available (Figure 11g,h).

Second, independent of the decision making (BETOS or NGS), the availability of $p_{ava, mean} > 0.75$ (RWS 4) is desirable. For POIs available, hardly any disadvantage compared to the ideal conditions could be observed for the waiting time of 15 min assumed here. This answers research question (c) stated in Section 1.

In the previous paragraphs, we demonstrated the performance of the dynamic charging strategy in three case studies. For today’s battery capacities of BET, we have also analyzed various infrastructure scenarios and can thus derive recommendations for action, as summarized in Section 6. However, the BETOS strategy presented requires a high level of information about vehicle and infrastructure parameters. We refer to this in the following sensitivity analysis.

5. Sensitivity Analysis

In Section 2.3, we already pointed out the necessity of predicting properties such as energy consumption or travel times when describing the optimization problem. In addition to these predictions on the vehicle side, in Section 4.3, we assumed information about the availability and waiting times of the POI and, thus, the prediction of these infrastructure parameters. Therefore, we highlight the importance of this information provided by charge point operators (CPO) in the future by investigating the influence on time loss if such information is inaccessible. In addition, Hecht et al. [26] show a high dependence on SOC at the start of driving on time loss in their work. We examine whether such dependence is also observable for BET in Section 5.3.

5.1. Influence of Information Loss

Section 4.3 has shown that charging point availabilities for medium and high availabilities (RWS 3/4) can be well compensated by BETOS. We want to explicitly shed light on this again by removing the information about POI availabilities and waiting time from the presented strategy and comparing this to the results with full knowledge of these properties. We show this analysis based on Scenario 4 from CS 2. However, the availabilities differ in the three scenarios considered to gain insights into the importance of providing information about availability and waiting time (Table 4).

Figure 12 shows the influence of information loss on time loss when using BETOS in the usual way. For all scenarios considered, there is a significant increase in the maximum time loss when information is lost. However, even poorly available charging points can be bypassed using BETOS if the information is available. The average time loss and the maximum values increase only minimally compared to the ideal conditions (Figure 12c). Only for generally high availabilities in S 4–5 is the information loss manageable in terms of mean time loss.
Table 4. Scenario description for the analysis of the impact in case of no information about the availability and expected waiting time of POI. Along the route, two types of chargers with different power and availability can occur. The availability of the 1500 kW charger decreases from S 4–5 to S 4–7, while the 1000 kW chargers are always available.

<table>
<thead>
<tr>
<th>Charging Power in kW</th>
<th>Availability Probability of POI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S4–5</td>
</tr>
<tr>
<td>1000</td>
<td>1.0</td>
</tr>
<tr>
<td>1500</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Figure 12. Influence of lost information (NI) about availability probabilities of the POI on the time loss in the three considered scenarios (a–c) (Table 4). It is shown that the BETOS algorithm reliably bypasses poorly available charging points. Of course, with increasing inhomogeneity, access to such information becomes more critical.

In summary, providing such information about the POIs is highly relevant. The BET charging infrastructure should be expanded by digital backend systems to provide such information. If this information is available, this investigation shows that the integration and use of it in BETOS provide plausible results.

5.2. Influence of Prediction Errors

In addition to the information about POI properties, the vehicle parameters, energy consumption, and travel time between POIs must be predicted or known for both charging strategies. In addition, BETOS uses the charging maps shown in Figure 5 due to its online capability and fast computation. These will also be subject to errors, as the vehicle battery and the charging station may reduce their charging power for various reasons. However, we do not investigate such errors here because it is evident that they lead to a longer charging time than expected. Therefore, the focus will be on the two properties of energy consumption and travel time. For each distance step of the transport scenario (Figure 7), an error in time and the required energy for this distance step are applied. The magnitude of the error is assumed to be an interval and is determined stochastically according to a uniform distribution (Table 5).
Table 5. Applied prediction errors for the following sensitivity analysis. We apply up to 15% error in energy and time prediction, meaning the decisions are based on this forecast.

<table>
<thead>
<tr>
<th>Property</th>
<th>Error Interval</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy consumption</td>
<td>[−15, 0]%</td>
<td>Prediction of less energy consumption than needed.</td>
</tr>
<tr>
<td>Driving time</td>
<td>[−15, 0]%</td>
<td>Prediction of less time than needed.</td>
</tr>
</tbody>
</table>

Figure 13 shows, in analogy to (Section 4.2), the influence of these prediction errors on the resulting time loss for the scenarios considered in CS 2. The prediction errors assumed here are negligible in their influence on the time loss. The structure of BETOS can explain this. The situational optimal solution is found at each upcoming POI based on the current system state. Even with few POIs in Scenario 1, the optimal solution is often updated enough to compensate for prediction errors. For the errors in the time prediction, it should be noted that we examined always available charging points analogous to CS 2. In the current implementation of BETOS, CS 3 is also assumed to have constant availabilities throughout the day. For POI availabilities that are daytime dependent, errors in driving time can be much more severe.

![Sensitivity analysis - SOC / time prediction errors](image)

**Figure 13.** Impact of time and SOC prediction errors for all different scenarios (a-d) considered in CS 2. Due to the dynamic strategy BETOS, meaning finding the situational best decision at every POI, the influence of SOC and time prediction errors up to 15% is neglectable. This holds for all scenarios considered.

5.3. Influence of Starting Conditions

Finally, we want to investigate the influence of the starting conditions on the time loss. For this purpose, we consider the scenarios from CS 2. Figure 14 shows that the starting SOC’s influence decreases as the charging infrastructure’s performance increases, and for a near-ideal infrastructure in CS 4, it only shows up marginally. In addition, the step from 90% to 100% starting SOC brings significant improvements, but from Scenario 2 onwards, the step from 90% to 80% seems hardly beneficial. In summary, the private charging infrastructure should be sized for poorly developed public charging infrastructure so the BET can start with a fully charged battery. For a well-developed public charging infrastructure, a start with 80% SOC is only slightly disadvantageous and offers the downsizing of cost-intensive private charging infrastructure.
While ensuring adequate accuracy, one option is dynamic or non-equidistant discretization, which would make BETOS halve the time loss due to charging events compared to today’s infrastructure.

Figure 6.1. Algorithm

The sensitivity analysis has shown that the proposed algorithm can handle real charging infrastructure properties and make plausible decisions even when charging points are occupied (Section 5.1). The performance is less dependent on prediction errors on the scale studied here concerning vehicle characteristics (Section 5.2). The starting condition of the truck battery has a high impact in the case of low-developed public charging infrastructure. However, it takes a subordinate role in a widely available and powerful infrastructure (Section 5.3).

6. Discussion

We divide the discussion into three subsections. Besides the presented algorithm as such, the results of the simulation studies will be discussed in detail. As a third subsection, we derive recommendations for the efficient holistic rollout of BET in long-haul applications.

6.1. Algorithm

In this work, we presented an online charging strategy for BET that makes situationally optimal decisions regarding charging time and rest time. Compared to decisions a driver would make, BETOS halved the time loss due to charging events compared to today’s diesel trucks for all infrastructure scenarios studied (Section 4). We further showed that BETOS makes safe and plausible decisions even in the case of occupied charging sites.

In terms of computation time and thus ensuring online capability, decision making takes an average of 0.849 s for simulation on a MacBook Pro M1 when availability probabilities are included. In comparison, the rule-based strategy is clearly faster, with 0.093 s. These values apply to the discretization assumed here for the decision space of 1% steps in the SOC and 1 min steps in the charging time (Section 2.4).

Future work could investigate how optimized discretization reduces the computation while ensuring adequate accuracy. One option is dynamic or non-equidistant discretization, depending on the available charging power at a POI. Essential for the low computation time is the use of the charging maps shown in Figure 4, which provide the end SOC as a lookup table for each starting SOC and hit charging time. Since we do not use a thermoelectric model of the battery system, we neglect the dependence on temperature and the influence of the internal resistance increase over the lifetime. In the future, the charging maps can be extended to include the dimensions of temperature and state of health. However, this requires integrating an aging model. In addition to the algorithm, we would like to refer to the results of the performed case studies next.
6.2. Simulation Studies and Results

With the help of the presented charging strategy and the framework for the simulation of transport scenarios, we have investigated different charging infrastructure scenarios and evaluated them concerning the resulting time loss. To minimize statistical effects arising from the probabilistic properties of the infrastructure model and the transport cycles, we simulated 100 cycles per investigation. However, the whiskers of the shown box plots do not always exhibit consistent results (e.g., Figure 10), which can be attributed to such effects. Instead, the lower and upper quartiles are consistent over these scenarios.

The decisive properties of the charging infrastructure are the density, the charging power, and the availability of the charging stations. However, more is needed for a complete design of the charging infrastructure since a central parameter, the number of charging points per POI, cannot be derived from this. With the help of the minimum required availability (Section 4.3), this missing parameter can be determined in future work with the support of traffic data that provide information about the number of trucks on concrete routes. Moreover, this work uses time as a cost function in the presented charging strategy. The integration of a comprehensive cost function that considers time in the form of opportunity costs, battery degradation in the form of replacement costs, and charging costs will be sought in future work.

Besides this, it should also be mentioned that we have assumed the charging behavior shown in Figure 4 and allowed for a peak charging rate of up to 3 C. Based on this, the assumed battery capacity of 500 kWh already shows itself to be suitable for use in long-distance transport. Future work could show whether higher battery capacities can provide noticeable benefits, as the charging power and, consequently, the stress on the battery can be reduced. The results shown, the sensitivity analysis carried out, and the aspects discussed are summarized below in recommendations for the efficient rollout of BET in long-haul transport.

6.3. Recommendations for Efficient Operation of Battery Electric Trucks in Long-Haul Application

The following recommendations apply to the assumptions and simplifications discussed above. On the vehicle side, battery capacities of around 500 kWh and charging rates of 3 C are shown to be suitable for use in long-haul transport with an appropriate charging infrastructure. For spatial distribution of 50 km on average and a charging power between 700 kW and 1.5 MW, the time losses can be kept below 30 min on average with availabilities of the POI above 75%. While the resolution corresponds to the objective of the AFIR [40], the charging capacity of 350 kW stipulated in it is too low and, therefore, should be increased to 1 MW.

If such time losses are not acceptable from the forwarder’s point of view, only an increase in battery capacity can provide a remedy; the densification of the charging network yields only improvements in case of availability close to 100% here. The results have shown that dynamic charging strategies provide significant advantages and should be used in future BET. Digital backend systems of the charging infrastructure are imperative to predict the availabilities of the POI. Regarding the currently discussed reservation systems for BET charging sites, it is shown that availabilities of about 75% on average do not cause any noticeable deterioration compared to ideal, consistently reserved charging points. For higher battery capacities, however, it can be assumed that the time loss can be eliminated plannable using reservation systems. On the other hand, increased investment for the expansion of public charging infrastructure must be expected since a higher number of charging points per POI must be installed to cover the charging demand of BET despite reserved charging points. This needs to be investigated in future work. We close this work with a brief conclusion.

7. Summary and Outlook

Battery electric trucks offer the leading technology for decarbonizing road freight due to their high well-to-wheel efficiency. Due to the limited range caused by installation
space and payload, the efficient use of BET in long-distance transport requires an optimal charging strategy. In the scope of this work, we demonstrated a robust online algorithm for the optimal integration of charging stops. We used this to analyze different charging infrastructure scenarios and outline recommendations for the efficient rollout of BET in long-haul applications. Our recommendations can be summarized by the following properties of the BET ecosystem: A BET with a battery capacity of 500 kWh, a density of 50 km, and an available charging power of 1 MW with an availability of 75% on average is suitable. Optimal charging strategies can significantly reduce the time loss compared to today’s diesel trucks and, therefore, ensure the efficient rollout of BET. A detailed sensitivity analysis showed that the presented algorithm provides plausible results. In future work, charging costs and battery degradation could be integrated into the charging strategy in addition to time. Furthermore, the daytime-dependent availability of POIs could be taken into account. Besides this, we will extend the framework shown through a real charging network in Germany and Europe in order to be able to give a complete proposal for a suitable charging network for BET in long-distance traffic with the help of freight transport data [45] and thus make a further contribution to the decarbonization of the transport sector.
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### Appendix A

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Abbreviation</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drag coefficient</td>
<td>$c_w$</td>
<td>0.55</td>
<td>[15]</td>
</tr>
<tr>
<td>Frontal area</td>
<td>$A_f$</td>
<td>$10 , m^2$</td>
<td>[46]</td>
</tr>
<tr>
<td>Gravitational acceleration</td>
<td>$\rho_a$</td>
<td>1.2 $, kg/m^3$</td>
<td>-</td>
</tr>
<tr>
<td>Rolling resistance coefficient</td>
<td>$\zeta_{rr}$</td>
<td>0.005</td>
<td>[15]</td>
</tr>
<tr>
<td>Dynamic tire radius</td>
<td>$r_{\text{dyn}}$</td>
<td>0.4465 $, m$</td>
<td>[47]</td>
</tr>
<tr>
<td>Electric machine efficiency</td>
<td>$\eta_{\text{em}}$</td>
<td>95%</td>
<td>[47]</td>
</tr>
<tr>
<td>Maximum electric machine torque</td>
<td>$T_{\text{em, max}}$</td>
<td>2018 Nm</td>
<td>[47]</td>
</tr>
<tr>
<td>Auxiliary consumers</td>
<td>$P_{\text{aux}}$</td>
<td>4 $, kW$</td>
<td>[48]</td>
</tr>
<tr>
<td>Charging efficiency</td>
<td>$\eta_{\text{ch}}$</td>
<td>90%</td>
<td>[18]</td>
</tr>
<tr>
<td>Minimal allowed state of charge</td>
<td>$\text{soc}_{\text{min}}$</td>
<td>15%</td>
<td>-</td>
</tr>
<tr>
<td>SOC at start</td>
<td>$\text{soc}_0$</td>
<td>90%</td>
<td>-</td>
</tr>
</tbody>
</table>
### Table A2. Used vehicle mass parameter and its values.

<table>
<thead>
<tr>
<th>Weight Parameter</th>
<th>Abbreviation</th>
<th>Value/Formular</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trailer mass</td>
<td>m&lt;sub&gt;trailer&lt;/sub&gt;</td>
<td>7500 kg [3]</td>
<td></td>
</tr>
<tr>
<td>Tractor without powertrain</td>
<td>m&lt;sub&gt;glider&lt;/sub&gt;</td>
<td>5400 kg [49]</td>
<td></td>
</tr>
<tr>
<td>Payload</td>
<td>m&lt;sub&gt;payload&lt;/sub&gt;</td>
<td>19.300 kg [36]</td>
<td></td>
</tr>
<tr>
<td>Density electric machine</td>
<td>ρ&lt;sub&gt;em&lt;/sub&gt;</td>
<td>0.5 kg/kW [50]</td>
<td></td>
</tr>
<tr>
<td>Density gearbox</td>
<td>ρ&lt;sub&gt;gear&lt;/sub&gt;</td>
<td>0.18 kg/Nm [51]</td>
<td></td>
</tr>
<tr>
<td>Density power electronics</td>
<td>ρ&lt;sub&gt;pe&lt;/sub&gt;</td>
<td>0.078 kg/kW [50]</td>
<td></td>
</tr>
<tr>
<td>Gravimetric density battery pack</td>
<td>ρ&lt;sub&gt;pack&lt;/sub&gt;</td>
<td>165 Wh/kg [52]</td>
<td></td>
</tr>
</tbody>
</table>

### Table A3. Charging event related parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Abbreviation</th>
<th>Value/Formular</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connection time</td>
<td>t&lt;sub&gt;con&lt;/sub&gt;</td>
<td>6 min</td>
<td>[33]</td>
</tr>
<tr>
<td>Waiting time in case of occupation</td>
<td>t&lt;sub&gt;wait&lt;/sub&gt;</td>
<td>15 min</td>
<td>-</td>
</tr>
</tbody>
</table>
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