Article

Few-Shot Metering Anomaly Diagnosis with Variable Relation Mining

Jianqiao Sun 1, Wei Zhang 1, Peng Guo 1, Xunan Ding 1, Chaohui Wang 2 and Fei Wang 2,*

1 State Grid Zhejiang Marketing Service Center, Hangzhou 310007, China; betsy896123@163.com (J.S.); 13857864101@163.com (W.Z.); pengguo4080@163.com (P.G.); liberty1120@126.com (X.D.)
2 School of Electronic Information and Communications, Huazhong University of Science and Technology, Wuhan 430074, China; wangchh@hust.edu.cn
* Correspondence: wangfei@hust.edu.cn

Abstract: Metering anomalies not only mean huge economic losses but also indicate the faults of equipment and power lines, especially within the substation. As a result, metering anomaly diagnosis is becoming one of the most important missions in smart grids. However, due to the insufficient and imbalanced anomaly cases, identifying the anomalies in smart meter data accurately and efficiently remains challenging. Existing methods usually employ few-shot learning models in computer vision directly, which requires the rich experience of human experts and sufficient abnormal cases for training. It blocks model generalizing to various application scenarios. To address these shortcomings, we propose a novel framework for metering anomaly diagnosis based on few-shot learning, named FSMAD. Firstly, we design a fault data injection model to emulate anomalies, so that no abnormal samples are required in the training phase. Secondly, we provide a learnable variable transformation to reveal inherent relationships among various smart meter data and help FSMAD extract more efficient features. Finally, the deeper metric network is equipped to support FSMAD in obtaining powerful comparison capability. Extensive experiments on a real-world dataset demonstrate the advantages of our FSMAD over state-of-the-art methods.
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1. Introduction

Electricity has become an integral part of people’s lives. Due to the growing demand for electricity, it is urgent to construct a safe, reliable, cost-effective, and environmentally friendly smart grid. Substations, as a crucial component of the smart grid, play an irreplaceable role in power generation, transmission, and distribution. Therefore, status monitoring and fault diagnosis of substations is a crucial objective of the smart grid [1,2].

Smart meters, along with communication networks and database systems, constitute the Advanced Metering Infrastructure (AMI), which plays an important role in the smart grid [3]. Particularly, any fault of the meters in the substation can lead to huge economic losses. Meanwhile, the Smart Meter (SM) data also reflect the status of the substation. Any data anomaly is directly related to the failure of substation equipment or power transmission lines [1]. Hence, the implementation of anomaly diagnosis of SM data can support the rapid location of faults and analyze the causes.

Traditionally, fault diagnosis mainly relies on expert systems [4], which use domain knowledge, expert experience, and simple machine learning methods to establish a set of indicators and parameters to identify faults [5,6]. In recent years, more and more researchers have applied artificial intelligence to the study of metering anomaly diagnosis, mainly including machine learning methods [7] and deep learning methods [8]. There are also some studies that use a combination of domain knowledge and deep learning to address the generalization performance of models [9,10]. However, due to the large number and...
wide distribution of smart meters, the characteristics of SM data vary widely, and metering anomaly diagnosis still faces the following challenges:

1. The number of labelled samples is limited and cannot meet the training requirements of the diagnostic model;
2. The distribution of anomaly categories is extremely imbalanced, resulting in the metering anomaly diagnostic model being easily overfitted;
3. The traditional expert experience is not fully adapted to new application scenarios.

To address the above challenges, this article proposes a novel Few-Shot Learning-based Metering Anomaly Diagnosis (FSMAD) method. First, a set of fault data injection models (FDI) are established to simulate abnormal data by transforming normal data. This can greatly alleviate the problem of the scarcity of anomaly samples. Second, we design a mechanism to mine the physical dependencies between different variables of SM data, exceeding the limitation of experts' experience and learning higher-quality features. Finally, we adopt a few-shot learning strategy to train the comparison ability of the model and avoid the abnormal sample imbalance problem. In summary, the main contributions of this paper specifically include:

1. We present a framework FSMAD for diagnosing anomalies in power metering based on few-shot learning. For extreme situations, we establish fault data injection models to generate anomaly data. It allows us to optimize the model without any real abnormal samples and achieve a satisfying performance.
2. We offer a physical dependency learning method for SM data variables. It aims to learn inherent physical relationship among variables to overcome the experience of human experts.
3. We conduct comprehensive studies using real electricity metering datasets. The results of the experiment demonstrate that our metering anomaly diagnostic approach has outstanding performance.

The rest of the paper is organized as follows. Section 2 describes the related work associated with metering anomaly diagnosis. Section 3 briefly explains the power metering principles and anomalies. Section 4 presents a detailed framework and optimization algorithm of our FSMAD. Extensive experiments are conducted in Section 5 to evaluate the effectiveness of our framework. Finally, Section 6 summarizes the paper.

2. Related Work

2.1. Anomaly Diagnosis Methods

Metering anomaly diagnosis is used to accurately classify abnormal metering data, which belongs to the typical multi-classification task. For different application scenarios, a variety of different diagnostic techniques have been proposed, which have roughly gone through three stages of development: (1) expert systems; (2) machine learning; and (3) deep learning.

The expert system is an important branch of artificial intelligence. It aims to emulate the decision-making ability of human experts and solve complex problems. Expert systems are primarily composed of domain knowledge, expert experience, and reasoning techniques [11]. Yang et al. developed a method for automatically diagnosing and localizing metering anomalies by calculating indicators such as bus power imbalance, main transformer power loss, and contact line loss based on accumulated expert experience [12]. Jiang et al. developed an expert system for grid fault diagnosis. This system establishes the relationship between fault outputs and system components offline before reasoning online for confirmation [13]. Xue et al. utilized a combination of fuzzy Petri nets and expert systems to diagnose faults in power information systems, leading to improved diagnostic efficiency [4]. However, the rules of the expert system are formulated by human experts, and its effectiveness largely depends on the subjective knowledge and experience of the experts. In addition, it is also influenced by geography, weather, and time, so there are some difficulties in implementation [14].
With the advancement of data mining technology, an increasing number of machine learning methods are being applied for fault diagnosis. Wu et al. employed an improved k-means clustering algorithm [15]. The algorithm calculates the distance of the sample to the center of each anomaly cluster to determine the category of anomaly. Zhou et al. applied decision trees for meter state detection and proposed a fault diagnosis model based on tree group [16]. Since a decision tree is easy to implement, the model is well-suited for classifying anomalies in large-scale data. However, the decision tree is more sensitive to the training data, and the generalization of the model is weak. Bernat et al. compared various supervised learning methods [17]. Through a large number of experiments, researchers found that supervised learning algorithms usually show good performance when the features are of high quality. Traditional machine learning methods are unable to generate distinctive features, and the performance of fault diagnosis is limited by the quality of the features. However, feature modeling is a highly complex task, and the effectiveness of manual modeling cannot meet the demands of extensive data analysis.

Recently, due to deep learning’s ability to automatically learn the representation from raw data [18,19], it has dramatically improved the efficiency of feature modeling. As a result, it has been widely applied in fault diagnosis. Initially, a large number of studies utilized deep learning approaches directly in Computer Vision (CV) and Natural Language Processing (NLP). For example, Wen et al. converted raw signals into images and utilized image classification for fault diagnosis [20]. Shao et al. [21] and Wu et al. [22] employed auto-encoder, one-dimensional convolution, and recurrent networks for sample classification, respectively. However, the performance of these approaches is limited because the industrial signal is different from the image or language sequence. They are unable to reveal knowledge directly from the raw SM data, which means they cannot guarantee the quality of features extracted from limited samples.

To address the above problem, Zhou et al. proposed a smart meter fault diagnosis model based on an enhanced capsule network by utilizing the historical fault information of smart meters [14]. Ren et al. proposed a feature information characterization method based on fault knowledge, and then utilized recurrent neural networks to build a secondary equipment fault location model [23]. Morais et al. examined the temporal characteristics of power data and multiple sources of data [24]. They developed a diagnostic framework that utilized convolution networks and recurrent networks to identify faults. Kou et al. assembled recurrent networks and decision trees using Adaboost to improve the effectiveness of fault diagnosis [25]. Ref. [10] leverages the domain knowledge of electric energy metering to convert the SM data into classical indicators. By incorporating domain knowledge into the neural network, the performance of anomaly detection was enhanced. However, the analysis presented in the paper reveals that these metrics based on domain knowledge still cannot reliably distinguish all anomalous samples, posing a risk of failure in certain application scenarios. Therefore, deep neural networks must be able to discover the inherent dependencies among various types of data and learn more effective “indicators” from massive datasets.

2.2. Few-Shot Learning

The problem of few-shot learning was first introduced by Li et al. [26]. The objective of few-shot learning is to equip artificial intelligence with the capacity to learn from a limited number of samples, similar to how humans are able to.

The Siamese Network was initially employed for one-shot image recognition by Koch et al. [27]. It increases the input volume through generating sample pairs in a random manner. Furthermore, it solely acquires the ability to differentiate between samples with distinct identities, rather than providing a comprehensive description of a category’s characteristics. Thus, it is better suited for small datasets with labeled data. Subsequently, numerous associated techniques are proposed. Some of these methods enhance the metric of feature vectors, including Matching Networks [28], Relation Networks [29], and Pro-
Meta-learning is another adaptive learning approach addressing the issue of few-shot learning [33]. It emphasizes learning capability rather than the learning process itself [34]. In realistic applications, it only requires some incremental training to adapt to new tasks [35]. The model-agnostic meta-learning is a representative work [36]. However, most meta-learning methods rely on fine-tuning mechanisms [37] to learn an optimal optimization strategy [36]. Consequently, these methods exhibit sensitivity to minimal sample quantities during the testing stage, leading to suboptimal performance on one-shot tasks. Moreover, employing an intricate neural network demands extended training times, resulting in higher computational costs.

Due to the requirements of few-shot learning being limited, the methods mentioned above are applied to fault diagnosis widely in various areas. Zhang et al. [38] applied the Model-Agnostic Meta-Learning (MAML) to diagnose bearing faults; Wang et al. [39] utilized the Siamese Network to classify transmission line faults. Yu et al. [40] improved the relation network to detect power grid defect. Additionally, Xu et al. [41] implemented the relation network to distinguish valve faults.

However, the research mentioned above is closely coupled with the application area. And, a large amount of domain knowledge is implemented to improve the original few-shot learning model. Hence, these methods cannot be directly applied to metrology-anomaly diagnosis. Further, the data analyzed by these methods are basically a single-variable time series, while SM data are a multi-variable time series. It is necessary to reasonably represent the physical dependencies among variables.

3. Principle of Power Metering and Anomaly

3.1. Principle of Power Metering

Smart meters are the most essential equipment for the smart grid to measure the electricity consumption, as they are responsible for recording the electricity consumption of customers or regions. The meters in the substation belong to high-voltage metering, recording the instantaneous voltage, current, power, and power factor of the relevant power lines.

According to the various wiring modes, they can be categorized into two types: three-phase three-wire and three-phase four-wire. In this paper, we primarily introduce our approach using a three-phase four-wire system as an example. The relationship between voltages and currents is shown in Figure 1a. For a single-phase situation, the active power can be computed by the following equation:

\[ P = V I \cos \varphi \]  

(1)

where \( V \) and \( I \) denote the single-phase voltage and current, respectively, and \( \varphi \) is the phase difference between them. The relationship between active power (\( P \)), apparent power (\( S \)), and reactive power (\( Q \)) is shown in the power triangle in Figure 1b. The corresponding three-phase total active power is calculated as follows, where \( \cos \varphi \) denotes the power factor of the corresponding phase and \( \varphi_A \) is the angle between \( V_A \) and \( I_A \):

\[ P = V_A I_A \cos \varphi_A + V_B I_B \cos \varphi_B + V_C I_C \cos \varphi_C \]  

(2)

3.2. Description of Metering Anomaly

The types of metering anomalies are diverse and vary slightly depending on the application scenario [1,42]. Ref. [43] categorized the types of anomalies into meter faults, power usage anomalies and transformer faults according to the location where the anomaly occurs. Ref. [44] categorized the types of anomalies into hardware faults, electricity anomalies and data anomalies according to hardware devices and electrical parameters. Ref. [9] analyzed the types of anomalies from the level of electricity consumption. We summarize the anomaly types by analyzing the abnormal SM data as follows:
(1) **Loss of Voltage** (LV): The current of a phase line is greater than the starting current set by the meter, but the voltage is lower than a critical voltage, and lasts for a period of time.

(2) **Loss of Current** (LC): Three-phase voltage is greater than the critical voltage, three-phase current in any phase is less than the starting current, and the other phases of the line load current is normal.

(3) **Current Unbalance** (CU): This mainly manifested in the three-phase when the current imbalance is too large, affecting the metering accuracy of the meter. Among them, the three-phase current unbalance is defined as follows [9]:

\[
I_{imbalance} = \frac{\max(I_A, I_B, I_C) - \min(I_A, I_B, I_C)}{\max(I_A, I_B, I_C)}
\]

(4) **Voltage Unbalance** (VU): This means over or under voltage. The magnitude of the three-phase voltage exceeds the critical voltage, but there is a variation in the magnitude of one of the phases, leading to an imbalance in the three-phase voltage. The definition of three-phase voltage unbalance is as follows [9]:

\[
U_{imbalance} = \frac{\max(U_A, U_B, U_C) - \min(U_A, U_B, U_C)}{\max(U_A, U_B, U_C)}
\]

(5) **False Connection** (FC): This includes: (a) Phase Disorder occurs when the currents are paired with incorrect voltages. (b) Phase Inversion happens when the phase of the voltage or current is directly reversed. This results in a change in the phase difference between voltage and current from $\phi$ to $(\pi - \phi)$. Consequently, the smart meter will detect a negative active power on that line and a reduced total active power [9].

(6) **Factor Fault** (FF): This indicates that there is a significant phase difference between the voltage and current. Typically, it is expected that the power factor in the substation should be close to one.

![Figure 1. The principle of power metering. (a) The relationship between voltages and currents for three-phase four-wire. (b) The relationship between active power, apparent power, and reactive power for single phase.](image)

Although there are clear definitions for each type of abnormality, in practice it is not possible to accurately determine whether a section of SM data is normal or abnormal, and which specific type of abnormality it is based on these definitions. There are two main reasons for this:

1. SM data can be interfered with by external noise when measuring the relevant electrical parameters, resulting in abnormal data.
2. The data of a specific working condition are more similar to some of the abnormalities, such as current imbalance.

Therefore, it must be analyzed comprehensively from the physical relationship between the electrical parameters, as well as the change rule in time, otherwise it is easy to lead to misjudgment.
4. Method

In this paper, the metering anomaly diagnosis model is set up using the SM data shown in Table 1. \(X\) is a collection of time series of length \(T\), denoted as \(X = \{X_i|_{i=1}^{T=1,...,N}\}\), \(X_i \in \mathbb{R}^{C \times T}\). \(X = \{X_i|_{i=1}^{T=1,...,N}\}\), \(i = 1, \ldots, N\}, \(X_i \in \mathbb{R}^{C \times T}\). \(C\) is the number of variables. In particular, \(C\) equals 14; refer to Table 1. \(Y = \{Y_i|_{i=1}^{T=1,...,N}\}\) are the corresponding labels. The unit of \(t\) is 15 min.

Table 1. Electrical magnitudes of three-phase four-wire.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(U_A, U_B, U_C)</td>
<td>voltage of each wire</td>
</tr>
<tr>
<td>(I_A, I_B, I_C)</td>
<td>current of each wire</td>
</tr>
<tr>
<td>(P_{total}, P_A, P_B, P_C)</td>
<td>active power of total and each wire</td>
</tr>
<tr>
<td>(f_{total}, f_A, f_B, f_C)</td>
<td>power factor of total and each wire</td>
</tr>
</tbody>
</table>

4.1. Framework

The overall architecture of the FSMAD model proposed in this article is presented in Figure 2. It consists of four components: Fault Data Injection (FDI) model, Variable Relation Network (VRN), Multi-Receptive Convolution Network (MRCNet), and MetricNet. Firstly, FSMAD employs the FDI model to manipulate the regular data and simulate the anomaly to train the neural networks. Secondly, VRN offers a learnable nonlinear transformation to extract the inherent correlation among variables in SM data. Meanwhile, the MRCNet utilizes convolution networks that incorporate multi-scale receptive fields to effectively capture temporal patterns. The diagnosis of the metering anomaly is ultimately accomplished through measuring the “distance” between pairs of features using a metric network. Further, we define whether two samples that are from the same class as a binary classification problem.

![Figure 2. The framework of FSMAD.](image)

In the training phase, FSMAD only requires normal samples and splits into two equal parts: \(X_L\) and \(X_R\). The part samples of \(X_L\) are selected randomly and fed to the FDI module to simulate abnormal samples. All of the \(X_R\) are kept normal. Then, \(F_L\) and \(F_R\) form the feature pairs, which is determined via MetricNet to be of the same class. In the testing phase, one sample from each category is randomly selected to form the support set, which is compared with the test sample, and the most similar support sample is output as the diagnosis result.

The FSMAD framework offers several advantages. (1) The model can be trained without any real anomaly samples. (2) The model is independent of domain knowledge. (3) The framework focuses on accurately comparing samples rather than understanding the anomalies themselves. This enables case-driven diagnosis and makes single-sample anomaly diagnosis possible. Finally, benefiting from the loose coupling among modules
within FSMAD, the proposed framework can integrate any other time series network as the feature extractor.

4.2. FDI Model

In practice, cases of metering anomalies are very rare in smart grids. Therefore, in order to optimize diagnosis model, the mainstream approach is to construct simulated datasets [45,46]. In the CV or NLP, data augmentation [47,48] is another way to address this issue. In the field of time series, some researchers have also proposed corresponding data augment methods [49]. However, these methods are not suitable for metering anomaly diagnosis because they do not generate anomaly data that aligns with the principles of power metering. Therefore, we refer to the literature [45,46] and design a set of FDI models to generate metering anomaly data based on the principle of electricity measurement.

Any fault in the power metering process will lead to partial or total metering anomalies. Therefore, we propose the FDI model based on the relevant definitions as shown in Equation (5) and Table 2.

\[
\begin{align*}
\tilde{V}_{ph}(t) &= V_{ph}(t) \times \alpha(t) \\
\tilde{I}_{ph}(t) &= I_{ph}(t) \times \beta(t) \\
\tilde{F}_{ph}(t) &= F_{ph}(t) \times \gamma(t) \\
\tilde{P}_{ph}(t) &= \tilde{V}_{ph}(t) \times \tilde{I}_{ph}(t) \times \text{abs}(\tilde{F}_{ph}(t)) \\
\tilde{P}_{total}(t) &= P_{total}(t) - \tilde{P}_{ph}(t) + \tilde{P}_{ph}(t)
\end{align*}
\]

where, \( ph \) is randomly chosen from three-phase (A,B,C), \( \text{abs}(\cdot) \) represents the absolute function, and \( t \) is time stamp. \( \alpha(t), \beta(t), \) and \( \gamma(t) \) are random series which correspond to various FDIs. Their definitions refer to a certain FDI, which are provided in Table 2.

<table>
<thead>
<tr>
<th>Type</th>
<th>Definition</th>
</tr>
</thead>
</table>
| LV   | \( \alpha(t) \) is defined as: \\
|      | \( \alpha(t) = \begin{cases} f_t, & t_1 < t < t_2 \\
|      | 1, & \text{others} \end{cases} \) \\
|      | where \( 0.5 < f_t < 0.8 \) is randomly generated, \( (t_1, t_2) \) is a randomly defined time period between 1 and 4 h. \( f \) does not change with time. \( \beta(t) \) and \( \gamma(t) \) are set to the constant 1. |
| LC   | \( \beta(t) \) is defined as: \\
|      | \( \beta(t) = \begin{cases} f_t, & t_1 < t < t_2 \\
|      | 1, & \text{others} \end{cases} \) \\
|      | where \( 0.01 < f_t < 0.1 \) is randomly generated, \( (t_1, t_2) \) is a randomly defined time period between 1 and 8 h. \( \alpha(t) \) and \( \gamma(t) \) are set to the constant 1. |
| CU   | \( \beta(t) \) is defined as: \\
|      | \( \beta(t) = \begin{cases} f_t, & t_1 < t < t_2 \\
|      | 1, & \text{others} \end{cases} \) \\
|      | where \( 0.7 < f_t < 0.9 \) is randomly generated, \( (t_1, t_2) \) is a randomly defined time period between 12 and 24 h. \( \alpha(t) \) and \( \gamma(t) \) are set to the constant 1. |
| VU   | \( \alpha(t) \) is defined as: \\
|      | \( \alpha(t) = \begin{cases} f_t, & t_1 < t < t_2 \\
|      | 1, & \text{others} \end{cases} \) \\
|      | where \( 0.85 < f_t < 0.95 \) is randomly generated, \( (t_1, t_2) \) is a randomly defined time period between 12 and 24 h. \( \beta(t) \) and \( \gamma(t) \) are set to the constant 1. |
| FC   | \( \beta(t) \) and \( \gamma(t) \) are set to the constant \(-1\), and \( \alpha(t) \) is set to the constant 1. |
| FF   | \( \gamma(t) \) is defined as: \\
|      | \( \gamma(t) = \begin{cases} f_t, & t_1 < t < t_2 \\
|      | 1, & \text{others} \end{cases} \) \\
|      | where \( 0.4 < f_t < 0.85 \) is randomly generated, \( (t_1, t_2) \) is a randomly defined time period between 12 and 24 h. \( \alpha(t) \) and \( \beta(t) \) are set to the constant 1. |
It is worth noting that the samples generated using the FDI model are only utilized for model training purposes in this paper.

4.3. Variable Relation Network

Currently, a prevalent approach to applying deep learning to industrial anomaly diagnosis involves integrating domain knowledge into the design and training of neural networks. However, the SM data contains 14 variables, which makes it challenging to develop effective data transformations based on domain knowledge. The transformations described in [9,10] still rely on the expertise of human experts. The generalization performance is limited in small sample situations. Therefore, this paper proposes a variable relationship network, as shown in Figure 3. It employs a data-driven approach to reveal the inherent relationships among variables and helps the feature network extract the optimal features.

Figure 3 illustrates the variable relationship network, which comprises a two-stage convolution. The first phase consists of four concurrent convolutional modules that process four primary categories of data: voltage, current, power, and power factor. Every convolution module comprises a one-dimensional convolutional layer, Batch Normalization (BN), and a ReLU activation layer. The convolution kernel size is 1, and the number of filters is 32. The outputs of the four convolution modules are then concatenated along the channel. The second stage of VRN consists of a one-dimensional convolutional layer, BN, and a sigmoid activation layer with a convolutional kernel size of 1 and 64 filters.

For VRN, the input is $X_i \in \mathbb{R}^{C \times T}$ and the specific processing flow is as follows:

$$
X^\prime = \text{concat}([\text{ReLU}(\text{BN}(\text{Conv1D}_{k=1}(X_V))), \text{ReLU}(\text{BN}(\text{Conv1D}_{k=1}(X_I))), \\
\text{ReLU}(\text{BN}(\text{Conv1D}_{k=1}(X_P))), \text{ReLU}(\text{BN}(\text{Conv1D}_{k=1}(X_F))))])
$$

$$
X_{out} = \text{Sigmoid}(\text{BN}(\text{Conv1D}_{k=1}(X_I)))
$$

where $X_V$, $X_I$, $X_P$, and $X_F$ represent voltage, current, power, and power factor in the input SM data, respectively.

4.4. Multi-Receptive Convolution Network

The Multi-Receptive Convolution Network (MRCNet) analyzes the samples in the time domain and extracts their temporal features. The network structure of the MRCNet is illustrated in the left part of Figure 4. It consists of three convolutional modules and a Fully Connected layer (FC). Each convolution module comprises a one-dimensional convolution layer, a BN layer, a ReLU activation layer, and a max pooling layer. Specifically, the number of filters of each convolution layer is 64. The max pooling layer has a kernel size of 2.
The $i^{th}$ convolution module of the MRCNet takes an input $X_{i-1} \in R^{L \times d}$. The specific processing flow is shown as follows:

$$\tilde{X} = \text{concat}\left(\left[\text{Conv1D}_{k=3}(X_{i-1}), \text{Conv1D}_{k=6}(X_{i-1}), \text{Conv1D}_{k=9}(X_{i-1})\right]\right)$$

$$X^i = \text{MaxPool}_{k=2}(\text{ReLU}(\text{BN}(\tilde{X})))$$

where $L$ represents the length of the input sequence of the $i^{th}$ convolution module, and $d$ denotes the number of channels, $X^i \in R^{(L/2) \times d}$.

Prior to producing feature vectors, the convolution module’s output is flattened through the utilization of a global average pooling layer. Afterwards, the feature vectors are transformed using a fully connected layer to make them sparser and improve their discriminability. In this case, the FC layer output dimension is 2048.

4.5. MetricNet

The MetricNet, as shown in the right part of Figure 4, consists of three consecutive fully connected layers that compute the similarity between the feature vectors of the support sample and the test sample. Before calculating the similarity, the support and test samples’ feature vectors are subtracted, and the absolute values of the differences are taken. With 512, 128, and 1 neuron, the three fully connected layers simulate a higher order “distance” function.

It is essentially a binary classification problem to determine whether the support and test samples belong to the same class. As a result, a sigmoid function is used to process the metric layer output, which represents the similarity between the support and test samples. The output of the sigmoid function is a probability value that falls within the range of 0 to 1. This probability indicates the likelihood that the sample pair belongs to the same class. The sigmoid output approaches 1 for samples that are highly similar and approaches 0 for samples that belong to different classes.

We use Binary Cross-Entropy loss (BCE) as the loss function for the FSMAD, specifically:

$$\text{Loss} = -\frac{1}{N} \sum_{i=1}^{N} \text{BCE}(s_i, y_i) = -\frac{1}{N} \sum_{i=1}^{N} [y_i \log(s_i) + (1 - y_i) \log(1 - s_i)]$$

where $y_i$ represents the label of the $i^{th}$ feature pair, identifying whether the features of two samples are from the same category, 0 represents the same category, and 1 represents different categories. $s_i$ is the “distance” between pairs of samples output by the metric layer, between 0 and 1.

4.6. Algorithm for Training

The key to model training is to ensure that the FSMAD acquires sufficient ability for comparison. However, as this paper has a limited number of real-world cases of metering
anomalies, only the normal samples from the dataset are utilized during the training phase. The necessary anomaly samples are then generated using the FDI model.

The FSMAD is trained with Adam [50]. The training algorithm is presented by Algorithm 1. The key points of this algorithm are as follows:

1. During training, a data batch will be split into two equal parts. In the first part, 50% of the samples will be randomly chosen to be manipulated as abnormal samples using the FDI model. The second part retains regular samples. The batch is composed of two parts that form sample pairs. Each pair is associated with a label, where 1 indicates the same class and 0 indicates a different class.

2. The learning rate scheduling strategy involves reducing the rate by 50% after every 50 epochs.

3. To mitigate overfitting, L2 regularization is applied to restrict the training process of the model using the specified parameter value of $5 \times 10^{-4}$. It worth mentioning that we chose an empirical value of this parameter. In practice, it could be optimized by experiments.

**Algorithm 1** Mini-batch training of FSMAD

Require: $x =$ training inputs

Require: $y =$ labels for labeled inputs, fixed as 0

Require: $F(x, y) =$ false data injection model

Require: $V_{\theta}(x) =$ VRN with trainable parameters $\theta$

Require: $E_{\phi}(x) =$ MRCNet with trainable parameters $\phi$

Require: $M_{\psi}(x) =$ MetricNet with trainable parameters $\psi$

for $t = 1$ to iterations do

2. Draw a minibatch $B = (X, Y)$ from training set randomly

3. Split $X$ to two equal parts, then get $B_R = (X_R, Y_R)$ and $B_L = (X_L, Y_L)$

4. $(\tilde{X}_L, \tilde{Y}_L) \leftarrow F(X_L, Y_L)$

5. $Z_L \leftarrow E_{\phi}(V_{\theta}(X_L))$

6. $Z_R \leftarrow E_{\phi}(V_{\theta}(X_R))$

7. if $y_{\tilde{L}} = y_{\tilde{R}}$ then $s_i = 0$ else $s_i = 1$

8. $\text{loss} \leftarrow \frac{1}{|B_R|} \sum_{i \in B_R} \text{BCE}(s_i, M_{\psi}(\tilde{z}_L, \tilde{z}_R))$

9. update $\theta$, $\phi$ and $\psi$ using Adam

end for

5. Experiments and Results

5.1. Dataset

All data are extracted from a real AMI system. This dataset contains 504 three-phase four-wire smart meters, where there are 382 normal and 122 various abnormal meters that have been inspected in-field manually or labeled by a skillful expert. The duration of the data for each meter is 15 days, with a sampling interval of 15 min. We divided the samples by days, each containing 96 data points.

Some meters have missing data due to communication problems. The strategy for handling missing data was as follows: if a sample had less than five consecutive missing data points, we used the KNNImputer in Scikit-Learn [51] to input the missing values. However, if a sample has more than five consecutive missing data points, we found that the KNNImputer may recover incorrect data and therefore have to abandon the sample. Finally, we collect 7421 samples. Detailed information about the dataset is provided in Table 3.
Table 3. Description of dataset.

<table>
<thead>
<tr>
<th>Class</th>
<th>Description</th>
<th>Number of Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Normal</td>
<td>6212</td>
</tr>
<tr>
<td>1</td>
<td>Loss of Voltage (LV)</td>
<td>196</td>
</tr>
<tr>
<td>2</td>
<td>Loss of Current (LC)</td>
<td>85</td>
</tr>
<tr>
<td>3</td>
<td>Current Unbalance (CU)</td>
<td>88</td>
</tr>
<tr>
<td>4</td>
<td>Voltage Unbalance (VU)</td>
<td>525</td>
</tr>
<tr>
<td>5</td>
<td>False Connection (FC)</td>
<td>81</td>
</tr>
<tr>
<td>6</td>
<td>Factor Fault (FF)</td>
<td>234</td>
</tr>
</tbody>
</table>

The SM data used in this paper are the raw data collected via the smart meter; except for the voltage, the rest of the SM data are between 0 and 1, so we simply use the three-phase four-wire rated voltage (57.7 v) to normalize the voltage data.

5.2. Baseline

In this study, the FSMAD is evaluated against six baseline methods, encompassing both time series classification techniques and few-shot learning algorithms. It is important to note that all these methods are applied to preprocessed data to ensure a comprehensive and unbiased comparison.

1. SVM: The kernel is set as the Radial Basis Function (RBF), and the penalty parameter is 0.01. Due to normal and abnormal imbalance, we give them proper weight according to the proportion of each category.
2. XGBoost [52]: We set the number of trees to be 1000, the maximum depth of the tree to be 11, the weight of the smallest sub-node to be 10, and the learning rate to be 0.01.
3. TCN [53]: is a generic architecture for time series modelling, based on dilated convolutional networks to model long-term dependencies of time series. We directly quote the official code and parameters.
4. InceptionTime [54]: is a neural network model with a residual network architecture and three different sizes of receptive fields. We directly quote the official code and parameters.
5. Siamese Network [27]: A shared network is used to extract the features of sample pairs, and the learnable L1 distance is used to judge whether the sample pairs are from the same class. We reproduce the method, mainly using 1D convolution instead of 2D convolution in the original paper, and the rest of the parameters are consistent with the paper.
6. Relation Network [29]: Compared with the twin network, a more powerful relation network is used to evaluate whether the sample pairs are similar. We reproduce the method, mainly using one-dimensional convolution instead of the two-dimensional convolution in the original paper, and the rest of the parameters are consistent with the paper.

The SVM and XGBoost algorithms are implemented in the scikit-learn library [51]. The input features for the SVM and XGBoost models are generated through the utilization of Truncated Singular Value Decomposition (TruncatedSVD) on the sample data. The feature dimension was set to 32.

5.3. Evaluation Protocol and Metrics

5.3.1. Evaluation Protocol

For classification methods, we divided the data in Table 3 into equal proportions based on categories, with 30% allocated for training and 70% for testing.

For few-shot learning methods, we randomly select 2000 samples from the normal data for training and the rest for testing. The details are presented as follows:

- **Training phase**: Abnormal samples are simulated using the FDI model in 2000 normal samples.
• Test phase: One sample per class is randomly selected as a fixed support set, and the rest of the samples are all used as the test set.

5.3.2. Evaluation Metrics

We adopt the accuracy, AUC (Area Under ROC Curve) and F1 score as evaluation metrics. The results of all experiments are averaged from three independent trials using different random seeds.

Firstly, the diagnosis of metering anomalies can be considered as a multi-class classification problem. Hence, in this paper, we employ classification accuracy as a basic metric to evaluate the model’s performance.

Secondly, due to the imbalance of categories in the dataset, we also use AUC (Area Under ROC Curve) to evaluate the performance of the model. The AUC represents the relationship between the false positive rate and the true positive rate.

Lastly, we use the F1 score to comprehensively evaluate the model’s precision and recall. The F1 score is the harmonic mean of them. It thus symmetrically represents both precision and recall in one metric.

Finally, the F1 score is utilized to comprehensively evaluate the model’s capability in distinguishing between positive and negative samples. The F1 score represents the balanced combination of precision and recall. It represents both precision and recall in one metric in a balanced manner.

In this paper, we employed Scikit-Learn [54] to calculate above metrics.

5.4. Results and Discussion

FSMAD outperforms other baseline methods in all three metrics (as depicted in Figure 5) and the specific results can be found in Table 4. Benefiting from the physical dependence learning mechanism between the variables of the SM data, FSMAD demonstrates exceptional comparative performance even with zero abnormal cases in the training stage.

![Figure 5. Model performance comparison](image)

**Table 4.** Performance comparison of our proposed FSMAD and baseline methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Acc</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.873</td>
<td>0.889</td>
<td>0.716</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.932</td>
<td>0.968</td>
<td>0.830</td>
</tr>
<tr>
<td>TCN</td>
<td>0.910</td>
<td>0.959</td>
<td>0.703</td>
</tr>
<tr>
<td>InceptionTime</td>
<td>0.953</td>
<td>0.977</td>
<td>0.924</td>
</tr>
<tr>
<td>Siamese Network</td>
<td>0.958</td>
<td>0.974</td>
<td>0.885</td>
</tr>
<tr>
<td>Relation Network</td>
<td>0.961</td>
<td>0.979</td>
<td>0.941</td>
</tr>
<tr>
<td>FSMAD (Ours)</td>
<td>0.992</td>
<td>0.996</td>
<td>0.979</td>
</tr>
</tbody>
</table>
5.4.1. Main Results

The detailed performance of FSMAD and other baseline models is presented in Table 4. From the results in the table, it clearly demonstrates that the FSMAD proposed in this paper achieves outstanding results in the three metrics of Acc, AUC, and F1. The classification accuracy exhibits a notable enhancement of 3.1% when compared to the highest-performing relation network. The comparison results demonstrate the efficacy of VRN and more complex metric networks. Furthermore, it has been proven that the FDI-based electrical anomaly data improvement approach may effectively resolve the problem of insufficient anomaly situations.

The confusion matrix shown in Figure 6 further demonstrates that FSMAD uses contrastive learning to solve the category imbalance problem well and does not show any significant degradation in performance for categories with fewer samples in the test.

![Confusion Matrix of FSMAD](image)

Figure 6. Confusion matrix of FSMAD.

5.4.2. Component Study

(1) Performance of modules

As stated in Section 4, FSMAD uses the VRN and MetricNet to enhance the model’s feature extraction and comparison capabilities. In order to verify the effect of each module, this experiment utilizes the full FSMAD as a baseline, removes the modules one by one, and compares their performance. The specific experimental results are shown in Figure 7. As VRN and MetricNet are gradually removed, all three metrics degrade synchronously and significantly. Specifically, after all the previously described modules are removed, the performance of FSMAD declines to the same level as the Siamese Network.

![Performance of FSMAF modules](image)

Figure 7. Performance of FSMAF modules.
(2) Study of VRN
To analyze the performance of the VRN, we verify its effectiveness in improving the diagnosis of power metering anomalies by comparing the performance before and after the addition of a VRN, based on four deep learning-based baseline models. The results in Table 5 show that the performance of all four baseline models significantly improved by adding the VRN. In particular, the accuracy increased from 2.0% to 6.5%, respectively.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Acc</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCN</td>
<td>0.910</td>
<td>0.959</td>
<td>0.703</td>
</tr>
<tr>
<td>TCN + VRN</td>
<td>0.975</td>
<td>0.985</td>
<td>0.931</td>
</tr>
<tr>
<td>InceptionTime</td>
<td>0.953</td>
<td>0.977</td>
<td>0.924</td>
</tr>
<tr>
<td>InceptionTime + VRN</td>
<td>0.976</td>
<td>0.987</td>
<td>0.955</td>
</tr>
<tr>
<td>Siamese Network</td>
<td>0.958</td>
<td>0.974</td>
<td>0.885</td>
</tr>
<tr>
<td>Siamese Network + VRN</td>
<td>0.978</td>
<td>0.985</td>
<td>0.927</td>
</tr>
<tr>
<td>Relation Network</td>
<td>0.961</td>
<td>0.979</td>
<td>0.941</td>
</tr>
<tr>
<td>Relation Network + VRN</td>
<td>0.982</td>
<td>0.992</td>
<td>0.956</td>
</tr>
</tbody>
</table>

In addition, we employed t-SNE [55] to visualize both the raw meter data and the features extracted using FSMAD, as shown in Figure 8. In Figure 8a, the t-SNE exhibit of the raw SM data demonstrates a complete overlap between the normal and abnormal category samples, which indicates very poor separability. Figure 8b illustrates the separability of the features extracted using FSMAD without VRN. The separability of the samples has markedly enhanced in comparison to the raw data. However, there are still some samples that overlapped, particularly those marked by the blue boxes in Figure 8b. Figure 8c illustrates the distinctiveness of the features obtained using full FSMAD. It can be noticed that almost all samples are clearly distinguishable. By comparing Figure 8b,c, the efficacy of the VRN is clearly demonstrated.

![Figure 8](image-url)

Figure 8. t-SNE visualization of original samples and features extracted using FSMAD. (w means with, w/o means without).

Additionally, we conducted a comparison between the VRN and the domain knowledge-based data transformations mentioned in [11] utilizing a Siamese Network. Table 6 clearly demonstrates that applying domain knowledge to guide data transformation can significantly enhance the diagnostic performance of the Siamese Network. However, it still trails behind the effect of VRN in general. The primary rationale behind this is that VRN has the ability to construct a more comprehensive and precise correlation between data variables compared to conventional domain knowledge, thus enabling a more efficient approach to data transformation.
Table 6. Comparing VRN with conventional domain knowledge.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Acc</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siamese Network</td>
<td>0.958</td>
<td>0.974</td>
<td>0.885</td>
</tr>
<tr>
<td>Siamese Network + [11]</td>
<td>0.969</td>
<td>0.978</td>
<td>0.905</td>
</tr>
<tr>
<td>Siamese Network + VRN</td>
<td>0.978</td>
<td>0.985</td>
<td>0.927</td>
</tr>
</tbody>
</table>

(3) Study of MetricNet

To validate the enhanced FSMAD comparison capability of MetricNet, we conducted a comparison of the diagnostic performance for metering anomalies using one to four layers of MLPs and cosine distances. The results shown in Table 7 demonstrate that deeper MetricNet generally leads to better performance. However, once MetricNet reaches four layers of MLPs, a slight performance decline begins to occur. The three-layer MLP structure of MetricNet, as utilized in this paper, is deemed to be the optimal design.

Table 7. Comparison of various metric approaches.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Acc</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosine</td>
<td>0.981</td>
<td>0.991</td>
<td>0.963</td>
</tr>
<tr>
<td>1 MLP</td>
<td>0.988</td>
<td>0.992</td>
<td>0.968</td>
</tr>
<tr>
<td>2 MLPs</td>
<td>0.990</td>
<td>0.994</td>
<td>0.971</td>
</tr>
<tr>
<td>3 MLPs (FSMAD)</td>
<td>0.992</td>
<td>0.996</td>
<td>0.979</td>
</tr>
<tr>
<td>4 MLPs</td>
<td>0.991</td>
<td>0.995</td>
<td>0.977</td>
</tr>
</tbody>
</table>

5.4.3. Parameter Study

(1) Number of training samples

Figure 9 presents the classification performance of FSMAD with different numbers of training samples. As can be seen from the results in the figure, the FSMAD proposed in this paper is still able to achieve 96% accuracy even with 500 samples. As the number of training samples increases, all three metrics improve rapidly, particularly AUC and F1. When the number of samples reaches 2000, the performance no longer shows significant improvement. However, in practical applications, we believe that having more training samples is helpful in improving the generalization performance of FSMAD.

![Figure 9. Effect of number of training samples.](image)

(2) Number of shots

All previous information about the performance of FSMAD is based on the one-shot task. In Table 8, we further present experimental results for the 5-shot, 10-shot, and 20-shot scenarios. As the number of shots increases, the improvement in the Acc, AUC, and F1 score is limited. Compared to the one-shot task, the 20-shot task achieved improvements of 0.2%, 0.1%, and 0.4% in the Acc, AUC and F1 score, respectively. It indicates that FSMAD exhibits a very strong ability for few-shot learning and generalization performance.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Acc</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.992</td>
<td>0.996</td>
<td>0.979</td>
</tr>
<tr>
<td>5</td>
<td>0.991</td>
<td>0.998</td>
<td>0.977</td>
</tr>
<tr>
<td>10</td>
<td>0.993</td>
<td>0.998</td>
<td>0.982</td>
</tr>
<tr>
<td>20</td>
<td>0.994</td>
<td>0.997</td>
<td>0.983</td>
</tr>
</tbody>
</table>
In the FSMAD model, the epoch serves as a parameter that regulates the number of training iterations. In our experimental setup, an epoch is operationally defined as a single forward pass and backward pass comprising 1000 iterations. Consistent with the primary experiment, we maintained similar configurations. The investigation involved manipulating epoch values within the range of 0 to 100, with an incremental step size of 1. Figure 10 presents the results in terms of accuracy and training loss. It can be seen that as the epoch value increases, the training loss decreases, and the accuracy increases quickly. However, beyond a certain threshold, both the training loss and accuracy gradually converge. Throughout the entire training stage, the FSMAD does not experience overfitting. Nevertheless, it is observed that additional epochs do not yield further enhancements in performance.

Table 8. Effect of number of shots.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Acc</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.992</td>
<td>0.996</td>
<td>0.979</td>
</tr>
<tr>
<td>5</td>
<td>0.991</td>
<td>0.998</td>
<td>0.979</td>
</tr>
<tr>
<td>10</td>
<td>0.993</td>
<td>0.998</td>
<td>0.982</td>
</tr>
<tr>
<td>20</td>
<td>0.994</td>
<td>0.997</td>
<td>0.983</td>
</tr>
</tbody>
</table>

5.4.4. Convergence Analysis

Massively deployed smart meters are not only essential for power metering but are also gradually becoming important sensors for monitoring the power grid. Therefore, analyzing power metering data has become an important trend in smart grid. To address the problems of insufficient and unbalanced metering anomaly cases, this paper concentrates on diagnosing metering anomalies using few-shot learning. Firstly, we propose a multivariate time series few-shot learning framework and design a method to learn the physical dependencies among data variables. It leads to freedom from the domain knowledge. Second, a set of fault data injection models for smart meter data is established. It allows our FSMAD to be trained without any real-world anomaly cases. Finally, we conducted a large number of experiments using real-world smart meter data. The results demonstrate that our framework identified metering anomaly effectively and outperformed state-of-the-art methods by a significant margin. In the future, we would like to explore the detection and diagnosis of unknown anomalies and improve the model’s ability to adapt to new scenarios.

Figure 10. Convergence Analysis.

6. Conclusions

Massively deployed smart meters are not only essential for power metering but are also gradually becoming important sensors for monitoring the power grid. Therefore, analyzing power metering data has become an important trend in smart grid. To address the problems of insufficient and unbalanced metering anomaly cases, this paper concentrates on diagnosing metering anomalies using few-shot learning. Firstly, we propose a multivariate time series few-shot learning framework and design a method to learn the physical dependencies among data variables. It leads to freedom from the domain knowledge. Second, a set of fault data injection models for smart meter data is established. It allows our FSMAD to be trained without any real-world anomaly cases. Finally, we conducted a large number of experiments using real-world smart meter data. The results demonstrate that our framework identified metering anomaly effectively and outperformed state-of-the-art methods by a significant margin. In the future, we would like to explore the detection and diagnosis of unknown anomalies and improve the model’s ability to adapt to new scenarios.
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