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Abstract: The future of wind power systems deployment is in the form of wind farms comprised of scores of such large turbines, most likely at offshore locations. Individual turbines have grown in span from a few tens of meters to today’s large turbines with rotor diameters that dwarf even the largest commercial aircraft. These massive dynamical systems present unique challenges at scales unparalleled in prior applications of wind science research. Fundamental to this effort is the understanding of the wind turbine wake and its evolution. Furthermore, the optimization of the entire wind farm depends on the evolution of the wakes of different turbines and their interactions within the wind farm. In this article, we use the capabilities of the Common ODE Framework (CODEF) model for the analysis of the effects of wake–rotor and wake-to-wake interactions between two turbines situated in a tandem layout fully and partially aligned with the incoming wind. These experiments were conducted in the context of a research project supported by the National Rotor Testbed (NRT) program of Sandia National Labs (SNL). Results are presented for a layout which emulates the turbine interspace and relative turbine emplacement found at SNL’s Scaled Wind Technologies Facility (SWiFT), located in Lubbock, Texas. The evolution of the twin-wake interaction generates a very rich series of secondary transitions in the vortex structure of the combined wake. These ultimately affect the wake’s axial velocity patterns, altering the position, number, intensity, and shape of localized velocity-deficit zones in the wake’s cross-section. This complex distribution of axial velocity patterns has the capacity to substantially affect the power output, peak loads, fatigue damage, and aeroelastic stability of turbines located in subsequent rows downstream on the farm.
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1. Introduction

Decades of research and development have led to the continuous deployment of commercial wind power systems. Individual turbines have grown in span from a few tens of meters to today’s large turbines with rotor diameters that dwarf even the largest commercial aircraft. The future of wind power systems deployment is in the form of wind farms comprised of scores of such large turbines, most likely at offshore locations. These massive dynamical systems present unique challenges at scales unparalleled in prior applications of wind science research. As reported by Dykes et al. [1], Veers et al. [2], and Meneveau [3], a deeper understanding of the complex phenomena associated with the wind turbine wake and the prediction of power and loads of turbines in waked conditions is indispensable. The successful design, development, deployment, operation, and optimization of the upcoming generation of wind power systems requires a holistic understanding of all the multi-physics phenomena at their respective temporal and physical scales, with the overarching goal of maximizing power production while keeping costs low.
Fundamental to this effort is the understanding of the wind turbine wake and its evolution. Furthermore, the optimization of the entire wind farm depends on the evolution of the wakes of different turbines and their interactions within the wind farm. Turbines operating in the wakes of others can experience power losses up to 40% on an individual basis and up to 25% for the entire wind farm, which has obvious economic consequences.

Another consequence of the wakes is the higher dynamical loads experienced by the waked rotors. These higher dynamical loads are primarily caused by two reasons. Firstly, the wake’s inherent turbulence compounds the turbulence of the existing atmospheric boundary layer, thereby intensifying the overall turbulence in the wake as compared to the undisturbed wind. Secondly, turbulent fluctuations within the atmospheric boundary layer in the lateral and vertical directions lead to wake meandering. This meandering wake leads to intermittent interactions between the wake and the downwind rotors, which significantly increases the loads it experiences. And although wake-induced loading is addressed in the IEC design standards for wind turbines [4], these approximations therein do not completely account for the complex, dynamic wake evolution and interactions.

The decrease in the power generated by wake rotors results in the direct loss of revenue and an increase in the cost of energy. The uncertainties of the wake-induced fatigue loads leads to a decrease in the rotor reliability and increases operational and maintenance expenses, which in turn increases the the cost of energy. These costs scale significantly for offshore installations with their inherently higher infrastructure and logistical costs. Hence, there is a huge incentive for the study and analysis of wind turbine wakes and their turbine-to-turbine interactions.

Wind tunnel experiments offer comparable controlled and reproducible flow conditions. However, typically only a few physical features of the actual operation of wind turbines can be simulated in wind tunnel experiments. A thorough study of wakes in wind farms is practically impossible because of the extremely high difference in scale between an eventual wind-tunnel model and the actual size of a wind farm, plus the impossibility of reproducing in detail the transient and spatially varying nature of wind in a controlled manner. Hence, computational models and simulations are indispensable tools available for improving our understanding of the wakes and their evolution and interaction through the wind farm.

To this end, several computational flow models have been developed ranging from simplified, analytical models [5] to CFD techniques, like Reynolds-Averaged Navier–Stokes (RANS) [6–8], Large Eddy Simulation (LES) [9–13], and Direct Numerical Simulation (DNS) [14]. Depending on the target applications, these different models have varying accuracy and costs [15,16].

Additionally, these flow models need to be integrated with structural models to capture the dynamics of the turbine blades/rotors. The structural response of the rotors can be studied using reduced order models and modal analysis, leading up to complex, full 3D finite elements. The most successful reduced-order models for the aeroelastic study of the turbines belong to the Blade Element Momentum (BEM) family (see Manwell et al. [17] and Burton et al. [18], among others). These models differ in their underlying assumptions and implementations, which lead to different results based on each modeler or code. These differences can amount to an unquantified level of uncertainty for decisions of the control systems of any of the individual turbines located downstream and of the collective control system of the wind farm as a whole.

Hence, there is a need for modeling systems that successfully integrate the different coupled, multi-scale physics of wind generation systems. Such a comprehensive modeling system needs to have the capabilities to solve all the non-linear, coupled physical phenomena associated with the entire wind farm at their appropriate temporal and spatial scales. The results and solutions from such a system should be obtained at appropriate fidelity using reasonable computational resources.

In this article, we use the capabilities of the Common ODE Framework (CODEF) model, introduced in Ponta et al. [19], for the analysis of the effects of wake–rotor and
wake-to-wake interactions between two turbines situated in a tandem layout fully and partially aligned with the incoming wind. These experiments were conducted in the context of a research project supported by the National Rotor Testbed (NRT) program of Sandia National Labs (SNL). Results are presented for a layout which emulates the turbine interspace and relative turbine emplacement found at SNL’s Scaled Wind Technologies Facility (SWiFT), located in Lubbock, Texas.

The CODEF multi-physics suite involves the successful coupling of the aero-elasto-intertial physics of an individual turbine with the overall farm flow, including the evolution and interaction of the wakes of multiple turbines on the wind farm. With our modeling system, other aspects of the wind farm dynamics, like the farm-collective control strategies involving the different electro-mechanical components, the farm microgrid, and ultimately the overall grid dynamics, can also be included. This unified modeling paradigm enables the study of the turbine-to-turbine interaction in the twin-wake evolution and the accurate representation of the loads on the waked rotors. Before we discuss the series of numerical experiments on the twin-turbine layout, we shall present a brief description of CODEF in the following section.

2. The Common ODE Framework (CODEF)

As a multiphysics modeling suite for wind turbine operation, the Common ODE Framework (CODEF) evaluates multivariable ODE solutions in time to simulate aspects of wind turbine and collective farm dynamics. Interactive modules within the framework are designed to model components such as blade structure, electromechanical devices, controls systems, and fluid flow at an individual and multi-turbine scale. These CODEF modules are inter-dependent subroutines that define characteristic boundary conditions and governing equations to guide the non-linear, variable-order solution of the central ODE system. Solutions are resolved at variable time-steps by integrating all system modules in unison with regulation of local truncation error, which acts to stabilize and efficiently pace the iteration of evaluations. For additional discussions of CODEF modules, structure, and validation studies, see Ponta et al. [19].

As a modular structure, CODEF can be customized to model expanded dynamics of wind turbine and farm operation. Recently, more robust modules for farm-collective controls, intra-farm microgrid electrical components, and farm-flow interactions have been developed for CODEF integration via implementations of the Gaussian-Core Vortex-Lattice Model (GVLM) described in Section 2.3. Using simulations performed with these recent additions to CODEF, this work will highlight how changes to the flexibility of turbine blades affect the aeroelastic dynamics of turbine operation and associated farm-flow interactions.

2.1. Blade Structure Model

As a wind turbine operates, the blade’s shape and attitude change substantially in response to fluctuating aerodynamic forces from oncoming wind. To produce a high-fidelity representation of a warping blade structure at an economical computational expense, CODEF implements the Generalized Timoshenko Beam Model (GTBM), introduced in Hodges et al. [20,21]. This model uses a reduction-of-order technique to transform the 3D computation of blade structural deformation into a 1D nonlinear analysis of pre-evaluated 2D finite-element solutions along the blade’s span [19].

Similar to the classic Timoshenko beam model, the GTBM represents the blade as a beam with equivalent stiffness but withdraws the original model’s assumption that blade section profiles must remain planar. Thus, at each time-step of the ODE solution, instantaneous warping of a blade section is interpolated from the pre-solved 2D finite-element evaluations along the blade’s span. Three-dimensional representation of strain energy can then be solved in terms of 1D variables from the classic Timoshenko model to provide an accurate representation of the blade using a $6 \times 6$ stiffness matrix which includes all coupled modes of deformation [22].
Solutions of blade structure at time iterations of the ODE solution are imperative to the overall simulation of turbine operation. The structural model interacts closely with the CODEF models of rotor flow and vortex structure to evaluate the dynamics of blade aeroelastic behavior and turbine vortex-wake interactions. Without knowing the instantaneous warping of blade sections, we would not be able to properly evaluate the dynamic deformation of the rotor or how these deformations would affect vortex generation in the wake.

2.2. Rotor Flow Model

The CODEF model for rotor flow was developed by adapting a classical Blade Element Momentum (BEM) approach, which solves for aerodynamic forces by analyzing the change in momentum as flow in a theoretical stream-tube crosses an idealized 2D actuator-disk representation of a wind turbine rotor plane. Due to the idealized 2D approximation of the rotor plane, classic formulations of the BEM model do not account for deformations of the blades during operation. As discussed in Section 2.1, CODEF aims to capture the effects of blade warping during operation. This is why CODEF implements the Dynamic Rotor Deformation–Blade Element Momentum (DRD-BEM) model for rotor flow, which is coupled to the GTBM structural model to perform a comprehensive analysis of aeroelastic blade behavior that includes the effects of structural and mechanical misalignment of the blade sections relative to the incoming wind flow [19].

To achieve such consideration of blade section misalignment, the DRD-BEM model performs a series of coordinate transformations via orthogonal linear operators to account for relevant mechanical actions and the physical deformation of blade sections. This process begins with the incoming wind velocity, \( W_\infty \), and aims to eventually express this velocity in the blade section coordinate system to evaluate the total aerodynamic load at each time-step of the ODE solution.

First, \( W_\infty \) is transformed to align the velocity of incoming wind relative to the coordinate system of the hub, \( h \). Adjustments to the hub orientation, such as yaw, tilt, and instantaneous angle of azimuth, are applied via linear operators \( C_{\Delta \theta_{\text{yaw}}} \), \( C_{\theta_{\text{tlt}}} \), and \( C_{\theta_{\text{az}}} \), respectively.

\[
W_{\text{hub}} = \left( C_{\theta_{\text{az}}} C_{\theta_{\text{tlt}}} C_{\Delta \theta_{\text{yaw}}} W_\infty \right)
\]

An example linear operator for yaw-induced misalignment of the hub can be seen expressed as an orthogonal matrix, where \( \Delta \theta_{\text{yaw}} \) defines the angle of yaw offset relative to \( W_\infty \).

\[
C_{\Delta \theta_{\text{yaw}}} = \begin{bmatrix}
\cos(-\Delta \theta_{\text{yaw}}) & \sin(-\Delta \theta_{\text{yaw}}) & 0 \\
-\sin(-\Delta \theta_{\text{yaw}}) & \cos(-\Delta \theta_{\text{yaw}}) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

Once in the coordinate system of the hub, effects from interference at the rotor can be introduced using the axial and tangential induction factors, \( a \) and \( a' \).

\[
W_h = \begin{bmatrix}
W_{\text{rot}x}(1 - a) \\
W_{\text{rot}y} + \Omega r_h a' \\
W_{\text{rot}z}
\end{bmatrix}
\]

Next, \( W_h \) is transformed to the coordinate system of the blade root, \( b \), to account for misalignment due to coning and pitch, using linear operators \( C_{\theta_{\text{ca}}} \) and \( C_{\theta_{p}} \), respectively. Next, \( C_{L_b} \) transforms blade-root coordinates into undeformed blade-section coordinates, along reference line \( L \). Finally, to reach the deformed blade-section coordinate system, \( l \), linear operator \( C_{L_l} \) is employed to reflect time-dependent solutions of blade warping from the structural model. At this time, velocity components \( v_{\text{str}} \) and \( v_{\text{mech}} \) can also be added to account for associated structural vibrations and mechanical actions, respectively.

\[
W_l = \left( C_{L_l} C_{L_b} C_{\theta_{p}} C_{\theta_{ca}} W_h \right) + v_{\text{str}} + v_{\text{mech}}
\]
Calculations of each blade section’s total aerodynamic load can be evaluated using lift, drag, and moment coefficients associated with the relative angle of attack of the incoming inflow velocity. After forces of drag and lift are distributed appropriately into the airfoil’s chord-wise and chord-normal directions, a series of backwards transformations can be computed using the transpose of the aforementioned linear operators to project the total dynamic load back into the coordinate system of the hub.

2.3. Farm-Flow Model

In this work, an investigation of wind farm fluid flow is performed to evaluate the effects of alterations to blade structure and flexibility. To perform this accurately, we must use a high-fidelity model for aerodynamic fluid–structure interactions which is capable of capturing effects at a multi-turbine scale. To model these flow dynamics at a moderate cost of computation, CODEF uses a novel technique called the Gaussian-Core Vortex-Lattice Model (GVLM).

Introduced in Baruah and Ponta [23], the GVLM operates in cooperation with the DRD-BEM model to calculate the circulation of flow around sections of the blade and project the advection of vortex-wake structures downstream of the turbine. Later in this paper, we use these vortex-lattice structures to analyze wind farm inter-turbine wake interactions and the induction of velocity patterns at downstream locations of fluid flow.

In this section, a brief description of the GVLM and the role it plays on the present work is presented in order to make this paper self-contained. For a complete description of the GVLM theoretical basis and its insertion into the CODEF suite, the reader is referred to Baruah and Ponta [23], which also includes a complete derivation of its mathematical formulation and a description of the sequential procedure for the generation of the GVLM’s vortex-lattice structures.

Baruah and Ponta [23] also include a series of validation tests, which compare wind-turbine wake velocity patterns from LiDAR field measurements conducted at SNL’s SWiFT facility and reported by Herges et al. [24], with the corresponding results obtained from the GVLM simulations.

As discussed in Section 2.2, the DRD-BEM produces solutions of instantaneous inflow wind velocity relative to the aerodynamic attitude of warped blade sections. These DRD-BEM solutions provide the GVLM of the flow circulation characteristics necessary to create a representative bound vortex filament for each blade section element using the Kutta–Jukowski Theorem. These vortex filaments are generated for all span-wise blade sections, at time-steps of the ODE solution, to form an interconnected vortex-filament lattice structure that describes the turbine’s vortex-wake dynamics [25].

As this vortex-lattice structure is advected downstream of the turbine, it evolves due to interactions with the background atmospheric flow in addition to the influence of other turbines and turbine wakes within the wind farm. The analyses presented in this work use the GVLM solutions of vortex-wake structure interactions to project depictions of farm flow velocity patterns in the simulated wind farm layout. In the CODEF-GVLM, this induced velocity can be calculated from the vortex filament structure at any desired point within a domain of fluid flow using a custom application of the Biot–Savart Law described in Ponta et al. [26].

In contrast to the Biot–Savart Law singularity representation of vorticity, the core of vortex filaments used in the CODEF-GVLM exhibit a Gaussian distribution. This is performed to emulate more realistic viscous decay, compared to the singularity approach, which does not model any dissipation of the vortex core [27]. The Gaussian-core approach is also more computationally advantageous due to the reduction in memory required, as sufficiently dissipated vortex filaments are removed from computations. Additionally, the Gaussian distribution of vortex-filament cores prevents an issue with singularity-concentrated vortex filaments, where unrealistically high projections of tangential velocity occur at radial locations near to the vortex-filament core. Avoiding this overestimation
ensures a more accurate definition of vortex-filament velocity induction at close radial proximity to the filament core.

For further discussions regarding vortex-lattice methods, and velocity-induction patterns by vortex filaments, the reader is referred to Ponta and Jacovkis [26], Strickland et al. [28], Cottet and Koumoutsakos [29], and Karamcheti [30]. For details about the Gaussian-core vortex theory and the process of formation and shedding vortex cores, the reader is referred to Ponta [27], Lamb [31], Batchelor [25], Trieling et al. [32], Flör and van Heijst [33], and Hooker [34].

In terms of how the GVLM represents the influence of incident-wind velocity profiles, given by vertical sheer exponent, veer, wind direction, and yaw offset, the reader is refereed to Baruah and Ponta [23], which also describes how turbulent fluctuations in the atmospheric flow are included in the model. In particular, Section 3.2 of that work includes a detailed discussion on how atmospheric turbulence effects are introduced into the CODEF-GVLM model via the definition of a Turbulent Diffusivity Coefficient (TDC), which can be thought as a vortex-lattice equivalent to the modeling of sub-grid scales of turbulence represented by an ‘eddy viscosity’ in the context of RANS or LES codes. The value of TDC was calibrated by comparing the GVLM results with LiDAR measurements of wake velocity patterns for a series of scenarios with a different turbulence intensity.

3. Numerical Experiments and Analysis of Results

This section focuses on a series of tests designed to analyze turbine-to-turbine interactions within a farm. In our current study, we present results of the wind turbines with the innovative blades developed as a part of the National Rotor Testbed (NRT) project (see Kelley [35] for a complete description of the NRT’s blade design and control systems). The two SNL-NRT turbines in our simulation follow a physical layout similar to the one at the SWiFT facility, as described in Berg et al. [36], with a streamwise separation of five rotor diameters (see Figure 1).

![Figure 1. Satellite view of SNL’s SWiFT site layout.](image)

The SNL-SWiFT facility involves one of the most detailed field measurement campaigns of the dynamics of rotors and their wakes on a wind farm. In addition to the existing comprehensive database (see Kelley and Naughton [37,38]), obtained as part of the extensive single-turbine wake measurement campaign [24], future plans include the expansion of the facility to capture turbine-to-turbine interactions (see Barone and White [39]). The SWiFT site also supports the development and evaluation of innovative wind turbine rotor technology.

Table 1 shows the test-case matrix summarizing the four different scenarios for these twin-turbine tests. Given the extent of the twin-turbine simulation cases, the sample of wind conditions reported here is limited to the typical wind speed of 6 m/s found at the SWiFT site, with wind shear exponent Alpha corresponding to daytime and nighttime conditions. Two extra scenarios were created by adding a yaw offset of 10° to explore the effect of that parameter. The values of control system parameters like Tip Speed Ratio (TSR) and blade pitch settings for these experiments correspond to the NRT’s original design settings for those wind conditions.
Table 1. Summary of typical day and night conditions at SWiFT facility used for the NRT turbine simulations.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Wind Speed [m/s]</th>
<th>Alpha</th>
<th>TSR</th>
<th>Yaw Offset [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRTD1</td>
<td>6</td>
<td>0.06</td>
<td>9</td>
<td>0°</td>
</tr>
<tr>
<td>NRTD2</td>
<td>6</td>
<td>0.06</td>
<td>9</td>
<td>10°</td>
</tr>
<tr>
<td>NRTN1</td>
<td>6</td>
<td>0.30</td>
<td>9</td>
<td>0°</td>
</tr>
<tr>
<td>NRTN2</td>
<td>6</td>
<td>0.30</td>
<td>9</td>
<td>10°</td>
</tr>
</tbody>
</table>

These simulations were run for a period of time long enough to allow for the two vortex lattices produced by each one of the turbines to grow, overlap, and interact with each other until the twin-wake evolution reaches a statistically stable regime.

Figure 2 shows an example of how the development of the twin vortex-lattice ensemble looks at six successive instances from 30 s to 80 s for the case of the NRT’s baseline blade design operating in the N1 scenario.

Figure 2. Example of development of the twin vortex-lattice ensemble at six successive instances, from 30 s to 80 s, for the case of the baseline blade operating in the N1 scenario. The color scheme used in all vortex lattice images is intended to provide a better appreciation of the lattice shape development and is not attached to a specific physical quantity.
3.1. Aeroelastic Response of the SNL-NRT Rotor Operating in a Waked Condition

The visualization of the vortex-lattice progression in Figure 2 is accompanied by two plots showing a selected sample of the time evolution of blade and hub variables to illustrate the different aeroelastic response of the upwind turbine (T1) versus the downwind one (T2).

Figure 3 shows a comparison of the blade tip deflection for the upwind and downwind turbines during the full simulation sequence, plus a close-up view of the period corresponding to the stable oscillatory regime. Figure 4 shows the corresponding time evolution for the instantaneous torque at the hub.

These plots show how, after a transitional period where the two lattices grow, overlap, and interact, the signals exhibit a stable oscillatory regime on which the magnitude of relevant operational parameters could be evaluated. In the case of these scenarios, the stable period of the oscillatory regime starts approximately around the 75 s mark (depending on the case).

Several other operational parameters of the rotor were also studied (e.g., blade twist angle at the tip, blade-root bending moment, instantaneous hub thrust, and instantaneous hub power), and all of them exhibited the same type of qualitative behavior than the blade tip deflection (Figure 3) and hub torque (Figure 4).

Figure 3. Time evolution of blade tip deflection of the upwind (T1) and downwind (T2) turbines for the N1 scenario. Top panel, full simulation sequence. Bottom panel, close-up view of the stable oscillatory regime.
Figure 4. Time evolution of the hub torque of the upwind (T1) and downwind (T2) turbines for the N1 scenario. Top panel, full simulation sequence. Bottom panel, close-up view of the stable oscillatory regime.

3.2. Twin-Turbine Wake Characteristics of the SNL-NRT Rotor Operating in a Tandem Layout

In order to illustrate the complex series of vortex interactions that occur when the two wakes interact, the following figures will show a selection of plots that depict the wake’s vortex-lattice structure and axial velocity patterns produced by the GVLM for the baseline-blade NRT rotor, operating in each of the four test-matrix scenarios listed in Table 1.

When observing the velocity pattern evolution of the diurnal cases, there are several emerging effects that can be traced back to the complex mutual advection of vortex filaments when operating within a variable background wind velocity profile, which differ substantially from the basic form exhibited by a vortex wake evolving in a steady-state uniform stream flow pattern.

To illustrate this point, Figure 5 shows an example of vortex-lattice wake generated by GVLM for the National Renewable Energy Laboratory 5 MW Reference Wind Turbine (NREL-5MW-RWT) [40], operating in a uniform-stream steady-state flow. In this simple scenario (which could be interpreted as the rotor operating in a virtual wind-tunnel flow), the lattice is generated regularly, in a manner that creates what is essentially a tubular structure corresponding to the wake core, with the bundles of filaments associated with the blade tip vortices wrapping around it in a helicoidal shape. This wake structure induces a
simple axial velocity pattern of circular contour, which essentially remains unaltered as it adects downstream, ultimately becoming weaker and dissipating due to turbulent viscous diffusion without changing its shape.

**Figure 5.** Example of vortex-lattice wake generated by GVLM for the NREL-5MW-RWT [40], operating in a uniform-stream steady-state flow. (a) Perspective of the complete wake. (b) Close-up of the lattice for an individual blade.

When a variable wind velocity profile is added into the simulated scenario, the regularity in the lattice generation process, previously observed in the uniform-stream background flow case, disappears. Due to the cross-flow variations in wind velocity magnitude and/or direction induced by vertical sheer exponent, veer, and yaw offset, the advection of vortex filaments located at different positions in the wake’s cross-section changes their relative position, altering the tubular/helicodal shape of the basic lattice. This, in turn, induces changes in the mutual advection process of the filaments, which ultimately leads to fundamental changes in the wake-vortex structure.

As an example of this type of effect, Figure 6 shows an example of vortex-lattice wake generated by GVLM for the case of a 27 m diameter turbine, operating in a variable wind profile with a vertical shear exponent of 0.12, a veer of 1.3°, and a yaw offset of 5.9°.

**Figure 6.** Example of vortex-lattice wake generated by GVLM for a 27 m diameter turbine, operating in a variable wind profile with a vertical shear exponent of 0.12, a veer of 1.3°, and a yaw offset of 5.9°, showing a perspective of the complete wake, plus rear views of the lattice cross-section at 1 and 5 turbine diameters downstream of the rotor.

Observing the the perspective of the complete wake in Figure 6, it can be seen that, even in this relatively moderate vertical sheer, the difference in advection speed makes the filaments located in the upper portions of the lattice move faster than the lower ones. This affects the relative mutual advection of vortex filaments in the vertical plane, ultimately creating what can be described as a roll-up ram-horn shape in the cross-section of the vortex structure combined with a tendency of the wake to deflect upwards as it propagates downstream, which can be clearly appreciated in the two rear views of the lattice cross-section at 1 and 5 turbine diameters downstream of the rotor, also shown in Figure 6. These, and other similar effects on the wake structure connected with the role of the incident wind velocity profile, generally referred to as wake meandering, have been observed by several
researchers (see for example Su and Bliss [41], Porté-Angel et al. [42], Abkar et al. [43], and Baruah and Ponta [23], among others).

When the wakes of two turbines located in tandem interact, the vortex evolution process becomes even more complex, generating a very rich series of secondary transitions in the vortex structure of the combined wake, which also depend on the profile of the background wind. As an example, Figure 7 shows a side-by-side comparison of the vortex-lattice structure and the corresponding wake velocity patterns for two NRT turbines operating at the conditions of the N2 matrix scenario listed in Table 1.

![Figure 7](image)

Figure 7. Example of a side-by-side comparison of the vortex lattice structure and the corresponding wake velocity patterns for two NRT turbines operating at the conditions of the N2 matrix scenario listed in Table 1.

The formation of secondary vortex structures has been observed before in the context of complex vortex streets in the wake of bluff bodies by numerous researchers, both experimentally and numerically [44–56]. In these cases, the primary vortex street becomes unstable at a certain place downstream, and the secondary vortex street is formed with patterns of vortices that differ in number, shape, and scale from the original wake shed by the body.

These secondary processes that take place in the far wake after the initial shedding and arrangement are generally triggered by changes in the body oscillatory motion or in the velocity profile of the incoming flow. Even relatively subtle changes in local velocity may induce a totally different pattern in which the wake produces separated vortex units by the splitting of a single original vortex core. This may be followed by a process of merging of neighboring vortices in close proximity, forming a set of larger vortex cores.

The extension of these notions of secondary transitions in wake-vortex structures seems to be directly applicable in the context of twin-turbine wake evolution. Here, the interaction of two separate wakes, plus the presence of a cross-sectional velocity pattern in the background wind, combine to produce the required differences in the advection of vortex filaments to trigger the same type of vortex transformation phenomena.

It is on this type of twin-wake interaction observed in the simulations of the NRT project where we shall focus our attention henceforward. For the first two matrix scenarios corresponding to the diurnal wind profiles (D1 and D2), respectively, Figures 8 and 9 show semi-transparent perspective views that mark the location of the cross-sectional planes where the axial velocity patterns are plotted, immediately followed by images of the corresponding individual planes in frontal view. The cross-sectional planes were distributed along the longitudinal axis of the twin-turbine array from a distance of −27 m upstream of T1, equivalent to one rotor diameter (1D), to a distance of 270 m downstream, equivalent to ten rotor diameters (10D). The planes were separated at intervals of 1D for the zone spanning the wake of T1, and their interspace was reduced to 0.25D for the zone downstream of T2, where the interactions between the two wakes exhibit a richer behavior. Two extra sectional planes were added in the immediate vicinity of each one of the rotors to emphasize the interactions with the flow before and after crossing the rotor’s plane.
Figure 8. Cont.
Figure 8. Semi-transparent view of the twin-wake axial velocity patterns at cross-sectional planes distributed from 1D upstream to 10D downstream of T1 for the D1 scenario followed by frontal-view images of the individual planes.
Figure 9. Cont.
Figure 9. Semi-transparent view of the twin-wake axial velocity patterns at cross-sectional planes distributed from 1D upstream to 10D downstream of T1 for the D2 scenario followed by frontal-view images of the individual planes.

An inspection of the twin-wake evolution for the D1 scenario depicted in Figure 8 shows an example of a dual-vortex-core nucleation followed by core splitting. Even though the complete evolution could be followed in Figure 8 itself, Figure 10 identifies an excerpt of some key frames showing particular instances in the sequence of secondary transitions that serve to better illustrate the processes which are taking place. At first, when the wake
of the upwind turbine, T1, goes through the plane of the second rotor, T2, the two wakes practically overlap, with the centroid of the T1 wake slightly above the centroid of the T2 wake. This is consistent with the fact that, in the D1 scenario, the trajectory of the first wake is only slightly affected by the moderate shear of the incident wind (Alpha = 0.06) and the absence of yaw offset. Then, the two wakes become closely intermingled to induce the generation of the dual-vortex core that could be seen already formed in the central panel of Figure 10. This is followed by a triple vortex pattern created by the partial splitting of each of the cores in the dual structure that merge in the center to crate a third vortex core.

Figure 10. An excerpt of some key frames from the velocity patterns in Figure 8, showing particular instances in the sequence of secondary transitions taking place in the twin-wake interaction occurring during the D1 scenario.

A similar analysis can be conducted with the inspection of Figure 9 corresponding to the D2 scenario. As before, Figure 11 identifies an excerpt of some key frames from Figure 9. In this case, due to the presence of a 10° yaw offset, the wake of T1 passes slightly above and to the side of the T2 wake. Then, a series of new vortex-core structures emerge in the space between the two wakes with a succession of core splitting and merging processes, with up to six vortex nuclei at some points, which ends in a quadruple vortex pattern spreading horizontally well to the side of the main axis of the twin-rotor array.

Figure 11. An excerpt of some key frames from the velocity patterns in Figure 9, showing particular instances in the twin-wake interaction occurring during the D2 scenario.

For the last two matrix scenarios corresponding to the nocturnal wind profiles (N1 and N2), respectively, Figures 12 and 13 show, as it was performed before for the case of the diurnal wind profile scenarios, semi-transparent perspective views that mark the location of the cross-sectional planes where the axial velocity patterns are plotted, immediately followed by images of the corresponding individual planes in frontal view.
Figure 12. Cont.
Figure 12. Semi-transparent view of the twin-wake axial velocity patterns at cross-sectional planes distributed from 1D upstream to 10D downstream of T1 for the N1 scenario followed by frontal-view images of the individual planes.
Figure 13. Cont.
Figure 13. Semi-transparent view of the twin-wake axial velocity patterns at cross-sectional planes distributed from 1D upstream to 10D downstream of T1 for the N2 scenario followed by frontal-view images of the individual planes.

As it was performed before for the case of the diurnal wind profile scenarios, a detailed analysis can be conducted by the inspection of Figures 12 and 13 corresponding to the nocturnal wind pattern scenarios. Starting with N1, Figure 14 identifies an excerpt of some key frames from Figure 12, showing a process of absorption of the T2 wake into the remnants of the T1 wake passing over to form a mushroom-shaped structure of a stronger
nature due to the addition of the vorticity concentration of both wakes. This ultimately forms two higher concentrations of velocity-deficit spots, each one corresponding to a high concentration of vorticity. These large vorticity concentrations produced by the coalescence of vorticity content from T1 and T2 are likely to propagate farther downstream before dissipating and may have long-lasting effects on the performance of any eventual turbine located in the third row downstream of T2.

Figure 14. An excerpt of some key frames from the velocity patterns in Figure 12, showing particular instances in the twin-wake interaction occurring during the N1 scenario.

Finally, Figure 15 identifies an excerpt of some key frames from Figure 13 for the N2 scenario. Due to the higher complexity of the N2 scenario in terms of the combination of high shear and yaw offset, a sequence of three secondary transitions occurs. It starts with the absorption of the T2 wake into the remnants of the T1 wake passing over and to the side, with the T1 wake already exhibiting a ram-horn shape due to the high wind shear of the nocturnal wind pattern. This creates a suction effect in a diagonal direction, followed by the splitting of the T2 wake and the ‘satelization’ and merging of the two central structures into a single vortex core, which leads to the final three-core pattern observed extending well to the side.

Figure 15. An excerpt of some key frames from the velocity patterns in Figure 13, showing particular instances in the twin-wake interaction occurring during the N2 scenario.

4. Conclusions

In this article, several aspects of the NRT turbine’s dynamic response when operating in a waked condition of a twin-turbine tandem layout were tested and reported for the
most typical wind speed registered at SNL’s SWiFT facility. The aeroelastic response of the NRT baseline blade for a sample of daytime and nighttime atmospheric conditions, shown in Section 3.1, indicates the substantial influence of the upwind turbine wake on the blade’s oscillatory dynamics of the downwind rotor.

The results reported in Section 3.2 serve to elucidate essential elements illustrating the complexity of vortex interactions between wakes of the upwind and downwind turbines in the tandem rotor configuration. The initial vortex pattern shed by an isolated turbine interacting with the background wind creates secondary vortex structures that affect the locus and further evolution of the zones of velocity deficit in the far wake. This fact, which is observed in all four cases listed in Table 1, confirms the fundamental importance of secondary and tertiary vortex interactions in determining wake cross-sectional shape and wake meandering.

The velocity patterns evaluated at successive cross-sectional planes presented in Figures 8–13 show several stages of vortex evolution with a richness of topological changes. In particular, when the wakes of the two turbines overlap and interact under the influence of different background-wind scenarios, a sequence of processes involving vortex stretching, splitting, and merging combine to create new wake topologies where the zones of velocity deficit can migrate, concentrate, or dissipate in complex patterns. This could be difficult to predict a priori and can certainly affect the performance of waked downwind turbines on a farm in an unexpected manner. Vortex merging represents a special challenge in terms of turbine-to-turbine interference as the new (and larger) vortical structures produced tend to survive longer and propagate farther downstream than the original vortices that compose them.

The plots shown in Figures 8–13 also serve to illustrate the effect that the different concentrations of zones of velocity deficit, created by these vortex interactions, have in the overall content of momentum and kinetic energy at several locations along the wake. These changes in the wake’s axial velocity patterns alter the position, number, intensity, and shape of localized velocity-deficit zones in the wake’s cross-section. As it was mentioned before, these have the capacity to substantially affect the performance and accumulated fatigue damage of eventual turbines located in subsequent rows downstream in the farm.

Regarding the latter aspect mentioned, in recent years there has been substantial research work focused on using rotor yaw as a mechanism to deflect the wake of an upwind turbine to the side of a rotor located downwind in order to avoid or minimize interference between the two turbines. The ultimate objective is to improve the performance of the downwind turbine at the expense of moderately sacrificing the performance of the upwind one in such a manner that, in the balance, the collective performance of the whole turbine array increases. One of the interesting conclusions of the present work is that, given a certain set of conditions which are not untypical in wind farm operation, the interaction of two wakes may generate an unintended reinforcement of the vorticity content of the final wake structure via the localized coalescence of part of the vorticity content of the original wakes. That means that, even tough controlled yawing is still a viable mechanism to diminish the effects of wake interaction that are detrimental to the performance of a second turbine, special care should be taken when designing a control strategy for the farm collective in order to avoid disrupting the performance of a third row of turbines by those reinforced vortical structures.

As an outlook for further work, we may observe that an extension of the tests performed here to larger farms with a greater number of turbines is worth exploring in the future. The richness of the vortex interactions observed in the wake plots of the twin-turbine layout tests presented is likely to further increase when more turbines are added to the simulated farm layout. Particularly, when more rows of turbines were added in depth, the likelihood of complex multi-wake vortex interactions emerging would increase substantially. These tests will be facilitated by the last version of CODEF, which has been expanded into a parallel evolution of the code that could be run in multi-core computers. This has enabled the model to simulate bigger farms of up to 20 turbines in its current state (keeping the same levels of fidelity and computational cost), with a potential expansion up to 80 turbines in the foreseeable future.
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