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Abstract: In a high proportion of wind–photovoltaic–hydro hybrid power systems, fluctuation and dispersion make it difficult to accurately quantify the output characteristics. Therefore, in this study, a cloud model and copula correlation coefficient matrix were constructed for a hybrid power generation system based on the output data. Multiple backward cloud transformation based on the sampling-with-replacement method was proposed to calculate the improved entropy and hyperentropy to analyze the fluctuation range and dispersion degree quantitatively. A similarity index was proposed to evaluate the similarity between wind power, PV power, and hydropower. A suitable copula function was selected, and the Kendall and Spearman coefficients show the correlation relationships of the hybrid systems. The temporal and spatial characteristics of the hybrid systems were analyzed based on the two models. A typical example in Qinghai proved the effectiveness and applicability of the method. The results show that the correlation between photovoltaic power and hydropower is better and that, in summer, hydropower can be used to adjust the output of renewable energy.
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1. Introduction

With the rapid development of renewable energy and the goals of energy policies [1], the impact of high-penetration power systems is becoming increasingly obvious [2]. Wind power and photovoltaic power have strong randomness and volatility [3]. Large-scale integration into the power grid will cause the problem of insufficient system flexibility [4], which, in turn, will cause large-scale power abandonment [5]. Given its large scale [6], good regulation performance [7], and clean, environmentally friendly, and high-quality energy [8], hydropower can effectively stabilize the output fluctuations in wind and photovoltaic power [9]. In the current energy context, wind power, photovoltaic power, and hydropower have gained importance due to their abundant resources and low pollution [10]. Constructing a high proportion of clean-energy power systems is an inevitable trend in the development of global power systems [11].

In order to analyze the temporal and spatial characteristics of the wind–photovoltaic–hydro hybrid power output, researchers have carried out a large amount of research from different perspectives [12]. On the one hand, many researchers only pay attention to the simple mathematical model of hybrid stations [13]. For instance, Zhao et al. quantified and evaluated the degree of power generation complementarity of various energy systems within a certain time scale by defining a complementary coefficient [14].
the copula function to model and describe the load-matching abilities of multiple renewable energy stations so as to obtain the complementary evaluation of the renewable energy outputs [15]. Tan et al. used the output curve to analyze the complementary characteristics of the wind power–photovoltaic power–hydropower system from the perspective of natural and technical characteristics [16]. These models fail to analyze the inherent correlation characteristics of the complementary system output.

On the other hand, at present, the analysis of output power mostly adopts the method of data mining to establish the mapping relationships between the input variables and output of each power generation system [17]. When extreme conditions occur, this deterministic model cannot accurately reflect the overall output of the system [18]. Due to the randomness and fuzziness of renewable energy output, the output curve cannot strictly reflect the change in output [19], and the actual output value should change within a certain range. The cloud model is an algorithm that combines randomness and fuzziness [20]. It is a cognitive model based on the theory of the probability measure space [21]. The model realizes the problems of bidirectional transformation between the qualitative perspective and quantitative perspective [22]. Therefore, it is of great significance to establish a cloud model to describe the output of multi-energy complementary generation systems [23]. Nowadays, there are few studies that build correlation relationships with cloud models. Wang et al. used the cloud model to analyze the correlation between the indicators and warnings of the transmission line operation status [24]. However, single-cloud models fail to construct high-dimensional models. Copulas are widely used to construct multivariate probabilities [25]. Due to the systematic theories, copulas have advantages in correlations between multiple variables [26]. The copula function is often used to measure the correlations of hybrid complementary systems [27]. Because cloud models can only capture the two-dimensional similarity, three-dimensional copulas are constructed to analyze the correlations of wind power–photovoltaic power–hydropower hybrid systems. In addition, the copula function can be used to effectively construct the mathematical relationship between wind power, photovoltaic power, and hydropower. Therefore, the copula function can not only build the correlation coefficient but also improve the computation efficiency. Lin et al. proposed the multivariate Gaussian kernel copula to describe the correlation of wind speeds among multiple wind farms [28]. It is difficult to obtain the exact correlation under different operating conditions with a single copula function.

Based on the idea of the cloud model and copula function, this paper establishes a correlation model to analyze the temporal and spatial characteristics of the wind–photovoltaic–hydro hybrid power output based on the cloud model and copula function.

2. Research Methodology

2.1. Basic Output Cloud

The cloud model combines the randomness and fuzziness of events through three characteristic indexes (expectation $E_x$, entropy $E_n$, and hyperentropy $H_e$) to form the transformation and mapping between qualitative analysis and quantitative analysis [29]. In this section, the basic structure of cloud theory is given, along with a description of the uncertainty in hybrid systems.

$U$ is a common set of variables $x$. The set can be described as $U = \{x\}$, and $U$ is a quantitative domain called the domain of discourse. Assume that $C$ is a random qualitative concept on the quantitative domain $U$. If the quantitative data set $x \in U$ is a random realization of the qualitative concept $\mu(x) \in [0, 1]$, and the uncertainty $\mu(x)$ from $x$ to $C$ is a random number with a stable distribution trend, then the relationship can be expressed by the following relation:

$$\mu(x) : U \rightarrow [0, 1] \forall x \in U$$  \hspace{1cm} (1)

The distribution of $x$ on the domain $U$ then becomes a cloud model. The quantitative value $x$ is called a cloud droplet, which is used to represent the randomness of the quantitative concept. $\mu(x)$ is used to represent the degree to which the quantitative concept $x$ belongs to the qualitative concept $C$, and it is called the affiliation function.
The cloud model can not only use the affiliation function \( \mu(x) \) to describe the fuzziness of the concept, but also describe the randomness of the affiliation function \( \mu(x) \) and the randomness of the cloud droplets. The range of the affiliation degree is from 0 to 1, and the mapping from \( x \) to \( U \) is one-to-many, indicating that the affiliation degree is a probability distribution rather than a fixed value, resulting in an ambiguous boundary of cloud, which is not a clear curve. A cloud image is composed of multiple cloud droplets, and each cloud droplet reflects the transformation between quantitative data and qualitative data. It is meaningless to analyze the affiliation degree of a certain point separately, and the entirety of each cloud model can reflect the characteristics of qualitative concepts. When the affiliation function satisfies the following formula, the distribution of random variables composed of all cloud droplets is called the normal cloud model. The normal cloud model is the most common cloud model.

\[
\mu(x) = \exp \left\{ -\frac{(x - Ex)^2}{2y^2} \right\}
\]  

(2)

The cloud generator is a function that establishes the relationship between qualitative and quantitative data, including forward generators, reverse generators, and index approximation methods. This paper uses a reverse generator to estimate the parameters. The statistical method is used to estimate the parameters of the data samples to obtain the digital characteristic parameters of the connotation. In the process of reverse cloud transformation there will inevitably be errors. Excessive prediction faults will make it difficult to achieve two-way transformation between qualitative and quantitative data. The traditional reverse cloud algorithm based on the first-order absolute central moment and the reverse cloud algorithm based on the fourth-order absolute central moment cannot guarantee the following equality. The two algorithms will cause major errors.

\[
S^2 - En^2 > 0
\]

(3)

\[
S^2 = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{X})^2
\]

(4)

\[
\bar{X} = \frac{1}{N} \sum_{i=1}^{N} x_i
\]

(5)

\[
En = \sqrt{\frac{9(S^2)^2 - \mu_4}{6}}
\]

(6)

\[
\mu_4 = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{X})^4
\]

(7)

where \( S^2 \) is the sample variance, \( N \) is the number of samples, \( x_i \) is the sample variable, \( \bar{X} \) is the average value of the samples, and \( \mu_4 \) is the fourth-order central moment.

The reverse cloud algorithm based on the first- and fourth-order absolute central moments directly obtains the digital characteristic parameters of the cloud model through the moment estimation of different orders, that is, the single-step estimation, ignoring the characteristics of the cloud droplets being generated by two random processes.

Multiple backward cloud transformation based on sampling replacement (MBCT-SR) was used in this study. MBCT-SR is a multi-step cloud transformation process [30], and through random sampling grouping, \( E_x \) and \( H_e \) are generated in different subset intervals, which increases the stability [31]. The algorithm for calculating hyperentropy and cloud entropy used in this work can ensure that the estimation of hyperentropy will not appear as an imaginary number and has strong stability [32].
The expectation $E_x$ is the central value of the cloud droplets in the domain space, that is, the average output of the wind–photovoltaic–hydropower complementary power generation system.

$$E_x = \bar{X} = \frac{1}{N} \sum_{i=1}^{n} x_i$$  \hspace{1cm} (8)

The entropy $E_n$ is the value range of cloud droplets in the domain space, which reflects the uncertainty information in the cloud model and represents the fluctuation range of output in the complementary system.

$$Y_i^2 = \frac{1}{n-1} \sum_{j=1}^{n} (x_{ij} - \bar{x})^2$$  \hspace{1cm} (9)

$$E_n^2 = \frac{1}{2} \sqrt{4(\bar{Y}^2)^2 - 2Y^2}$$  \hspace{1cm} (10)

where $Y_i^2$ is the variance of random samples by MBCT-SR, $n$ is the number of elements contained in each random sample by MBCT-SR, and $x_{ij}$ is the random samples of MBCT-SR.

The hyper entropy $H_e$ is the uncertainty of the cloud entropy in the domain space, reflecting the randomness of the dispersion and membership degrees of the cloud droplets, and it also describes the concentration degree of the output in the fluctuation range in the complementary system. The greater the hyperentropy, the greater the degree of dispersion of the cloud, the greater the randomness of the membership degree, and the greater the thickness of the cloud.

$$H_e^2 = EY^2 - E_n^2$$  \hspace{1cm} (11)

Through the above process, a certain input sample is transformed into three eigenvalue forms of the cloud model, and the output quantitative distribution characteristics in each input variable interval are obtained.

An example is displayed for clarity. A cloud model with the parameters $E_x = 4$, $E_n = 1$, and $H_e = 0.1$ is shown in Figure 1. The cloud model uses the distribution of cloud drops to reflect the robustness and fuzziness of the qualitative concept.

![Figure 1](image)

**Figure 1.** The cloud model concept.

### 2.2. Output Cloud Similarity

Cloud models can not only provide uncertainty representation in data mining but also provide qualitative analysis methods; this is more in line with human cognition for mining results. In general, quantitative data can be transformed into qualitative data through a cloud model, and data mining tasks based on qualitative concepts require similarity measurements.

According to the output cloud model of wind power, photovoltaic power, and hydropower, the similarity between two output clouds is calculated to reflect and evaluate the degree of correlation between each power generation system, which provides a basis for extracting the complementarity and differences of the wind–photovoltaic, wind–hydropower, and hydropower–photovoltaic power generation systems.
Assuming that the Euclidean distance between the output cloud a and output cloud b is $d_{a,b}$, the calculation formula is as follows [33].

$$d_{a,b} = \frac{1000}{\sqrt{(E_{xa} - E_{xb})^2 + (E_{na} - E_{nb})^2 + (H_{xa} - H_{xb})^2}}$$  \hspace{1cm} (12)

### 2.3. Correlation Degree Based on the Copula Function

The copula can reflect the multivariate joint probability distribution with marginal distribution [34]. Compared with other simple correlation models, such as the regression model, the copula function can better capture the tail relationship. Therefore, copula functions are generally used to build correlation models for hybrid systems [35]. The copula functions are divided into the elliptic family and the Archimedes family. The elliptic copula contains a Gaussian copula and a t-copula. Compared with other simple correlation models, such as the regression correlation coefficient methods. The two evaluation indicators were calculated based on a suitable copula function [36]. The Kendall coefficient and Spearman rank correlation coefficient were selected as the correlation coefficient methods. The two evaluation indicators were calculated based on a suitable copula function [36].

The Kendall coefficient $\rho_T$ is calculated as

$$\rho_T = P[(A_1 - A_2)(B_1 - B_2) > 0] - P[(A_1 - A_2)(B_1 - B_2) < 0]$$  \hspace{1cm} (15)

where $P(\cdot)$ is the probability operation. $A_i$ and $B_i$ are independent variables.

The Spearman rank correlation coefficient $\rho_s$ is calculated as

$$\rho_s = 3\{P[(A_1 - A_2)(B_1 - B_3) > 0] - [(A_1 - A_2)(B_1 - B_3) < 0]\}$$  \hspace{1cm} (16)

The copula functions are divided into the elliptic family and the Archimedes family. The elliptic copula contains a Gaussian copula and a t-copula. Compared with the Archimedes copula family, the elliptic family copula can show high-dimensional correlation characteristics. Therefore, this paper selects the Gaussian copula and t-copula to construct the three-dimensional copula function.

The probability distribution function of the Gaussian copula is expressed as

$$C(u_1, u_2, u_3) = \Phi(\Phi^{-1}(u_1), \Phi^{-1}(u_2), \Phi^{-1}(u_3))$$  \hspace{1cm} (17)

where $\Phi^{-1}$ is the inverse function of the standard normal distribution function.

The probability distribution function of the t-copula is expressed as

$$C(u_1, u_2, u_3; \rho, v) = T^{-1}_v(T^{-1}_v(u_1), T^{-1}_v(u_2), T^{-1}_v(u_3))$$  \hspace{1cm} (18)

$T^{-1}_v$ is the inverse function of the unary t distribution function, the degree of freedom of which is $v$.

The root mean square error (RMSE), Akaike information criterion (AIC), and Bayesian information criterion (BIC) were selected to judge the fitness of the model.

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (E_{pl} - E_i)^2}$$  \hspace{1cm} (19)
\begin{equation}
AIC = N \log(\sum_{i=1}^{n} (E_{pi} - E_i)^2) + 2k \tag{20}
\end{equation}

\begin{equation}
BIC = k \ln(N) + N \log(\sum_{i=1}^{n} (E_{pi} - E_i)^2) \tag{21}
\end{equation}

where \(E_{pi}\) is the predicted value of the copula function, \(E_i\) is the real value of the copula function, and \(k\) is the number of copula function parameters.

3. Results and Discussion

3.1. Basic Data

This paper takes a wind–photovoltaic–hydropower complementary power generation system in Qinghai, China as an example for analysis. Qinghai Province is located in the northeast of China, and the quantity of wind, photovoltaic, and hydropower is abundant [37]. The rich energy storage volume and vast Gobi desert conditions are appropriate for the development of a hybrid system [38]. The wind–photovoltaic–hydropower hybrid system in the study area was a typical complementary structure, and it clearly reflects the power cases. The actual data of the power generation system from 00:00 on 13 November 2022 to 23:00 on 13 November 2023 were selected to form the data sample library, and the sampling interval was 1 h. The output of the hybrid system in the typical year is shown in Figure 2. In this multi-energy complementary system, due to the proximity to the Yellow River, hydropower resources are abundant, and hydropower output is much larger than wind power and photovoltaic output. In addition, the installed capacity of photovoltaics in this area is small, and the wind power output is greater than the photoelectric output. The wind and photovoltaic output experienced great uncertainty and variability during the analysis. The power distribution of wind is more disperse compared to the photovoltaic output. Compared with renewable energy, the output of hydropower is steadier.

![Figure 2](image_url)

Figure 2. (a) Original output of wind in the study area. (b) Original output of photovoltaic power in the study area. (c) Original output of hydropower in the study area.

Violin plots are used to show the distribution and probability density of multiple sets of continuous data. The size of the box depends on the quartile distance and black area of the data. The large box indicates that the data distribution is discrete and fluctuates greatly, while the small box indicates that the data are concentrated. The distribution of the violin plot in Figure 3 shows that the wind power output is larger in April, May, July, and August, and the degree of dispersion is also larger. The output in September, October, November, and December is more concentrated. The output of photovoltaic power is the largest in July, and the output is significantly larger than that of the other months. The output of photovoltaic power is larger in spring and summer, and the output is more concentrated in autumn and winter. The hydropower output is larger and more concentrated in July and
August, and the output is the most dispersed in December. The output is larger in summer and smaller in winter.

![Output characteristics of wind.](image-a)

![Output characteristics of photovoltaic power.](image-b)

![Output characteristics of hydropower.](image-c)

**Figure 3.** (a) Output characteristics of wind. (b) Output characteristics of photovoltaic power. (c) Output characteristics of hydropower.

The distribution of the complementary system in each output interval was analyzed using the string diagram in Figure 4, and the normalized output was divided into five intervals: lowest, lower, medium, higher, and highest output intervals. The wind power output was concentrated in the [0,0.2] output interval, and the cumulative normalized output reached 2.75. The output probability interval in summer was larger, and the output probability interval in autumn was smaller. The photovoltaic output was also concentrated in the [0,0.2] interval, and the cumulative normalized output reached 2.65. For the photovoltaic output, the probability interval of [0.8–1] was the smallest, and the photovoltaic output was largest in summer. The distribution of hydropower output in each interval is relatively uniform, and the probability was larger in the output interval of [0.6–0.8] and greater in summer.

![Probability distribution of wind.](image-a)
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**Figure 4.** (a) Probability distribution of wind. (b) Probability distribution of photovoltaic power. (c) Probability distribution of hydropower.

3.2. **Output Cloud Model Analysis**

The wind power output, photovoltaic output, and hydropower output were divided into intervals of 35 MW wind power output, 17 MW photovoltaic output, and 129 MW hydropower output, and the outputs of different input variable intervals were counted. The results are shown in Figures 5–7.
Figure 5. Output cloud of the different wind power output intervals.

Figure 6. Output cloud of the different photovoltaic power output intervals.

Figure 7. Output cloud of the different hydropower output intervals.

By constructing the output cloud model of three power sources, the output distribution, fluctuation, and concentration can be seen. In the wind power output distribution between 0 and 385 MW, the entropy in the [105,140] output interval is 11.1638, indicating that the output fluctuation in this interval is large. The entropy in the [280,315] output interval is 5.8725, and the output varies smoothly. The hyperentropy in the [315,350] output interval is 4.735, indicating that the output dispersion in this interval is greater. The hyperentropy in the [350,385] output interval is 0.6644, and the output concentrates in this interval. Overall, the hyperentropy of wind power in each output interval is larger, the dispersion degree of fluctuation is larger, and it has strong uncertainty.

The photovoltaic output is distributed between 0 and 170 MW, with the lowest expected output. The fluctuation range of the output in each output interval does not differ by much. The entropy in the [153–170] interval is 5.4985, and this is the maximum of the photovoltaic power entropy. The output dispersion in the [153,170] interval is large. The
output fluctuation of photovoltaic output in each interval is relatively average, and the overall photovoltaic output is relatively stable.

The hydropower output is distributed between 0 and 1290 MW. The entropy in the [1032,1161] output interval is only 14.7385, and the fluctuation degree is the smallest. The entropy of hydropower is the greatest for the hybrid system, indicating that the fluctuation in hydropower is much larger than wind and photovoltaic power in the output interval. The hyperentropy in the [903,1032] output interval is 1.8326, and the output is the most concentrated.

Compared with the output scatter diagram, which can only qualitatively reflect the output trend and fluctuation of the power generation system, the output cloud model quantitatively reflects the output characteristics of each power generation system from qualitative evaluation to quantitative evaluation. It also more intuitively and comprehensively reflects the fluctuation and dispersion degree of each power generation system.

### 3.3. Cloud Model Similarity

According to the calculation method of cloud similarity, the monthly average outputs of wind power, photovoltaic power, and hydropower were used to calculate the cloud similarity of wind power–photovoltaic power, wind power–hydropower, and photovoltaic power–hydropower generation systems in each month. The results are shown in Table 1.

<table>
<thead>
<tr>
<th>Complementary System</th>
<th>Wind–Photovoltaic</th>
<th>Wind–Hydropower</th>
<th>Photovoltaic–Hydropower</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>29.995</td>
<td>1.910</td>
<td>1.881</td>
</tr>
<tr>
<td>February</td>
<td>17.668</td>
<td>2.302</td>
<td>2.099</td>
</tr>
<tr>
<td>March</td>
<td>29.761</td>
<td>1.957</td>
<td>1.927</td>
</tr>
<tr>
<td>April</td>
<td>14.417</td>
<td>2.439</td>
<td>2.111</td>
</tr>
<tr>
<td>May</td>
<td>12.710</td>
<td>2.018</td>
<td>1.780</td>
</tr>
<tr>
<td>June</td>
<td>18.465</td>
<td>1.925</td>
<td>1.743</td>
</tr>
<tr>
<td>July</td>
<td>12.302</td>
<td>1.377</td>
<td>1.242</td>
</tr>
<tr>
<td>August</td>
<td>11.891</td>
<td>1.269</td>
<td>1.160</td>
</tr>
<tr>
<td>September</td>
<td>27.297</td>
<td>1.596</td>
<td>1.513</td>
</tr>
<tr>
<td>October</td>
<td>26.120</td>
<td>1.897</td>
<td>1.809</td>
</tr>
<tr>
<td>November</td>
<td>23.981</td>
<td>1.665</td>
<td>1.635</td>
</tr>
<tr>
<td>December</td>
<td>23.182</td>
<td>1.367</td>
<td>1.379</td>
</tr>
</tbody>
</table>

The wind–photovoltaic complementary system has the highest similarity in January, reaching 29.995, and the highest complementarity in July, with a similarity of 11.891. The wind–hydropower complementary system has the highest similarity in April, reaching 2.439, and the highest complementarity in August, with a similarity of 1.269. The photovoltaic–hydropower complementary system has the highest similarity in April, reaching 2.111, and the highest complementarity in August, with a similarity of 1.160. It can be seen from the above table that the similarity between wind power and photovoltaic power is the highest of the three hybrid systems. In summer, the difference between wind and photovoltaic power output is larger. The similarity between wind power and hydropower, photovoltaic power, and hydropower is the highest in spring, and the difference in summer is the largest. In the summer, hydropower can effectively adjust the wind and photovoltaic power output. The output similarity cloud reflects the difference and complementarity between the output clouds.

### 3.4. Correlation Analysis of Hybrid Systems

Furthermore, to analyze the correlation of the hybrid systems, the Kendall correlation coefficient and Spearman rank coefficient were used in this study to judge the three-dimensional correlation coefficient. The goodness-of-fit test results are shown in Table 2.
The RMSE, AIC, and BIC of the Gaussian copula are all smaller than the t-copula. Therefore, the Gaussian copula was selected to fit the model.

Table 2. Three-dimensional copula function of the goodness-of-fit test.

<table>
<thead>
<tr>
<th>Copula Function</th>
<th>RMSE</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian copula</td>
<td>0.0138</td>
<td>−7520</td>
<td>−7759</td>
</tr>
<tr>
<td>t-copula</td>
<td>0.0190</td>
<td>−6965</td>
<td>−7741</td>
</tr>
</tbody>
</table>

Through the comparison of the two correlation coefficients in Figure 8, it was found that the correlation between photoelectricity and hydropower is the largest, with the Kendall correlation coefficient and Spearman rank coefficient being −0.2215 and −0.3272, respectively. This indicates that hydropower has a high correlation with photoelectricity. The period of large hydropower output is generally when the summer rainfall is large, and at this time, the photovoltaic panel rarely receive sunlight and generate electricity; therefore, there is a significant negative correlation between the two. The correlation between wind power and hydropower is the smallest, with the Kendall correlation coefficient and Spearman rank coefficient being 0.04388 and 0.06578, respectively. The two correlation coefficients between wind and hydropower are positive, indicating that hydropower and wind power have similar output distributions. Based on the real-world scenario of Qinghai Province, hydropower plays an important role in regulating the output of renewable energy in the complementary system. The correlation coefficient between wind power and photovoltaic power is involved in the correlation coefficient between the other two systems, indicating that there is a certain negative correlation between wind power and photovoltaic power. In the period of large wind power output, photovoltaic output is often small, and this complementary relationship can be used to adjust the daily output of the system.

Figure 8. (a) Kendall correlation coefficient of the Gaussian copula. (b) Spearman rank coefficient of the Gaussian copula.

4. Conclusions

In the current energy context, future power systems are trending toward the construction of a high proportion of wind–photovoltaic–hydro complementary systems. Due to the fluctuation and dispersion of wind power, PV power, and hydropower, it is difficult to accurately quantify the output characteristics of the power generation system. Therefore, a cloud model was constructed in this study to characterize the volatility and dispersion of the complementary system. The MBCT-SR method was proposed to calculate the improved entropy and hyperentropy to quantitatively analyze the fluctuation range and dispersion degree. The similarity index of the output cloud and Kendall and Spearman coefficients of
the Gaussian copula was proposed to evaluate the temporal and spatial characteristics of wind–photovoltaic–hydropower hybrid power output.

(1) The cloud model can be extended from qualitative to quantitative evaluation, which can more accurately reflect the output characteristics. Correlation analysis can characterize the similarity of complementary power generation systems.

(2) The hyperentropy of the hydropower system is larger than others, meaning the output of hydropower is more concentrated in the interval between 1161 and 1290, and thus the degree of dispersion in the output interval is greater. The wind and photovoltaic outputs have better similarity in January; the index of similarity is 29.995.

(3) Due to the RMSE, AIC, and BIC, the Gaussian copula is more suitable for describing hybrid systems. The Kendall correlation and Spearman rank correlations of the Gaussian copula were $-0.2215$ and $-0.3272$, respectively. The results suggest that the correlation between hydropower and photovoltaic power is better.

In practical applications, the cloud model for hybrid power generation systems can provide a demand reference for peak regulation. The similarity index of the cloud model and Gaussian copula function will promote analysis of the interaction of each subsystem in the hybrid power system.
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**Nomenclature**

| MBCT-SR | Multiple backward cloud transformation based on sampling with replacement |
| RMSE | Root mean square error |
| AIC | Akaike information criterion |
| BIC | Bayesian information criterion |
| $E_x$ | Expectation value |
| $E_u$ | Entropy |
| $H_e$ | Hyperentropy |
| $U$ | Domain of discourse |
| $C$ | Random qualitative concept |
| $\mu(x)$ | Affiliation function |
| $s^2$ | Variance of samples |
| $N$ | Number of samples |
| $x_i$ | Sample variable |
| $X$ | Average value of samples |
| $\mu_4$ | Fourth-order central moment |
| $Y^2$ | Variance of random samples by MBCT-SR |
| $d$ | Euclidean distance between the output clouds |
| $U(\cdot)$ | Joint distribution of variables |
| $F_a$ | Marginal distribution of variables |
| $u(\cdot)$ | Joint probability function of variables |
| $f_a$ | Marginal density function. |
| $C$ | Set of marginal distribution function |
| $\rho_T$ | Kendall coefficient |
| $\rho_s$ | Spearman rank correlation coefficient |
| $AB$ | Independent random vectors |
| $\Phi^{-1}$ | Inverse function of the standard normal distribution function |
| $T^{-1}_v$ | Inverse function of the unary t distribution function |
| $v$ | Degree of freedom |
| $E_{pi}$ | Predicted value of copula function |
| $E_i$ | Real value of copula function |
| $k$ | Number of copula function parameters |
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