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Abstract: Deviations of power quality indices (PQI) from standard values in power supply systems
of industrial consumers lead to defective products, complete shutdown of production processes,
and significant damage. At the same time, the PQI requirements vary depending on the industrial
consumer, which is due to different kinds, types, and composition of essential electrical loads. To
ensure their reliable operation, it is crucial to introduce automatic PQI control devices, which evaluate
the extent of distortion of the sinusoidal voltage waveform of a three-phase system. This allows the
power dispatchers of grid companies and industrial enterprises to quickly make decisions on the
measures to be taken in external and internal power supply networks to ensure that the PQI values are
within the acceptable range. This paper proposes the use of an integrated indicator to assess the extent
of distortion of the sinusoidal voltage waveform in a three-phase system. This indicator is based on
the use of the magnitude of the ratio of complex amplitudes of the forward and reverse rotation of the
space vector. In the study discussed, block diagrams of algorithms and flowcharts of automatic PQI
control devices are developed, which implement parametric and nonparametric multiple-hypothesis
sequential analysis using an integrated indicator. In this case, Palmer’s algorithm and the nearest
neighbor method are used. The calculations demonstrate that the developed algorithms have high
speed and high performance in detecting deviations of the electrical power quality.

Keywords: power supply systems for industrial consumers; essential electrical loads; power quality
indices; distortion of sinusoidal voltage waveform; multiple-hypothesis sequential testing; Palmer’s
algorithm; nearest neighbor method

1. Introduction

The pace of development of the economies of individual countries in the context of
the transition to the mass use of digital technologies directly depends on compliance with
the requirements for the power supply reliability [1,2] and power quality indices [3,4].

Historically, when establishing and expanding power systems, the focus has been
made on the issues of power supply reliability to prevent restrictions for industrial con-
sumers during peak load hours and during emergency shutdowns of individual power
grid components (power transformers, power lines), as well as generating units at power
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plants. For decades, power quality issues have been considered secondary and have not
received the attention they deserve.

The deviations in power quality indices (PQI) from standard values in power supply
systems of industrial consumers, however, may bring about the following consequences:

• Upsets of production processes, defective products, and economic damages associated
with disruption of the normal functioning of essential electrical loads;

• Increases in electricity losses;
• A rise in electricity consumption for the same production processes;
• A reduction in the reliability of both the systems of power supply to industrial con-

sumers and the electrical equipment.

Mass introduction of RES-based generators; power converter equipment, including
variable frequency drives and soft starters; nonlinear electrical loads, and others leads to
the deviation of PQI from the standard values under various operating conditions in most
power systems [5–7].

At the same time, the power supply systems of industrial consumers integrate with
essential electrical loads, including process lines and equipment, digital devices, data
processing centers, as well as distributed generation sources, which are sensitive not only
to voltage dips (interruptions), but even to voltage fluctuations and distortions of the
sinusoidal voltage waveform [8–10]. This causes a decrease in productivity and a reduction
in the service life of the specified equipment, and it results in accidents and defective
products with associated damage [11]. Furthermore, PQI deviations from standard values
create additional problems with electromagnetic compatibility due to the occurrence of
noise and interference, which can have a negative impact on the functioning of protection
systems, automatic control systems [12,13], monitoring, and control equipment, thereby
resulting in malfunctions, failures, and unnecessary operations [14,15].

It is crucial to emphasize that the PQI requirements vary depending on the industrial
consumer, which is due to different kinds, types, and composition of essential electrical
loads [16]. PQI deviations, which are acceptable for the operation of synchronous and
asynchronous motors, heating installations, lighting systems, and others, are normally
unacceptable for the operation of process lines, high-precision machines with numerical
control, digital systems, and other electrical loads sensitive to fluctuations, and distortions
of the sinusoidal voltage waveform [17,18].

Increasing requirements of industrial consumers to maintain PQI within standard
values under various topological and operating conditions require power grid companies
to take timely measures during operation. The functions of dispatch control in power grid
companies include, among other things, monitoring of voltage levels and power quality
indices at network nodes. Therefore, the current standards [19,20], which define the PQI
requirements, address mainly voltage parameters, whereas the functions of controlling
essential electrical loads and monitoring the amount of power consumed are assigned to
industrial consumers.

Currently, most grid companies and industrial entities do not have automatic PQI
control devices, which, in the case of PQI deviation, allow for making operational decisions
to provide acceptable PQI values and ensure the reliable operation of essential electrical
loads [21,22].

The purpose of this paper is to develop a method to automatically classify the extent
of distortion of a sinusoidal voltage waveform through the use of parametric and non-
parametric multiple-hypothesis sequential testing. The implementation of the method is
based on the use of a space vector [23], Palmer’s multiple-hypothesis sequential testing
algorithm [24], and the nearest neighbor method.

This paper is the first to propose the use of methods of statistical multi-hypothesis
sequential testing to assess the PQI in automatic PQI control devices. In addition, an
original algorithm has been developed to calculate an integrated indicator characterizing
the distortion of a sinusoidal voltage waveform.
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This paper is organized as follows. Section 2 highlights the shortcomings of the previous
research and outlines promising avenues for the further investigation of the automatic PQI
control in industrial power supply systems. Section 3 describes a methodology for using
the space vector in the assessment of sinusoidal voltage waveform distortion and utilizing
stochastic procedures in automatic PQI control devices. Section 4 presents the developed
block diagrams of algorithms and flowcharts of devices for automatic PQI control based
on Palmer’s algorithm and the nearest neighbor method, in which multiple-hypothesis
sequential testing is implemented using an integrated indicator. The developed algorithms
demonstrate high speed and high performance when it comes to the detection of power
quality indices deviations. Potential strands for further research and work are outlined. The
final section summarizes the results obtained and presents the main conclusions.

2. State-of-the-Art Literature Review

Correct classification of PQI deviations from standard values in power supply systems
of industrial consumers is the basis for ensuring the reliable operation of essential electrical
loads. Numerous methods for analyzing PQI have been developed and implemented in
individual PQI monitoring devices across different countries worldwide [25].

The PQI analysis procedures utilize discrete Fourier transform (DFT), fast Fourier
transform (FFT), wavelet transform, Clarke transform [26], S-transform [27], statistical
sequential analysis, machine learning methods [28,29], and other mathematical methods.

Fourier transforms (DFT, FFT), as well as other methods of spectral analysis, are
usually employed when studying current and voltage signals in steady states. However,
such a transform has some downsides, the most important of which is spectral leakage. The
essence of this phenomenon is the distribution of power of spectral components over the
analyzed frequency range. This effect causes new frequencies that are not in the original
signal, that is, the powers of real frequencies “leak” into other ranges [30]. For this reason,
DFT (FFT) is not practical for analyzing non-stationary signals with PQI deviation.

The wavelet transform can be used to analyze instantaneous changes in current and
voltage signals. However, the results of wavelet analysis are significantly distorted under
the influence of noise and interference [31]. Classification of current and voltage distortions
using the S-transform is implemented by calculating special indices [32]. The indices
may be different and have different physical interpretations, which does not allow for the
unambiguous classification of various PQI deviations.

Scientific articles discuss various other methods used in automatic PQI control devices
to analyze PQI deviations. These are:

• Mathematical morphology [33];
• Decision trees [34];
• Support vector machine [35,36];
• Various options of artificial neural networks [37,38];
• Statistical analysis [39];
• Logistic regression [40];
• Principal component analysis [41];
• K-nearest neighbors method [42];
• Wald’s sequential analysis [43];
• Other methods [44,45].

In automatic PQI control devices used in the systems for power supply to industrial
consumers, the negative consequences listed earlier can be minimized using simple and
fast methods. These methods should ensure that a decision on PQI deviation from standard
values is made in real time. In this context, the implementation of methods for PQI
control based on machine learning [33–38,40–42] is difficult due to the complex process
of simulation modeling of the power supply system of an industrial consumer. Statistical
methods [39,43] show great promise. These methods are very attractive due to the lack of
computational complexity (a small number of processing operations) and are capable of
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providing correct decision-making under the influence of random factors. A more detailed
analysis of the features of various PQI analysis methods can be found in [44,45].

Dynamic power quality control systems hold the highest potential. They can not only
include components that collect and store information, and record PQI deviations from
standard values, but also implement the advanced methods for managing the process of
restoring standard PQI [46,47].

The application of the listed methods in automatic PQI control devices exhibits signifi-
cant differences in:

• The features of preliminary simulation modeling of power supply systems for indus-
trial consumers, as well as the need to have a set of statistical data for the implementa-
tion of machine learning [48,49];

• The potential capabilities for classifying PQI deviations from standard values in the
event of complex emergency disturbances (distortions of sinusoidal voltage wave-
forms) and the impact of noise and interference [50];

• The volumes of necessary calculations and their high speed required when implement-
ing PQI control devices based on software and hardware platforms;

• The amount of memory required to store simulation results and other information for
making decisions on classification of PQI deviations from standard values [51];

• The organization of special digital processing of current and voltage signals [52];
• The magnitude of the error in classifying various PQI deviations from standard values;
• Other factors.

An analysis of scientific articles concerned with the monitoring and automatic control
of power quality indices shows that the main attention is paid to voltage dips, which is due
to the greatest damage to electricity consumers from their impact. The standard [20] gives
the following definition: a voltage dip is a temporary decrease in the root-mean-square
voltage at a power supply system node below a specified threshold value (usually 90% of
the rated voltage), which lasts from a half cycle of power frequency to 1 min. The severity
of the violation is determined by the magnitude of the residual voltage and the duration
of the voltage dip. However, the document [20] neither clearly separates the areas of
responsibility of the grid company and the industrial consumer in the case of voltage dips
of various depths and durations, nor provides the list of measures to be taken to minimize
damage [53,54].

It is crucial to emphasize two circumstances in relation to power supply systems for
industrial consumers with essential electrical loads:

• Each power supply system of an industrial consumer has its specific relationship
between the amount of damage and the depth and duration of the voltage dip [55];

• Voltage dips in external power supply networks, which are random in nature, are
often accompanied by PQI deviations from standard values, including distortions of
the sinusoidal voltage waveform, the presence of noise and interference.

Under the above conditions, it is crucial to assess the complex effect of deviations of
various PQI on the functioning of essential electrical loads of industrial consumers on the
basis of an integrated power quality index, using statistical methods.

3. Materials and Methods

Let us consider the possibility of estimating distortions of a sinusoidal voltage wave-
form using a space vector. Three-phase voltages in the external power supply network in
the absence of distortions can be represented in a discrete time form by Expressions (1)–(3):

ua(k) = Ua·sin(2π· f ·k·td + φ), (1)

ub(k) = Ub·sin(2π· f ·k·td + φ − 2π/3), (2)

uc(k) = Uc·sin(2π· f ·k·td + φ + 2π/3), (3)
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where Ua, Ub, Uc are the amplitude values of the sinusoidal components of all voltage
phases in a three-phase system; k is a discrete time instance; td = 1/fd is a sampling interval;
fd is a sampling frequency; φ is an initial phase; and f is power frequency in the network.

In addition to the requirements established in [19] for individual PQI, it is advisable to
use an integrated indicator, i.e., a space vector, to analyze the distortions of the sinusoidal
voltage waveform [56].

For a three-phase system of discrete voltages ua (k), ub(k), uc (k), the space vector is
given by Expression (4):

us(k) = (2/3)·
[

ua(k) + a·ub(k) + a2 · uc(k)
]
, (4)

where a = {j2π/3}.
The real and imaginary components of the space vector correspond to the components

of the Clarke transform, as shown in Expressions (5) and (6):

us(k) = (

√2
√3

)·
[

uα(k) + j·uβ(k)
]

, (5)

uα(k)
uβ (k)
u0(k)

 =

( √2
√3

)
·

 1 −1/2 −1/2
0

√
3

2 −
√

3
2√

2/2
√

2/2
√

2/2

·
ua(k)

ub(k)
uc(k)

, (6)

and are related to the quadrature components up(k), uq(k) of the Park–Gorev transform by
the vector-matrix relationship in expression (7) [57]:[

up(k)
uq(k)

]
=

[
cos(2π f ktd) sin(2π f ktd)
−sin(2π f ktd) cos(2π f ktd)

]
·
[

uα(k)
uβ(k)

]
. (7)

The coefficient
(√

2√
3

)
in expression (6) is introduced for normalization so that the

power of the three-phase voltage system remains unchanged during this transformation. In
a balanced three-phase voltage system (Ua = Ub = Uc), the equalities given in Expression (8)
hold true:

u0(k) = 0, uα(k) = A·sin(2π· f ·k·td + φ), uβ(k) = A·cos(2π· f ·k ·td + φ). (8)

The amplitude A included in expression (8) for uα(k) and uβ(k) of a balanced three-
phase voltage system is a constant value and corresponds to Expression (9):

A =

√
6(Ua + Ub + Uc )

6
. (9)

The discrete components uα(k) and uβ(k), varying in time up to a constant coefficient(√
2√
3

)
, correspond to the orthogonal coordinates of the end of the space vector. The

position of the space vector on the complex plane changes in time at a rate proportional
to the frequency of the three-phase voltage system. Thus, a complex space vector can be
represented by Expression (10):

us(k) =
√

2√
3

[
uα(k) + j·uβ(k)

]
=

√
2√
3

A · exp {j2π· f ·k· td + φ}. (10)



Energies 2024, 17, 1088 6 of 24

If the network operates under distorted sinusoidal voltage, for example, with various
transient voltage dips (Ua ̸= Ub ̸= Uc) [58], then the complex space vector can be represented
by equality (11):

us(k) =
√

2√
3
[A·exp {j2π· f ·k· td}+ B·exp {−j2π· f ·k· td}]. (11)

The values of the complex amplitudes of the positive A and negative B sequences
included in Expression (11) are determined similarly to the calculations given in [59]. We
will present the calculated relationships for the components uα(k) and uβ(k), which are
given in Expressions (12) and (13):

uα(k) =
√

2√
3

[
ua(k)−

(
1
2

)
·ub(k)−

(
1
2

)
·uc(k)

]
=

=
√

2√
3

[
Ua·sin(2π· f ·k·td + φ)−

(
1
2

)
Ub ·sin

(
2π· f ·k·td + φ − 2π

3
)
−
(

1
2

)
Uc·sin

(
2π· f ·k·td + φ + 2π

3
)]

=

=
√

2√
3

[
Ua·sin(2π· f ·k·td + φ)−

(
Ub

2

)
·
(
sin(2π· f ·k·td + φ)·cos

( 2π
3
)
− cos(2π· f ·k·td + φ)·sin

( 2π
3
))

−
(

Uc
2

)
·(

sin(2π· f ·k·td + φ)·cos
( 2π

3
)
+ cos(2π· f ·k·td + φ)·sin

( 2π
3
))]

=

=
[(

2 Ua√
6

)
+ Ub+Uc

2
√

6

]
·sin(2π· f ·k·td + φ) +

[
Ub−Uc

2
√

2

]
· cos(2π· f ·k·td + φ),

(12)

uβ(k) =
√

2√
3

[(√
3

2

)
·ub(k)−

(√
3

2

)
·uc(k)

]
=

√
2

2
[ub(k)− uc(k)] =

=

√
2

2

[
Ub·
(
sin(2π· f ·k·td + φ)·cos

( 2π
3
)
− cos(2π· f ·k·td + φ)·sin

( 2π
3
))
−

Uc ·
(
sin(2π· f ·k·td + φ)·cos

( 2π
3
)
+ cos(2π· f ·k·td + φ)·sin

( 2π
3
)) ] =

=

[
−Ub − Uc

2
√

2

]
·sin(2π· f ·k·td + φ)−

[
3· Ub + Uc

2
√

6

]
· cos(2π· f ·k·td + φ) .

(13)

Given that:

cos (2π· f ·k·td + φ) = [exp{j2π· f ·k·td + φ}+ exp{–j2π· f ·k·td + φ}]/2, (14)

sin (2π· f ·k·td + φ) = [exp{j2π· f ·k·td + φ} − exp{–j2π· f ·k·td + φ}]/2·j. (15)

The expressions for the complex amplitudes of the positive A and negative B se-
quences, included in Expression (11), can be obtained using Expressions (16) and (17):

A =

[
–j

√
6·Ua + Ub + Uc

6

]
·exp{φ}, (16)

B =

[√
2·Ub–Uc

4
+ j

√
6·2Ua–Ub–Uc

12

]
·exp {−φ}. (17)

An analysis of expression (17) shows that in a balanced three-phase voltage system
(Ua = Ub = Uc), the complex amplitude of the negative-sequence component of the space
vector (expression (11)) becomes zero.

On the other hand, distortion of the sinusoidal shape of any of the phase voltages of
a three-phase system (expressions (1)–(3)) causes the appearance of a negative-sequence
component. Therefore, it is advisable to characterize the total extent of such distortions by
the value µ, which represents the magnitude of the ratio of the complex amplitude B to the
complex conjugate value A∗ (µ = |B/A∗|). The value µ is normalized and can be used as
an integrated indicator.

By way of example, let us estimate the extent of distortion of the sinusoidal voltage
waveform of a three-phase system using space vector. We will consider a voltage signal
over a time interval of six cycles of power frequency (T = 120 ms) under the assumption that
the sampling frequency is fd = 1/td = 1 kHz (twenty samples per cycle of power frequency).
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Figure 1a shows the phase voltages ua(k), ub(k), uc(k) of a three-phase system with a
power frequency f = 50 Hz. The dependencies shown in Figure 1 correspond to secondary
voltage signals (at the output of the measuring voltage transformer) with an amplitude of
100 V for a specific node in the power supply system of an industrial consumer. This signal
is considered to be a reference (undistorted) and, relative to it, we will assess the extent of
distortion of the sinusoidal voltage waveform. Figure 1b,c demonstrates the components of
a complex space vector and its rotation trajectory on the complex plane, respectively.
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Let a single-phase short circuit (SC) in phase “B” at time t = 20 ms (the 20th sample
of the discrete signal in Figure 1) result in the voltage amplitude decrease to 60% of the
nominal value in the damaged phase. The distortion of the sinusoidal voltage waveform of
a three-phase system is shown in Figure 2a–c.
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A distorted three-phase voltage system corresponds to a discrete-time varying change
in the values of the coefficient µ (Figure 3), which is calculated using the components of the
complex amplitudes of the space vector according to expression (11).
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With simultaneous deviations of several PQI from the standard values, the situation
with assessing the extent of distortion of the sinusoidal voltage waveform of a three-phase
system changes significantly. In phase “A” (Figure 2a), as a result of the influence of a
nonlinear single-phase load, let a fifth harmonic additionally appear with an amplitude of
20% of the nominal value of the fundamental harmonic (Figure 4).
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Under such conditions, the nature of the dependence of the coefficient µ, which
characterizes the extent of distortion of the sinusoidal voltage waveform of a three-phase
system, on discrete time k, changes significantly, as shown in Figure 5.
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With simultaneous deviations of several PQI from standard values and the complex
effect of distortions, the dependence of the coefficient µ on discrete time k becomes unpre-
dictable and random. The randomness of the dependence µ(k) (Figure 5) can lead to errors
in estimating the extent of distortion of the sinusoidal voltage waveform of a three-phase
system [60–62]. Therefore, it is imperative to develop and apply stochastic estimation
procedures in automatic PQI control devices [63,64].

4. Results and Discussion

This study proposes the use of multiple-hypothesis statistical testing based on Palmer’s
parametric algorithm to solve the problem. To estimate the extent of the sinusoidal voltage
waveform distortion, we divide the range of variations in the integral coefficient µ into
equal intervals. Let us introduce a classification in which the coefficient µ belongs to the
specified interval if, during successive measurements, the hypothesis m (m = 1, . . ., M) is
true, and when the average value (mathematical expectation) µˆ corresponds to the average
value of the analyzed interval m.

By way of illustration, Table 1 shows the ranges of variation in the coefficient µ and
the average values of µ when estimating the extent of distortion of the sinusoidal voltage
waveform of a three-phase system with accuracy of 5%.

Table 1. Variation ranges for the integral coefficient µ.

Variation
Ranges of µ

0.00–0.05
m = 1

0.05–0.10
m = 2

0.10–0.15
m = 3

0.15–0.20
m = 4

0.20–0.25
m = 5 . . .

Average
value µˆ 0.025 0.075 0.125 0.175 0.225 . . .

Note that the coefficient µ has normalized values lying in the range [0; 1]. It is advisable
to determine possible damage for the industrial power supply systems from the sinusoidal
voltage waveform distortions for each of the ranges (Table 1).
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The sequential assessment of the complex amplitude ratio µ under conditions of
measurement errors and random PQI deviations from standard values suggest that the
average values of µˆ for each of the m hypotheses will have a normal distribution (Figure 6).
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Thus, automatic PQI control with the estimation of the extent of distortion of the
sinusoidal voltage waveform of a three-phase system, as well as the damage when PQI
deviates from standard values [65–67], is reduced to the implementation of multiple-
hypothesis sequential statistical testing.

An option for implementing sequential testing for M hypotheses, which does not
directly follow from the classical Wald procedure [68], was proposed by Palmer [24].
Similar to the procedure outlined in [69], each step n of the algorithm involves calculation
of M likelihood ratios, and then only two of their maximum values are compared.

In this case, the following sequence of actions is implemented under the assumption
that µ = x:

• Calculate M likelihood ratio at each step n of the procedure by Expression (18):

λn
m =

pn
m(x)

pn
1 (x)

, (18)

where random x is the value regarding which a multiple-hypothesis decision is made;
m = 1, 2, . . ., M; pn

m(x) and pn
1 (x) are probability densities for the random variable x

corresponding to hypotheses m and 1; hypothesis m = 1 corresponds to the interval of
smallest values of µ and the extent of three-phase voltage distortion not exceeding 5%
(Table 1);

• Determine the two largest of M likelihood ratio values at each step n (λn
max1 and λn

max2),
and select hypotheses corresponding to these likelihood ratios;

• Determine threshold values λn∗
m for each of the selected hypotheses, using Expression (19):

λn∗
m =

M

4·(1 – Pmm)
2 , (19)

where Pmm is the probability of correct classification of hypothesis m;
• Calculate ratio of λn

max1 to λn
max2 and compare it with the threshold value λn∗

m :

λn
max =

λn
max1

λn
max2

,

with threshold λn∗
m ;

• Make a decision about the validity of hypothesis m using Expression (20) provided that:

λn
max =

λn
max1

λn
max2

≥ λn∗
m , (20)

otherwise, make a decision to continue observations.
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The sequential testing procedure continues until the calculated value λn
max1/λn

max2
exceeds the threshold value λn∗

m , which corresponds to the hypothesis with the maximum
likelihood ratio.

The developed block diagram of the algorithm for automatic classification of the
extent of distortion of the sinusoidal voltage waveform of a three-phase system based
on multiple-hypothesis sequential testing according to Palmer’s algorithm is shown in
Figure 7.
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For the implementation of the algorithm, the assumption is made that there is a set
of sample values of the coefficient µ (Table 2) for making a decision during automatic
classification of the extent of the three-phase sinusoidal voltage waveform distortion.

Table 2. Sample values of the coefficient µ when classifying the extent of distortion of the sinusoidal
voltage waveform of a three-phase system.

Sequential Testing
Procedure Step n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 . . .

Coefficient value µ 0.105 0.11 0.127 0.118 0.12 0.10 0.10 0.124 . . .
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Consider an example of implementing the multiple-hypothesis sequential testing
procedure with Palmer’s algorithm. In the example, the standard deviations σ of the
normal distribution laws (Figure 6) for each of the intervals (Table 2) are assumed to
be equal in value and amount to σ = 0.025. The probabilities of correct classification of
hypotheses are also deemed to be equal, Pmm = 0.75. Therefore, the threshold values λn∗

m
will be equal for each of the m hypotheses given in Table 2 (m = 1, . . ., 5):

λn∗
m =

M

4·(1 – Pmm)
2 =

5

4·(1 – 0.75)2 = 19.8. (21)

The likelihood ratios λn
m for each of the m hypotheses are calculated using the standard

Gaussian function according to Expression (22):

f (x) =
1√
2π

·exp
{
− x2

2

}
. (22)

the tables of which are given in [70].
Then, given the values of the coefficient µ (Table 2), we obtain the results at each step

n of the sequential testing with Palmer’s algorithm (Figure 8), which are summarized in
Table 3.
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Table 3. Calculated values of the multiple-hypothesis sequential testing procedure using Palmer’s
algorithm.

Procedure Step n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 . . .

Value λn
max1 12.07 332 66,068 – – – . . .

Value λn
max2 8.1 101 2323 – – – . . .

Ratio λn
max1/λn

max2 1.49 3.29 28.44 – – – . . .
Threshold value λn∗

m 19.8 19.8 19.8 19.8 19.8 19.8 . . .
Accepted

hypothesis m – – m = 3 – – – . . .

As seen in Table 3, at the first step of the procedure, the maximum value of the
likelihood ratio corresponds to the hypothesis m = 3 (max1 = 3), and the second largest
likelihood ratio is the hypothesis m = 2 (max2 = 2).
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At the first step, a decision is made to continue observation based on the comparison

of statistical data: λn
max =

λn
max1

λn
max2

= 1.49 with a threshold value λn∗
m = 19.8. At the second

step, the maximum likelihood ratio is also characteristic of the hypothesis m = 3 (max1 = 3),
while the second largest likelihood ratio is the hypothesis m = 3 (max2 = 2). However,

at the second step, the ratio λn
max =

λn
max1

λn
max2

= 3.29 does not exceed the threshold value
λn∗

m = 19.8 either.
The final decision to end the observation is made at step n = 3 by accepting hypoth-

esis m = 3, according to which the extent of the sinusoidal voltage distortion waveform
corresponds to a 15% variation in the coefficient µ.

An example of the implementation of the multiple-hypothesis sequential testing
procedure with Palmer’s algorithm is shown in Figure 8.

Analysis of Figure 8 enables us to draw the following conclusions:

• The sequential assessment of the extent of the sinusoidal voltage waveform distortion
leads to the adoption of the hypothesis of a 15% distortion of the coefficient µ, which
corresponds to an unacceptable amount of damage for an industrial consumer;

• The procedure for multiple-hypothesis sequential testing by Palmer’s algorithm is
completed at step 3, which does not require significant time expenditure and has
virtually no effect on the performance of the automatic PQI control device;

• The speed of decision making in multiple-hypothesis sequential testing with Palmer’s
algorithm depends on the degree of distortion of the sinusoidal voltage waveform,
including PQI deviations from standard values.

The flowchart of the developed automatic PQI control device, which implements
multiple-hypothesis sequential testing with Palmer’s algorithm, is shown in Figure 9. This
device automatically assesses the extent of distortion of the sinusoidal voltage waveform
of a three-phase system. The automatic PQI control device incorporates a data acquisition
module (1); amplitude calculation module (2); coefficient µ calculation module (3); compu-
tation unit (4); comparison unit (5); switch (6); division unit (7); comparison circuit (8), and
memory unit (9).
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Module 1 of the device (Figure 9) is designed to be connected to each phase of a
three-phase electrical network in the industrial power supply system in order to measure
phase voltage values at the analyzed node. In module 1, analog-to-digital conversion is
performed and instantaneous values of all phase voltages are sent to its output.

Module 1 is connected to module 2, which receives instantaneous values of phase
voltages ua(k), ub(k), uc(k), measured at the analyzed node. At each time instant, module



Energies 2024, 17, 1088 15 of 24

2 calculates the phase voltage amplitudes Ua, Ub, Uc. The device (Figure 9) does not
calculate the space vector, and the coefficient µ is obtained using Expressions (16) and (17).

Instantaneous amplitudes Ua(k), Ub (k), Uc(k) are calculated from instantaneous values
ua(k), ub(k), uc(k), using “short data window” algorithms, in particular, the two-sample
test [71].

For example, for the voltage of phase “A”, one can use the relations given in expression (23):

Ua(k) =
1

|sin 2π· f ·td|
·[ua(k)·exp{j2π· f ·td} − ua(k − 1)] = Ua(k)− jUaq(k), (23)

where Ua (k) and Uaq(k) are the quadrature (orthogonal) components of the complex vec-
tor Ua(k).

The validity of Expression (23) can be easily verified by substituting the components:

ua(k) = Ua·sin(2π· f ·k·td + φ),

ua(k − 1) = Ua·sin(2π· f ·(k − 1)·td + φ),

which form the complex vector Ua(k) = Ua·exp{j2π· f ·td + φ} = Ua(k)− jUaq(k) with an
initial phase φ (at k = 0) of the amplitude Ua, rotating with angular velocity 2π·f relative to
the origin of coordinates.

The instantaneous amplitude of the voltage vector Ua(k) is calculated by the expression:

∣∣Ua(k)
∣∣ = Ua(k) =

√
Ua(k)

2 + Uaq(k)
2, (24)

It is advisable to use similar formulae to calculate the instantaneous voltage amplitudes
of phases “B” and “C”.

Module 3 is designed to calculate the coefficient µ using instantaneous phase voltage
amplitudes Ua(k), Ub(k), Uc(k).

Expressions (16) and (17) can be used to obtain the following equality for the instanta-
neous value of the coefficient µ(k):

µ(k) =
∣∣∣∣ B(k)

A∗(k)

∣∣∣∣ =
√ (√

2
4 (Ub(k)− Uc(k))

) 2
+
(√

6
12 (2Ua(k)− Ub(k)− Uc(k))

)2

√
6

6 (2Ua(k) + Ub(k) + Uc(k))
. (25)

Thus, only instantaneous values of the phase voltage amplitudes Ua(k), Ub(k), Uc(k)
are used to directly calculate the coefficient µ(k). In this case, it is not necessary to use
the Clarke transform. The calculated values of µ(k) from Module 3 arrive at the input of
computation unit 4 and memory unit 9.

M likelihood ratios are calculated in computation unit 4 using Expression (18) for a
specific discrete value µ(k) by Expression (26):

λn
m =

pn
m[µ(k)]

pn
1 [µ(k)]

; (m = 1, . . . , M). (26)

In doing so, we use information on probability density distributions (Figure 6) for
various hypotheses, which are formed at the preliminary stage based on the results of
simulation modeling using statistical information processing or expert assessments. These
results are entered into memory unit 9 and go from its output to unit 4 in the form of
discrete values µ(k). It is important to emphasize that the range of variations in the value
of µ is divided into intervals based on the individual characteristics of various groups
of electrical loads of an industrial consumer. This is necessary for the best adaptation
of automatic PQI control devices to the magnitude of damage when PQI deviates from
standard values.
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Comparison unit 5 together with switch 6 select two maximum values of likelihood
ratios at each step of sequential testing (λn

max1 and λn
max2) and hypotheses corresponding to

these likelihood ratios.
The ratio of λn

max1 to λn
max2 (λn

max =
λn

max1
λn

max2
) is calculated in division unit 7, and infor-

mation about the most plausible hypothesis involved in this ratio enters memory unit 9.
This information is utilized to choose threshold λn∗

m = M
4·(1 – Pmm)2 , here m is the maximum

plausible hypothesis. The threshold value λn∗
m is delivered from the output of memory unit

9 to the input of comparison circuit 8, the second input of which receives the calculated

value of the ratio λn
max =

λn
max1

λn
max2

from division unit 7.

If the condition λn
max =

λn
max1

λn
max2

≥ λn∗
m is met, then a decision is made about the validity

of hypothesis m, and at the output of comparison circuit 8, a signal is generated about
the correspondence of the extent of the sinusoidal voltage waveform distortion to the
section with coefficient µ, which corresponds to this hypothesis. Otherwise, the automatic
classification of the extent of the distortion of the sinusoidal voltage waveform of a three-
phase system does not occur, and sequential testing continues.

The degree to which sinusoidal voltage distortions influence the operation of essential
electrical loads depends on the composition of the switched-on electrical loads and their
characteristics [72]. Therefore, the amount of damage to an industrial consumer, as well as
options for organizing automatic control of PQI, should depend on the current operating
conditions of the internal power supply system. Therefore, in various conditions, one
should choose the appropriate options for dividing the range of changes in the coefficient µ
(Figure 6). For example, the range can be divided into heterogeneous sections, and various
threshold values λn∗

m = M
4·(1 – Pmm)2 can be set for different hypotheses by changing the

probability Pmm, which will influence the results of the sequential testing procedure.
Variability in the results of PQI analysis in the automatic PQI control device (Figure 9)

under various operating conditions of the industrial power supply system is achieved by
selecting sequential analysis parameters from memory unit 9, depending on the current
topological and operating conditions.

Almost all sequential analysis algorithms use statistical relationships in the form of
likelihood ratios to make decisions [68]. Statistical data, however, may not be available
for automatic PQI control in industrial power supply systems. In this case, a statistical
nonparametric approach should be used, for example, based on the nearest neighbor
method, which does not require a set of preliminary data for the classification procedure.

One of the widely used nonparametric classification methods, which is called the
nearest neighbor method, involves calculating the “distance” between an observed random
variable x and a set of its reference values Gm [73]. According to this method, for an L-
dimensional random variable xl, hypothesis m (m = 1, 2, . . ., M) is accepted if the minimum
Euclidean distance between xl and Gm,l is ensured based on the expression:

m = argmin
l

√
∑L

l=1(xl − Gm,l)
2. (27)

The integration of the sequential testing procedure and the nearest neighbor method
can be performed using the following algorithm:

• Calculate the average value of the random variable x at step n of sequential testing:

x̂ =
1
n∑n

i=1 xi; (28)

• Determine the minimum distance dmin, which for an L-dimensional random variable x̂
can be found by Expression (29):

dmin = min
l

√
∑L

l=1

(
x ˆ

l − Gm,l
)2; (29)
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• Classify the extent of the sinusoidal voltage waveform distortion by comparing it with
hypothesis m:

m = argmin
l

√
∑L

l=1

(
x ˆ

l − Gm,l
)2,

and by comparing the value dmin with the threshold Am(n), dmin ≤ Am(n);
• Check if the condition dmin ≤ Am(n) is met, otherwise continue sequential analysis.

The developed block diagram of the algorithm for the automatic classification of the
extent of a sinusoidal voltage waveform distortion, which implements multiple-hypothesis
sequential testing based on the nearest neighbor method, is shown in Figure 10.
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Statistical averaging when implementing a multiple-hypothesis sequential testing
algorithm based on the nearest neighbor method (Figure 10) allows for increasing the
likelihood of correct decision-making when assessing the extent of the sinusoidal voltage
waveform distortion under the influence of random factors.
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To select the threshold value Am(n), it is advisable to use the calculation methods em-
ployed for parametric algorithms. For example, according to the Armitage algorithm [38],
the threshold value is calculated using Expression (30):

Am(n) = λn
m(m, q) =

1
Pmq

·
(

1 − ∑m ̸=q Pmq

)
. (30)

where m, q = 1, . . ., M; Pmq is the conditional probability of making a decision about the
number of hypothesis m regarding the extent of the sinusoidal voltage waveform distortion,
provided that the distortions belong to hypothesis q.

For the algorithm shown in Figure 10, the hypothesis accepted under number q
corresponds to distance d, the value of which is the next smallest value after dmin. The
number of observations, while maintaining the simplicity of the approach, can be reduced
by applying a multiple-hypothesis sequential testing procedure. By analogy with [69], we
will establish a set of threshold values that depend on the number of observations n:

Am(n) = λn∗
m (m, q) =

λn
m (m, q)

n(r)
, m, q = 1, . . . , M; m ̸= q, (31)

where λn
m (m, q) is the threshold determined by expression (30), and r is a positive constant.

According to [69], the calculations using expression (31) with r = 1 significantly reduce
the average number of required observations and have virtually no effect on the classifier
error probabilities.

In contrast to similar parametric methods, the multiple-hypothesis sequential testing
procedure based on the nearest neighbor method does not require knowledge of the
parameters of statistical distributions when implementing computational algorithms.

We will illustrate the implementation of the algorithm (Figure 10) through a calculation
example. To do this, we use the initial data given in Tables 1 and 2. Assume that the
classification of distortions of the sinusoidal voltage waveform of a three-phase system
is based on the correlation of the average value of coefficient µˆ with the mathematical
expectations of statistical distributions (Figure 6). At each step n of the multiple-hypothesis
sequential testing procedure based on the nearest neighbor method, we calculate the
distance for m intervals (Table 1) and compare the obtained distance values with the
corresponding thresholds calculated by expression (31).

Let us calculate the threshold values using expression (31) by specifying the proba-
bility matrix P to determine the probability of errors and correct decisions when classify-
ing distortions of the sinusoidal voltage waveform of a three-phase system involved in
expression (30). For example, given the total number of distortion options M = 5, matrix P
is set in the form:

P =

∥∥∥∥∥∥∥∥∥∥

0.75 0.063 0.063 0.063 0.063
0.063 0.75 0.063 0.063 0.063
0.063 0.063 0.75 0.063 0.063
0.063 0.063 0.063 0.75 0.063
0.063 0.063 0.063 0.063 0.75

∥∥∥∥∥∥∥∥∥∥
. (32)

With this specification of the probability matrix P, the threshold values for all options
of distortion m (m = 1, . . ., M) are the same and equal to:

Am(n) = λn
m =

1
Pmq

·
(

1 − ∑m ̸=q Pmq

)
=

1
0.063

·(1 − 0.25) = 11.9. (33)

Considering the change in the values of variable µ at issue and the threshold value
calculated using the Armitage algorithm (expression (33)), we introduce a normalizing
coefficient for µ equal to 300.

The results of intermediate calculations at the stages of multiple-hypothesis sequential
testing based on the nearest neighbor method are shown in Table 4.
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Table 4. The calculated values of the multiple-hypothesis sequential testing procedure based on the
nearest neighbor method.

Procedure Step n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 . . .

Coefficient µnor 31.5 33 38.1 – – – ...
The value of µˆnor 31.5 32.25 34.2 – – – ...

Distance value for
distortion option m

576
(m = 1)

81
(m = 2)

36
(m = 3)

441
(m = 4)
1296

(m = 5)

625
(m = 1)

100
(m = 2)

25
(m = 3)

410
(m = 4)
1242.6
(m = 5)

712.9
m = 1)
136.9

(m = 2)
10.89

(m = 3)
334.9

(m = 4)
1108.9
(m = 5)

– – – ...

Threshold value λn∗
m 11.9 11.9 11.9 11.9 11.9 11.9 ...

Analysis of the data in Table 4 suggests that the decision to end observations is made
at step n = 3, i.e., the step with the adoption of option m = 3, according to which the extent
of distortion of the sinusoidal voltage waveform of a three-phase system corresponds to a
15% change in coefficient µ.

An example of the implementation of the multiple-hypothesis sequential testing
procedure based on the nearest neighbor method is shown in Figure 11.
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Analysis of Figure 11 and Table 4 indicates that:

• The sequential assessment of the extent of the sinusoidal voltage waveform distortion
based on the nearest neighbor method, as in the case of using Palmer’s algorithm,
leads to the acceptance of the hypothesis of a 15% distortion of coefficient µ;

• The multiple-hypothesis sequential testing procedure is completed at Step 3 (Figure 11),
which does not require significant time, therefore, there is no need to introduce an
adaptive threshold to increase the speed of the algorithm;

• The advantage of the multiple-hypothesis sequential testing based on the nearest
neighbor method is that there is no need to use statistics and distributions in the
calculation process.
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The developed flowchart of the automatic PQI control device, which implements
sequential testing of multiple hypotheses based on the nearest neighbor method, is shown
in Figure 12.
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The flowchart of the automatic PQI control device (Figure 12) has a similar but
somewhat simplified structure compared to that for the device implementing multiple-
hypothesis sequential testing with Palmer’s algorithm (Figure 9). Modules 1–3 of the
control PQI device shown in Figure 12 function similarly to the same modules in the
automatic PQI control device in Figure 9.

In distance calculation unit 4, distances are calculated using normalized discrete
average values of coefficients µˆ

nor(k) obtained from the results of averaging the values
µ(k) received at its input. Averaging is carried out in accordance with Expression (28), and
normalization factors in the normalizing coefficient come from memory unit 9. Distances
are calculated using Expression (29) as the square of the difference between µˆ

nor(k) and
the normalized values of the range centers (Table 1), which characterize the extent of the
sinusoidal voltage waveform distortion.

Next, the minimum of the distances is selected, which involves comparison unit 5 and
switch 6. The latter transmits the minimum value of the distances dmin (expression (29)) to
the input of comparison circuit 7. The threshold value Am, obtained from expression (30)
is received from memory unit 9 at the other input of comparison circuit 7(n). The condi-
tion dmin ≤ Am(n) is checked, and if it is met, the multiple-hypothesis sequential testing
procedure ends. If the condition dmin ≤ Am(n) is not fulfilled, the procedure continues.

Range number (Table 1) corresponding to the minimum distance dmin, for which the
condition dmin ≤ Am(n) is met, characterizes the extent of distortion of the sinusoidal voltage
waveform of a three-phase system [74,75].

The methods developed for PQI control in this study enable real-time analysis and
decision making for PQI deviations, whereas the PQI analysis carried out following the
requirements of effective regulatory documents involves the digital processing of current
and voltage signals over long time intervals corresponding to units and tens of seconds [8].

The proposed methods of PQI control can be effective when implemented at digital
substations designed according to the IEC 61850 standard requirements, with a sampling
rate of 256 samples per cycle of power frequency [76]. The modeling results have shown
that a decision on the distortion of sinusoidal voltage waveform is made, on average, in
three steps of sequential testing (Figures 8 and 11). This corresponds to the algorithm
operating time t = 3·(20·10−3/256) = 2.34·10−4 s at f = 50 Hz.

Future Research Directions

In the first stage, we plan to implement the proposed approaches in the form of
automatic PQI control devices and conduct their laboratory tests to confirm the obtained
analytical results. The second stage aims to introduce the developed devices for automatic
PQI control as part of a pilot project in the power supply system of one of the industrial
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consumers to collect statistical data on the impact of PQI deviations on the amount of
damage. In the third stage, a decision support system will be developed for dispatch
personnel of power grid companies and industrial consumers, which will allow them to
make operational decisions on the measures to be implemented in external and internal
power supply networks to ensure that the PQI values are within the acceptable range.

5. Conclusions

Industrial power supply systems can experience significant deviations in power quality
indices from standard values for various reasons. These deviations can result in defective
products, the complete shutdown of production processes, and significant damage.

The stochastic nature of PQI deviations justifies the necessity of applying statistical
procedures, as well as parametric and nonparametric sequential testing of multiple hy-
potheses to assess and classify the extent of distortion of the sinusoidal voltage waveform
of a three-phase system.

An integrated indicator is proposed to assess the extent of distortion of the sinusoidal
voltage waveform of a three-phase system. This indicator is based on the use of the
magnitude of the ratio of complex amplitudes of the forward and reverse rotation of
the space vector. The integrated indicator can be calculated using weighted values of
instantaneous amplitudes of three voltage phases without applying the Clarke transform.

Calculation examples have proven that the developed block diagrams of algorithms
and flowcharts of devices for automatic PQI control based on Palmer’s algorithm and the
nearest neighbor method, which implement the sequential testing of multiple hypotheses
using the integrated indicator, demonstrate high speed and performance when detecting
PQI deviations.
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