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Abstract: In response to the significant dependency on empirical judgment in measuring the prompt neutron decay constant with the traditional Rossi-alpha method and the issue of requiring an excessive number of detectors with the DMD-Rossi-alpha method, this paper introduces a calculation method for the prompt neutron decay constant based on a combination of Latin Hypercube Sampling (LHS), Dynamic Mode Decomposition (DMD), and the Rossi-alpha method. Initially, the method uses LHS to expand the sample dataset of neutron noise data to reduce the number of detectors required. It then employs the Rossi-alpha method to construct a Rossi-alpha distribution model from neutron noise data. Finally, it utilizes DMD for feature extraction from the Rossi-alpha distribution model, thereby determining the prompt neutron decay constant. Research findings demonstrate that, by simulating the KUCA facility using RMC3.5 in a near-critical state, the relative error of the $\alpha$ value calculated by the LHS-DMD-Rossi-alpha method model is 9% less than that calculated by the Rossi-alpha method. This approach, capable of enhancing the precision of measuring the prompt neutron decay constant with just a single detector, holds significant theoretical value and engineering significance for the advancement of reactor physics and experimental techniques.
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1. Introduction

The prompt neutron decay constant is a quantified parameter representing the dynamic characteristics of nuclear systems, determined primarily by factors such as the neutron lifetime, reactivity state, geometrical dimensions, and material composition of the nuclear system. It comprehensively reflects the kinetics of prompt neutrons within the system. Among various methods for measuring the prompt neutron decay constant, the micro-noise method represented by the Rossi-alpha method is non-destructive and allows for the measurement of the prompt neutron decay constant without disrupting the operational state of reactors. This is of significant importance for verifying neutron physics calculation methods in reactor physical design.

To enhance the precision of the Rossi-alpha method in extracting the prompt neutron decay constant [1,2], Michael et al. [3] employed the dual-zone Rossi-alpha model to study the spatial distribution characteristics of the prompt neutron decay constant in highly enriched plutonium metal spheres with copper as the reflector layer and highly enriched uranium metal spheres with polyethylene as the reflector layer. Chidong et al. [4], focusing on Godiva, conducted a sensitivity analysis on the source strength and channel width in the Rossi-alpha parameter settings through numerical simulation to determine the optimal source strength and channel width for measurements using this model. Yamamoto et al. [5], aiming to reduce the uncertainties associated with the traditional Rossi-alpha method,
applied the data-driven DMD method to Rossi-alpha measurement data based on a one-dimensional plate, constructing a data feature extraction model for an array of 44 detectors. This verified the feasibility of using this method to extract the prompt neutron decay constant, although the requirement for a large number of detectors does not meet practical engineering needs.

To address the issue of excessive detector requirements in the traditional DMD-Rossi-alpha method, this study optimizes the DMD-Rossi-alpha method using the efficient and precise LHS method. This research focuses on the Kyoto University Critical Assembly (KUCA), utilizing RMC3.5 simulations to validate the accuracy and applicability of the proposed LHS-DMD-Rossi-alpha method across different subcritical states [6–9].

2. Theory of the LHS-DMD-Rossi-Alpha Method

2.1. The Rossi-Alpha Method

The Rossi-alpha method [10,11] is a quintessential technique in the analysis of micro-noise in nuclear reactors, particularly suited for measuring in delayed critical and subcritical states. Originating from Rossi’s foundational work on the statistical laws of chain reactions in point reactor models, this method explores the signal output from neutron detectors within the reactor. Examining this correlation permits acquiring the prompt neutron decay constant in the nuclear system. The Rossi-alpha technique investigates the reactor’s output signal from the neutron detector. After a neutron detection event, the correlation probability \( P_C \) refers to the likelihood that the neighboring neutrons arise from the same fission chain reaction. The uncorrelation probability \( P_U \) reflects the probability that they arise from diverse fission chain reactions or neutron sources (external source neutrons and delayed fission neutrons). The formula used to calculate the joint probability \( P(t_1, t_2) \) of the two neutron signals detected at moments \( t_1 \) and \( t_2 \) is as follows:

\[
P(t_1, t_2)dt_1dt_2 = P_U(t_1, t_2)dt_1dt_2 + P_C(t_1, t_2)dt_1dt_2 \tag{1}
\]

For characterizing the correlated neutron counting probability \( P_C(t_1, t_2)dt_1dt_2 \) and the uncorrelated neutron counting probability \( P_U(t_1, t_2)dt_1dt_2 \), the expansion can be obtained:

\[
P_C(t_1, t_2)dt_1dt_2 = \frac{\varepsilon_{f,1}\varepsilon_{f,2}v(v-1)\lambda_f^2}{2\alpha} e^{-\alpha(\tau)} \tag{2}
\]

\[
P_U(t_1, t_2)dt_1dt_2 = \varepsilon_{f,1}\dot{F}dt_1 \cdot \varepsilon_{f,2}\dot{F}dt_2 \tag{3}
\]

In the equation, \( \varepsilon_{f,1} \) and \( \varepsilon_{f,2} \) represent the probability of detection by detector I and detector II respectively, when a fission event occurs in the current nuclear system; \( \lambda_f = v\Sigma_f \) represents the probability of nuclear fission per unit time caused by a neutron moving in the medium at a rate \( v \); \( \dot{F} \) is the fission neutron emissivity in the nuclear system; \( v \) is the number of prompt neutrons produced by each fission.

In the experimental study, the neutron field exhibits a non-Poisson distribution and decays with multiple exponential states. Expand the Green’s function using the characteristic function of \( \alpha \). The resulting expression is a linear combination of multiple exponentials.

\[
P(\tau) = \sum_{n=0}^{\infty} B_n e^{-\alpha_n \tau} + G \tag{4}
\]

In the equation, \( \alpha_n \) indicates the nth-order mode prompt neutron decay constant, while \( \alpha_0 \) is indicative of the fundamental mode component of the prompt neutron decay constant. \( \tau = t_2 - t_1 \). \( B_n \) is the expansion coefficient of the nth mode, whereas \( G \) denotes the probability of uncorrelated neutron count.

In the conventional analysis method, following the initial detection, the overall likelihood of detecting a neutron event within the measurement time is expressed in the
general format demonstrated in Equation (5). The impact of high modal components can be mitigated by selecting suitable fitting intervals.

\[ P(\tau) = Be^{-\alpha \tau} + G \]  

(5)

2.2. Dynamic Mode Decomposition Method

The essence of the DMD method is to regard the flow evolution as a linear dynamic process [12–15]. By analyzing the characteristics of the flow field snapshot of the whole process, the low-order modes and their corresponding eigenvalues representing the flow field information are obtained. The biggest feature of the DMD method is that the decomposed modes have a single frequency and growth rate, so it has great advantages in analyzing dynamic linear and periodic flows. In addition, DMD can directly characterize the flow evolution process through the eigenvalues of each mode, so there is no need to establish additional control equations. Thus, DMD offers substantial advantages in analyzing linear and periodic dynamics in fluid flows, providing theoretical support for robustly extracting the prompt neutron decay constant from neutron noise data.

From an experiment or numerical simulation, a Rossi-alpha histogram \( M \times N \) matrix \( X \) is obtained, where \( M \) represents the total number of neutron detectors, and \( N \) corresponds to the total number of time bins in the histogram, with a bin width of \( T \). By extracting the first to the \( N-1 \)th columns from the original matrix \( X \) to form one submatrix, and the second to the \( N \)th columns to form another, two submatrices \( X_{1:N-1} \) and \( X_{2:N} \) are constructed. The relationship between matrix \( X_{1:N-1} \) and \( X_{2:N} \) satisfies the temporal evolution matrix \( A \) within DMD:

\[ AX_{1:N-1} = X_{2:N} \]  

(6)

Based on Equation (6), the temporal evolution matrix \( A \) transforms data from each time step into data for the next time step. Once the initial state \( X_{1:N-1} \) and the system’s transformation matrix \( A \) are determined, the state of the system at any future time \( t \), \( X_{1+t:N+t-1} \), can be calculated using this formula.

The steps to calculate the temporal evolution matrix \( A \) are briefly described as follows. First, perform an \( M \)-order Singular Value Decomposition (SVD) on the initial state \( X_{1:N-1} \):

\[ X_{1:N-1} = U \Sigma V^* \]  

(7)

In the equation: \( U \) and \( V \) are unitary matrices made up of left and right singular vectors; \( U \) matrix: the feature vector of the sample, the dimension is \( M \times M \); \( V^* \) matrix: conjugate transpose of a weight vector representing a feature with dimension \( N \times N \); \( \Sigma \) is the diagonal matrix consisting of singular values, indicating the importance of the feature. The pseudo-inverse matrix \( X_{1:N-1}^+ \) is obtained from Equation (7) as follows:

\[ X_{1:N-1}^+ = V \Sigma^{-1} U^* \]  

(8)

By utilizing Equations (6) and (8), the temporal evolution matrix \( A \) can be solved for. The expression for \( A \) is as follows:

\[ A = X_{2:N} V \Sigma^{-1} U^* \]  

(9)

By projecting matrix \( A \) onto \( U \), the DMD matrix \( \hat{A} \) is obtained as follows:

\[ \hat{A} = U^* A U = U^* X_{2:N} V \Sigma^{-1} \]  

(10)

The calculation process for matrix \( \hat{A} \) can be viewed as a minimization problem of the Frobenius norm. As matrix \( \hat{A} \) is a similar transformation of \( A \), it contains the main eigenvalues
of matrix A. The $i$th eigenvalue of matrix $\hat{A}$ is denoted as $\lambda_i$ and the corresponding eigenvector as $\psi_i(r)$ [16]. The time series function $f(r,t)$ can be obtained by expanding $\psi_i(r)$ in $r$:

$$f(\vec{r}, t) = \sum_{i=1}^{n} c_i \psi_i(\vec{r}) \exp(\epsilon_i t)$$

(11)

The equation uses $c_i$ to denote the amplitude of the $i$-th mode and $\epsilon_i$ to denote the time constant of the $i$-th mode. The first-order mode $\epsilon_1$ in Equation (11) represents the constant component $G$ in Equation (5). Therefore, the second largest eigenvalue $\alpha$ can be used to obtain the fundamental mode component of $e_2$.

$$\alpha = -\epsilon_2 = -\frac{\ln(\lambda_2)}{T}$$

(12)

Since the prompt neutron decay constant is a negative state quantity, the sign of $\alpha$ is opposite to that of $\epsilon$.

2.3. Latin Hypercube Sampling

As a stratified sampling method, the LHS method can ensure that the sample points are evenly distributed throughout the entire parameter space based on the multi-dimensional characteristics of individuals and the number of samples [17]. Moreover, there is only one sample point in each interval, ensuring the spatial filling and representativeness of the samples. The LHS method is particularly effective in dealing with multidimensional parameter spaces, as it provides comprehensive coverage of the parameter space with a relatively small number of samples. This approach has found widespread applications in simulation and optimization problems, especially in situations where computational costs are high or experimental data are difficult to obtain. Compared to simple random sampling, LHS can more effectively explore the parameter space, improving the accuracy and efficiency of simulations. The flowchart of the LHS method is shown in Figure 1.

![Flowchart of the LHS method](image)

**Figure 1.** Block diagram of the flow of the Latin Hypercube sampling method.

The measurement of the prompt neutron decay constant using the DMD-Rossi-alpha method relies on a series of measurement data obtained from multiple locations to construct a snapshot matrix for DMD analysis. To ensure the reliability of experimental results, numerous repeated measurements are typically required. However, in practical measurements, the $^3$He neutron detectors used for experimental measurements are neutron absorbers themselves. An excessive number of these detectors can increase deviations between measurement results and theoretical calculations. Additionally, during extended
measurement periods, key parameters such as reactor power level, temperature, and pressure may undergo changes. These variations can directly affect the distribution and intensity of neutrons, potentially leading to discrepancies between measurement results and theoretical predictions. Therefore, it is imperative to limit both the number of measurement points and measurement duration. By employing the LHS method, it is possible to effectively sample measurement data from a single detector, constructing a representative and broadly covering sample set. This approach not only enhances data utilization efficiency but also helps reduce potential deviations arising from extended measurement durations or limited detector availability. Furthermore, it provides theoretical support for robustly extracting the prompt neutron decay constant from neutron noise data. The specific process for generating samples is as follows.

1. Determine the number of samples: First, determine the number of samplings $D$ and the characteristic dimensions $M$, where $D$ represents the number of pulse signal intervals detected by a detector within the measurement time. Then, establish an $M$-dimensional space based on $M$ random variables $X_1, X_2, \ldots, X_M$.
2. Stratification: Divide each dimensional datum into $D$ equal subintervals based on a uniform distribution.
3. Random sampling: Randomly select one sampling point from each dimensional subinterval, repeating this process $D$ times to generate $M \times D$ sample points.
4. Mapping to the target distribution: Each element in the $M \times D$ sampling matrix represents an index of a sampling point, indicating the coordinates of the sampling point in the original sample set.
5. Validation of sample distribution: The Rossi-alpha method was used to compare the original data samples with the sampling data after using the LHS method to ensure the applicability of the LHS method.

2.4. Construction of the LHS-DMD-Rossi-Alpha Method

The LHS-DMD-Rossi-alpha method integrates the functionalities of the Rossi-alpha method for measuring the prompt neutron decay constant, the DMD method for decomposing high-dimensional data and extracting feature modes, and the LHS method for uniform stratified sampling. The LHS-DMD-Rossi-alpha method enables rapid and efficient extraction of the unique eigenvalue representing the prompt neutron decay constant by utilizing measurement data from a single neutron detector. The flowchart of the LHS-DMD-Rossi-alpha method is illustrated in Figure 2.

The calculation process of the LHS-DMD-Rossi-alpha method can be divided into the following five stages.

1. Set the channel width $T$ and the number of channels $N$ in the Rossi-alpha method parameters.
2. Capture neutron pulse interval data with a single $^3$He neutron detector using the Rossi-alpha measurement method as the original data sample.
3. Employ the LHS to reconstruct the original data sample, generating an expanded sample set of $M \times D$, thus optimizing the DMD-Rossi-alpha method, which originally required $M$ detectors for measurement, to be measured with a single detector.
4. Use the Rossi-alpha method to extract the neutron correlation distribution from the expanded sample set of $M \times D$, generating an $M \times N$ histogram matrix.
5. Extract characteristic values representing the prompt neutron decay constant from the Rossi-alpha histogram distribution matrix using the DMD method.
3. Research on the LHS-DMD-Rossi-Alpha Method

3.1. Numerical Simulation of the KUCA Facility Based on RMC3.5

An essential step in the simulation and analysis work of the Rossi-alpha method is obtaining the neutron pulse time series chain. By employing RMC3.5, simulation models for the $^3$He proportional counter and the KUCA facility [18] are established, as shown in Figure 3. The sequence data of neutron pulses generated from nuclear reactions between neutrons and $^3$He gas $^3$He(n, p)$^7$T within the detector are recorded and saved in ASCII format for subsequent processing [19–21].

The KUCA facility is equipped with six absorber rods, capable of performing compensation and adjustment. Three of these serve as emergency safety rods for the reactor, named and located as follows: S4 (L, 9), S5 (I, 15), and S6 (N, 15). The other three act as

![Figure 3. Cross-sectional view of the KUCA core layout.](image-url)
control rods for reactivity adjustment, named and positioned as: C1 (L, 15), C2 (N, 9), and C3 (I, 9).

In the KUCA facility, a 1200-mm separation exists between the bottom and the top sections. The control rods and safety rods are designed to be inserted from the top. Experimental measurements involve adjusting the positions of these rods to manipulate the operational state of KUCA. Table 1 displays the distances between the bottoms of the control rods and safety rods and the bottom of the KUCA facility when in a critical state. The KUCA facility reserves three channels with a diameter of 3 cm to insert the detector. When required, three $^3$He detectors (#1~#3) are placed in the axial center of the outer reflector assembly. Through these detectors, the time series data of neutrons can be continuously collected to realize the measurement of the prompt neutron decay constant.

Table 1. Positions of control rods and safety rods in critical state.

<table>
<thead>
<tr>
<th>Control Rods</th>
<th>Safety Rods</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td>1200.00 mm</td>
<td>1200.00 mm</td>
</tr>
</tbody>
</table>

3.2. Performance Analysis of the LHS-DMD-Rossi-Alpha Method

This study positions the $^3$He detectors two assembly units away from the active fuel region, as illustrated in Figure 4. Based on the structural characteristics of the KUCA facility, 23 positions are selected at equidistant horizontal intervals for the arrangement of $^3$He detectors for traditional DMD analysis [22]. These positions serve as sampling points for collecting neutron time series data, used to construct matrix X. According to the DMD theoretical analysis discussed in Section 2.2, the size of matrix X is $23 \times 300$, indicating that 23 $^3$He proportional counters measured data for 300 time bins.

In the data analysis of the single exponential model of the Rossi-alpha method, the accuracy of calculating the prompt neutron decay constant heavily depends on the selection of the initial fitting point. In traditional analysis methods, the fitting domain is typically chosen in the interval after the higher-order modes have sufficiently decayed, that is, by
taking the logarithm of the neutron time interval counts and starting the Rossi-alpha method analysis where the curve becomes smooth. Alternatively, omitting the first \(2b + 1\) points (where \(b\) is the index of the time bin with the highest count) in the fitting process, these two correction methods rely on empirical judgment and have low generalizability. This study selects the zero point of the Rossi-alpha statistical histogram as the initial fitting point and conducts a data group control experiment without introducing masking time, to avoid the decrease in data credibility and contrast due to different selections of the initial fitting point, which would bring significant uncertainty to the measurement of the prompt neutron decay constant.

Due to the reproducible simulation feature of the RMC3.5, this research ensures that simulations will not affect subcriticality due to an excess of detectors; thus, data from only one detector are simulated at a time. By selecting 23 detection points for the DMD-Rossi-alpha analysis model, comparisons are made with the LHS-DMD-Rossi-alpha analysis model based on the C detector at position F-12, and the Rossi-alpha method based on the C detector at the same position. The relative errors of the alpha values calculated by these three computational models, compared to the calculated values, are illustrated in Figure 5.

![Figure 5. Relative error comparison of the multi-position DMD-Rossi-alpha Method, LHS-DMD-Rossi-alpha, and Rossi-alpha Method.](image)

Analysis using the Rossi-alpha method begins from the data origin with the C detector. As shown in the C-Rossi-alpha curve in Figure 5, the relative error of measuring the prompt neutron decay constant using Rossi-alpha gradually decreases in fluctuation as the number of channels increases. Compared to the relative error curve of measuring the prompt neutron decay constant based on the 23-DMD-Rossi-alpha, the distribution trend of the C-Rossi-alpha curve is more gradual, whereas the 23-DMD-Rossi-alpha curve shows smaller calculation deviations than the Rossi-alpha method in the channel range of \(160 < n \leq 300\). With the increase in channel numbers, the average relative error between the measured values of the prompt neutron decay constant using the DMD-Rossi-alpha method and the benchmark values is 4.4%.

The data for the DMD-Rossi-alpha method are sourced from simulated data collected by detectors at 23 different locations, as illustrated in Figure 4. The measurement accuracy of the \(^3\)He neutron detectors placed within the reactor is influenced by a combination of factors, including external sources, fission and absorption of nuclear materials, leakage, moderation, and more. Due to the uneven distribution of control rods and safety rods, there is significant variability in the data measured by detectors on both sides. However, as the DMD method is data-driven, substantial data variability might indicate the presence of diverse dynamic behaviors or interference from factors like noise and outliers. These factors could potentially introduce deviations when DMD extracts characteristic modes, ultimately increasing the measurement error of the DMD-Rossi-alpha method. In contrast,
the data for the LHS-DMD-Rossi-alpha method originate exclusively from the C detector. This approach mitigates neutron noise interference and enables more effective capture of characteristic information representing the prompt neutron decay constant.

Comparing the distribution curve of 23-DMD-Rossi-alpha with that of C-LHS-DMD-Rossi-alpha, it is observed that the calculation errors of both analysis methods are larger within the 50 < n ≤ 160 channel range; however, within the 160 < n ≤ 300 channel range, the fluctuation degree of the C-LHS-DMD-Rossi-alpha distribution curve with an increase in channel numbers is smaller than that of the 23-DMD-Rossi-alpha distribution curve. The average relative error between the value of prompt neutron decay constant measured by LHS-DMD-Rossi-alpha and the reference value is 3.5%, which is a 0.9% decrease in the average relative error compared to using the DMD-Rossi-alpha method. This indicates that the LHS-DMD-Rossi-alpha method can reduce the number of detectors while minimizing measurement bias.

To validate the accuracy and applicability of the LHS-DMD-Rossi-alpha method in comparison with the Rossi-alpha method for measuring the characteristic signals of the prompt neutron decay constant, this section, based on the KUCA facility, uses the C detector at position F-12 as a fixed detection point. By adjusting the positions of the control rods to change the subcriticality level of the core, measurement data from the C detector under three different levels of subcriticality are obtained to study the distribution trends of the LHS-DMD-Rossi-alpha method compared to the Rossi-alpha method in measuring the prompt neutron decay constant at different subcriticalities.

As depicted in Figure 6, the results of measuring the prompt neutron decay constant using the traditional Rossi-alpha method, when compared to calculated values, show an increasing deviation as the subcriticality deepens. Moreover, the relative error of the Rossi-alpha method calculation results under different subcriticalities is not significantly affected by the number of channels.

![Figure 6. The relative error diagrams of the calculation results of Rossi-alpha method under different subcriticalities.](image)

As shown in Figure 7, under different subcriticalities, the relative error between the measurement results obtained using the LHS-DMD-Rossi-alpha method and the benchmark values gradually stabilizes with decreasing fluctuations as the number of channels increases. Compared to the Rossi-alpha method, the deviation in the prompt neutron decay constant measured by the LHS-DMD-Rossi-alpha method from the calculated values decreases as the number of channels increases.
Figure 7. The relative error diagrams of the calculation results of LHS-DMD-Rossi-alpha method under different subcriticalities.

As illustrated in Figure 8, without introducing masking time, this study compares the average relative errors of two methods within the range of $160 < n \leq 300$ under corresponding subcriticality levels. The results indicate that the Rossi-alpha method and the LHS-DMD-Rossi-alpha method exhibit similar distribution characteristics: as the distance from criticality increases, the error in the calculation results becomes larger. This is because the accuracy of extracting the prompt neutron decay constant with the LHS-DMD-Rossi-alpha method is based on the accuracy of the Rossi-alpha method. However, as subcriticality increases, the number of correlated neutrons detected on the same fission chain gradually decreases, and the count of uncorrelated neutrons relatively increases, leading to an increase in systematic error and thus affecting the computational reliability of the LHS-DMD-Rossi-alpha method. Nonetheless, compared to the traditional Rossi-alpha method, the computational accuracy of the LHS-DMD-Rossi-alpha method is significantly improved.

Figure 8. The relative error diagrams of the calculation results of Rossi-alpha method and LHS-DMD-Rossi-alpha method under different subcriticalities.

To further optimize the computational performance of the LHS-DMD-Rossi-alpha method, the LHS method was employed to reconstruct measurement data from various detectors using the data from the C detector. In this investigation, eight distinct detector configurations were tested, with the number of detectors ($M$) in each configuration varying from 10, 15, 20, 25, 30, 35, 40, to 45. The LHS-DMD-Rossi-alpha method was then utilized to conduct measurements. By comparing the experimental results across different values
of M, we aim to ascertain the optimal number of detectors for effective utilization of the LHS-DMD-Rossi-alpha method.

As shown in Figure 9, the relative error of the LHS-DMD-Rossi-alpha method measurements decreases with an increase in the number of detectors (M), and the fluctuation of its curve gradually stabilizes. The reason for this phenomenon is that when the number of detectors (M) is small, the method has difficulty accurately extracting the prompt neutron decay constant from neutron noise signals in the data. However, as the number of detectors (M) gradually increases, more sample data provide rich information for modal decomposition, thereby improving the accuracy of decomposition and effectively reducing computational errors. Nonetheless, as the sample data continue to increase, the margin of error reduction gradually diminishes. This is because after the sample data reach a certain level, the main modes of the system have already been fully captured, and at this point, adding more sample data has a relatively limited contribution to further improving measurement accuracy.

![Figure 9. The relative error plots of the calculation results of the LHS-DMD-Rossi-alpha method under different detector numbers.](image)

4. Conclusions

This study utilizes the RMC3.5 to simulate detector responses in the KUCA facility. Building upon the implementation of the DMD-Rossi-alpha method, the LHS-DMD-Rossi-alpha method is proposed and validated using the KUCA facility across various subcritical states. The research findings are as follows.

1. In the critical state, compared with the DMD-Rossi-alpha method and the Rossi-alpha method, the results of the LHS-DMD-Rossi-alpha method for measuring the prompt neutron decay constant are less deviated from the calculation of the benchmark experimental values. The research shows that the LHS-DMD-Rossi-alpha method reduces the 23 detector data required by the DMD-Rossi-alpha method to one, and reduces the relative error of the calculation of the prompt neutron decay constant by 0.75%.

2. As the subcriticality deepens, both the Rossi-alpha method and the LHS-DMD-Rossi-alpha method show an increase in the relative error in calculating the prompt neutron decay constant. However, the relative error of the prompt neutron decay constant calculated by the LHS-DMD-Rossi-alpha method is still smaller than that calculated by the Rossi-alpha method, and the relative error is reduced by 9%.

3. By investigating the relative error of measuring the prompt neutron decay constant using datasets generated by varying the number of detectors (M) in the LHS-DMD-Rossi-alpha method through sampling, it was found that increasing the number of detectors can reduce the error of the LHS-DMD-Rossi-alpha method. However, the margin of error reduction gradually diminishes when the number of detectors increases to 35.
The current study focuses on validating the effectiveness of the LHS-DMD-Rossi-alpha method in measuring the prompt neutron decay constant. In future research, this method will be applied to the analysis of critical accidents [23,24], enabling further investigation into the variation patterns of the prompt neutron decay constant during critical accidents in reactor systems. This will provide solutions for safe operation and accident prevention in nuclear reactors.
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