Advanced Deep Learning Techniques for Battery Thermal Management in New Energy Vehicles
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Abstract: In the current era of energy conservation and emission reduction, the development of electric and other new energy vehicles is booming. With their various attributes, lithium batteries have become the ideal power source for new energy vehicles. However, lithium-ion batteries are highly sensitive to temperature changes. Excessive temperatures, either high or low, can lead to abnormal operation of the batteries, posing a threat to the safety of the entire vehicle. Therefore, developing a reliable and efficient Battery Thermal Management System (BTMS) that can monitor battery status and prevent thermal runaway is becoming increasingly important. In recent years, deep learning has gradually become widely applied in various fields as an efficient method, and it has also been applied to some extent in the development of BTMS. In this work, we discuss the basic principles of deep learning and related optimization principles and elaborate on the algorithmic principles, frameworks, and applications of various advanced deep learning methods in BTMS. We also discuss several emerging deep learning algorithms proposed in recent years, their principles, and their feasibility in BTMS applications. Finally, we discuss the obstacles faced by various deep learning algorithms in the development of BTMS and potential directions for development, proposing some ideas for progress. This paper aims to analyze the advanced deep learning technologies commonly used in BTMS and some emerging deep learning technologies and provide new insights into the current combination of deep learning technology in new energy trams to assist the development of BTMS.
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1. Introduction

The substantial increase in the number of traditionally fueled vehicles has led to a sharp rise in the proportion of carbon dioxide emissions from the transportation sector, exacerbating global warming [1,2]. With the growing awareness of environmental protection and the increasing international concern for environmental issues, controlling carbon dioxide emissions has become a critical agenda. Against this backdrop, the development of electric and other new energy vehicles is flourishing [3], and some countries have included the development of new energy vehicles in their national strategies [4,5]. New energy vehicle technology consists of technologies such as hybrid electric vehicles (HEV), battery electric vehicles (BEV), and fuel cell electric vehicles (FCEV), which are considered alternative technologies to traditional internal combustion engine vehicles (ICEV) [6].

Lithium batteries, with their high efficiency, high energy density, long lifespan, low self-discharge rate, and minimal memory effect, have become the ideal power source for new energy vehicle powertrains [7–10]. As illustrated in Figure 1, the working principle involves electrons moving from the anode to the cathode during discharge, with lithium atoms deposited between carbon layers at the anode losing electrons and diffusing towards...
the cathode’s electrolyte. During the charging process, this process occurs in the opposite direction [10–12]. However, lithium-ion batteries are highly sensitive to temperature changes throughout their service life [13,14]. Heat is generated within lithium batteries due to the chemical reactions during charging and discharging. If not properly managed, uneven heat distribution can lead to localized high temperatures, which can result in reduced battery performance, shortened lifespan, and even safety hazards [9,13,15]. Additionally, low temperatures in extreme environments can severely decrease the battery’s power and energy output [8]. Therefore, a Battery Thermal Management System (BTMS) is crucial for maintaining the temperature of batteries in new energy vehicles. It maximizes the performance of the lithium battery by maintaining the ideal temperature range of the battery and improving its temperature stability, and it effectively prevents the internal temperature rise caused by operation and the low temperatures caused by external environments, thus preventing damage to the batteries from these adverse factors [8,9,14,16–18].

![Diagram of discharging and charging process of lithium-ion battery](image)

Figure 1. Schematic diagram of (a) discharging and (b) charging process of lithium-ion battery (Reprinted with permission from Ref. [19], Copyright 2016, American Chemical Society).

In the research and design of an efficient BTMS, numerical simulation methods such as Computational Fluid Dynamics (CFDs) are commonly employed to obtain parameters like internal temperature fields and medium flow fields, which are then used to evaluate and improve the design, optimizing flow channel structures [20,21]. However, numerical simulation methods require substantial time and computational costs [21,22], hindering the efficient progress of BTMS design. Although the equivalent circuit model and lumped model are efficient and simplified models, they cannot provide detailed temperature distribution and heat flow path inside the battery, so they may not be accurate enough to design an accurate thermal management system. At the same time, these models often make it difficult to judge the future trend of battery parameters according to historical data [23,24]. Additionally, in the actual operation of new energy vehicles, the thermal runaway safety issues of batteries remain a key focus for BTMS [25]. Quickly and accurately estimating the battery’s thermal properties, such as temperature and heat generation rate, along with its electrical properties, including current, voltage, and state of charge, is essential for assessing its operational state. This capability is crucial for the BTMS to provide timely early warnings and control adjustments. Addressing this challenge is a major focus in ensuring the thermal safety of batteries in new energy vehicles. With the rapid development of artificial intelligence (AI) technology in recent years, deep learning (DL), as one of the
hottest research trends in the field of AI, has developed swiftly [26], and its application in the field of thermal management for new energy vehicle batteries is increasing. Deep learning models, which are multi-layer Artificial Neural Network (ANN) models, have demonstrated efficient predictive performance in dealing with nonlinear problems such as battery heat generation and transient temperature fields [27–29]. After full learning, deep learning models can often output calculation results instantaneously while ensuring considerable accuracy. They often have obvious advantages over CFDs in calculation speed and computing power requirements. Using deep learning techniques to optimize BTMS design can save considerable computing resources [30]. The rapid predictive nature of deep learning models makes them a key technology for real-time monitoring and state judgment of battery parameters. Furthermore, with the introduction of advanced deep learning optimization algorithms such as Convolutional Neural Network (CNN) [31], Long Short-Term Memory network (LSTM) [32], Gated Recurrent Unit (GRU) [33], and Generative Adversarial Network (GAN) [34], deep learning’s role in assisting BTMS design research and applications is continuously deepening. These algorithms show excellent performance in handling spatial temperature distribution and long-time series of current and voltage features and make it possible for BTMS to predict the future state of the battery according to the spatial history information. The introduction of these algorithms provides strong support for the design of BTMS. Through deep learning technology, the working state of batteries during the operation of new energy vehicles can be more accurately predicted and judged, accelerating the design optimization of BTMS and thereby enhancing the safety of new energy vehicles and the performance of BTMS.

The contributions of this review and the structure of the article are as follows: Section 2 provides a detailed introduction to the basic algorithms in deep learning and the principles of related optimization algorithms. Section 3 reviews the principles of various advanced deep learning algorithms and their applications in recent years to address issues in battery thermal management and thermal safety, as well as in assisting the design of thermal management systems. This includes applications in estimating aspects such as temperature, heat generation, system performance, State of Charge (SOC), and voltage and elucidates the characteristics of these deep learning methods. Section 4 briefly introduces a recently proposed novel deep learning algorithm (KAN) [35], as well as some advanced deep learning algorithms not mentioned in previous reviews [8,16,22], such as Diffusion Model and Transformer [36,37]. It analyzes the advantages of these methods and their potential applications in battery thermal management. Section 5 summarizes some of the current deep learning techniques used in BTMS. Section 6 discusses the current obstacles in the application of deep learning algorithms in battery thermal management and provides some feasible solutions and development directions for future research.

2. A Basic Introduction to Deep Learning

2.1. Concepts of Deep Learning

Deep learning’s complexity, often likened to a ‘black box’, arises from its extensive parameter set [38]. Figure 2a illustrates this as an intricate function, \( f(x, a, b, c \ldots) \), where \( x \) denotes the input variables and \( a, b, c \ldots \) symbolizes the model’s parameters. The model processes these inputs \( x \) to produce outputs \( y \). The ‘deep’ in deep learning signifies the presence of multiple layers within the network’s architecture, with each neuron functioning as a feature-processing unit. Figure 2b shows that each neuron receives input features, applies weights to them, and sums the results [39]. A bias is commonly added to this sum, and the ReLU activation function determines the neuron’s activation state: if the sum is less than zero, the neuron remains inactive; if greater, it activates and propagates the features to the next layer.
2.2. Loss Function

To describe the discrepancy between the output of a deep learning model and the target values, we employ loss functions to evaluate the performance of the generated model [40]. In the context of regression problems in deep learning, several commonly used loss functions include Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE), Huber Loss, and LogCosh Loss. Their formulas are shown in Equations (1)–(5), as follows:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \tag{1}
\]

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \tag{2}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \tag{3}
\]

\[
Huber = \begin{cases} 
\frac{1}{2n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2, & |y_i - \hat{y}_i| \leq \delta \\
\frac{1}{2n} \sum_{i=1}^{n} (2\delta |y_i - \hat{y}_i| - \delta^2), & |y_i - \hat{y}_i| > \delta 
\end{cases} \tag{4}
\]

\[
LogCosh = \frac{1}{n} \sum_{i=1}^{n} \log(cosh(y_i - \hat{y}_i)), \cosh(x) = \frac{e^x + e^{-x}}{2} \tag{5}
\]

where \(i\) is the index of the variable, \(\hat{y}_i\) is the predicted value, \(y_i\) is the actual value, \(n\) is the total number of variables, \(\delta\) is the parameter of the function, and \(x\) is the independent variable of the function.
2.3. Gradient Descent

Gradient descent is a fundamental optimization method used in training deep learning models. The core concept involves computing the gradient of the loss function with respect to a parameter in the deep learning model. This gradient information is then used to update the model’s parameters, steering them in the direction where the loss function decreases, thereby minimizing the model’s overall loss. This process can be described in Equations (6)–(8) [41], as follows:

\[ g_a = \frac{\partial}{\partial a} L(x_i, y_i, a, b, c \ldots) \]  \hspace{1cm} (6)

\[ \delta_a = lr \cdot g_a \]  \hspace{1cm} (7)

\[ a' = a - \delta_a \]  \hspace{1cm} (8)

In gradient descent optimization, the loss function \( L(x_i, y_i, a, b, c \ldots) \) is minimized by updating the model parameter \( a \) based on the gradient \( g_a \) of the loss with respect to the parameter. The update amount \( \delta_a \) is determined by the learning rate \( lr \), which scales the gradient to adjust the step size. The updated parameters are denoted by \( a' \). As the model parameters evolve, the loss and its gradient decrease. As per Equation (7), a higher learning rate leads to larger parameter updates, potentially accelerating convergence but risking overshooting the optimal solution, as depicted in Figure 3. This can result in oscillations around the optimum, hindering stable convergence. On the other hand, a lower learning rate ensures more gradual updates, reducing the risk of oscillations but at the cost of slower convergence.

![Figure 3. Effects of larger and smaller learning rates on neural network parameter optimization.](image-url)
2.4. Stochastic Gradient Descent (SGD)

In deep learning, models often process multiple batches of data concurrently. Performing full dataset computations to determine the gradient mean for a single parameter update can be computationally intensive and may slow down the learning process [41]. To mitigate this, Stochastic Gradient Descent (SGD) [42] selects a random subset of the data for each update, calculating the gradient mean over this subset to update the model parameters. This method conserves computational resources and speeds up the training process [16].

2.5. Backpropagation

Furthermore, deep learning models leverage the backpropagation algorithm to uncover intricate patterns within extensive datasets, fine-tuning their internal parameters accordingly [43]. Backpropagation is an efficient technique for gradient computation. It initiates at the output layer, employs the chain rule to determine the error gradients for each layer, and stores these gradients. Utilizing these stored values, the algorithm calculates the error gradients for the parameters of the preceding layers. Finally, it updates the parameters of each layer through gradient descent, facilitating the model’s learning and adaptation [44].

2.6. Improved Optimization Method

In deep learning, SGD can guide the model in optimizing the direction of minimizing loss, but it has some drawbacks. For instance, as the model trains, the learning rate often needs to be manually adjusted to accommodate the varying demands for model parameter updates under different loss gradients, preventing the model from overfitting. Additionally, in deep learning, SGD tends to become stuck in local minima, making it difficult for the model to optimize.

2.6.1. Gradient Descent with Momentum

In deep learning, SGD is prone to become stuck at saddle points, where the gradient is zero but not at a global optimum of the parameters, causing the network parameters to oscillate near local optima and making it difficult to update towards the global optimum [41]. To adjust the learning speed and accelerate the convergence of deep learning, momentum-based stochastic gradient algorithms have been proposed [45,46]. As shown in Figure 4a, these methods retain the influence of the previous update direction on the next iteration. When facing a local optimum, the introduction of momentum can prevent parameter updates from being too small due to a shallow gradient, thus avoiding becoming stuck at local optima. At the same time, when dealing with high-curvature issues, as shown in Figure 4b, the update direction from the last parameters will restrict the current update direction, reducing the update amount and alleviating parameter oscillation. Momentum methods can speed up convergence and help parameters escape local optima when dealing with high-curvature and noisy gradients [46,47]. These principles can be referred to in Equations (6), (9) and (10) [41]:

\[ m' = \gamma \cdot m + lr \cdot g_a \]  
\[ a' = a - m' \]

where \( g_a \) represents the partial derivative of the loss function with respect to the model parameter; \( a, m \) is the momentum term in the momentum gradient descent, which helps in accelerating the learning process; \( m' \) is the updated momentum term after considering the influence of the previous update; \( lr \) is the learning rate, a hyperparameter that scales the update step; \( a' \) denotes the updated model parameters after the application of the momentum method; and \( \gamma \) is a hyperparameter related to the momentum term, indicating the influence weight of the previous update direction on the current update direction.
2.6.2. Adaptive Gradient Algorithm (AdaGrad)

As parameters are continuously updated, they gradually converge on the optimal values. However, if the learning rate is kept constant, the magnitude of parameter updates may remain large even in the later stages of training, which can lead to overshoot and make it difficult for the model to converge [48]. The AdaGrad algorithm [49] addresses this issue by making the learning rate adaptive rather than fixed. As the model optimizes, the accumulated loss gradients cause the learning rate to decay progressively. These principles can be referenced in Equations (6) and (11)–(13) [50]:

\[
S_t = S_{t-1} + g_a^2
\]

(11)

\[
lr = lr_0 \cdot \frac{1}{\sqrt{S_t + \epsilon}}
\]

(12)

\[
a_t = a_{t-1} - lr \cdot g_a
\]

(13)

where \(g_a\) represents the partial derivative of the loss function with respect to the model parameter \(a\). \(S_{t-1}\) is the sum of squared gradients accumulated after \(t-1\) iterations of the model, and \(S_t\) is the sum of squared gradients accumulated by the \(t\)-th iteration. \(lr\) is the current learning rate, \(lr_0\) is the initial learning rate, and \(\epsilon\) is a small constant added to prevent division by zero in Equation (12). According to the principle of the AdaGrad algorithm, the learning rate is determined by the accumulated squared loss gradients. As the model iterates, the sum of squared loss gradients continues to increase, causing the learning rate to decay over time. This aligns with the need for a lower learning rate in the later stages of deep learning iterations as the parameters approach the optimal point. Moreover, in AdaGrad, the adjustment of the learning rate is related to the accumulated squared gradients of the loss function corresponding to each parameter. As a result, different parameters may experience different rates of learning rate decay during training, allowing each parameter to adjust its learning rate independently according to its optimization needs. However, AdaGrad also has an undeniable issue: If the learning rate decays too rapidly during the iteration process, it may lead to a reduction in parameter updates in the later stages of model training, making it difficult for the model to converge.
2.6.3. Root Mean Square Propagation (RMSProp)

To a certain extent, the introduction of RMSProp has addressed the issue of premature learning rate decay in AdaGrad. Unlike AdaGrad, which accumulates the square of gradients over all past iterations, RMSProp focuses more on the gradient information from the recent iterations. It calculates the moving average of squared gradients using exponential decay, thus avoiding the monotonic decrease in learning rate that occurs with AdaGrad. These formulas can be referenced in Equations (6) and (12)–(14) [41,51]:

\[ S_t = \beta \cdot S_{t-1} + (1 - \beta) \cdot g_a^2 \]  

(14)

where \( \beta \) is the decay factor, which ranges from 0 to 1, and \( g_a \) represents the partial derivative of the loss function with respect to the model parameter \( a \). \( S_{t-1} \) is the exponentially weighted average of squared gradients at the iteration \( t - 1 \), while \( S_t \) is the exponentially weighted average of squared gradients at the \( t \)-th iteration. RMSProp effectively mitigates the issue of premature learning rate decay caused by a single high loss gradient, as well as the problem of excessively low learning rates in later iterations due to monotonic decay, which can lead to insufficient optimization momentum. This adaptive learning rate adjustment method helps to maintain the algorithm’s dynamism and robustness during the training process.

2.6.4. Adaptive Moment Estimation (Adam)

Kingma et al. [52] proposed the Adaptive Moment Estimation (Adam) algorithm, which combines the advantages of RMSProp and AdaGrad. By updating the first and second moment estimates of the gradients, it achieves an adaptive learning rate that can effectively address the optimization issues associated with sparse gradients and non-stationary target functions [50]. The principles of this method can be referenced in Equations (6) and (15)–(19) [16,51]:

\[ m_t = \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot g_a \]  

(15)

\[ S_t = \beta_2 \cdot S_{t-1} + (1 - \beta_2) \cdot g_a^2 \]  

(16)

where \( \beta_1, \beta_2 \) is the decay factor, which defaults to 0.9 and 0.999, \( g_a \) is the partial derivative of the loss function with respect to the model parameters, and \( t \) is the number of current iterations. \( S_{t-1}, m_{t-1} \) is the exponential decay average of the squared gradient and the exponential decay average of the gradient at the number of \( t - 1 \) iteration of the model.

\[ \hat{m}_t = \frac{m_t}{1 - \beta_1^t} \]  

(17)

\[ \hat{S}_t = \frac{S_t}{1 - \beta_2^t} \]  

(18)

\[ a_t = a_{t-1} - \frac{lr}{\sqrt{\hat{S}_t + \epsilon}} \cdot \hat{m}_t \]  

(19)

where \( \hat{m}_t, \hat{S}_t \) are the modified \( m_t, S_t \). \( lr \) is the learning rate. \( \epsilon \) is a small quantity in order to avoid the denominator being 0 in Equation (19).

2.7. Mixed-Precision Training

In most cases, deep learning models are trained using single-precision floating-point (FP32) arithmetic. During gradient computation, the large number of parameters in deep learning models increases computational workload and memory pressure due to the use of FP32. In 2017, mixed-precision training [53] was proposed, effectively alleviating the computational pressure and storage volume issues associated with FP32 operations. When training deep learning models with mixed precision, the combination of single-precision
and half-precision floating-point (FP16) numbers leverages their respective advantages to accelerate training speed and reduce memory usage while ensuring accuracy [54]. The key techniques of mixed-precision training are threefold, as follows: weight backup, loss scaling, and precision accumulation.

As illustrated in Figure 5, during mixed-precision training, the model’s parameters are stored in FP16 format, while a copy of the weight parameters is kept in FP32 (referred to as Master_Weights) for updates during training. To prevent issues such as underflow caused by the use of FP16 in parameter updates, where gradients may become too small, and to reduce the impact of rounding errors on model performance, an appropriate scaling of the loss function can address these concerns. Specifically, the loss in FP32 format is multiplied by a scale factor to shift potentially overflowing fractional data, thus avoiding overflow issues when converting the loss to FP16 format. In mixed-precision training, matrix multiplication operations are performed using FP16, and the results are accumulated using FP32 data format before being converted back to FP16 for storage in memory. Currently, many deep learning frameworks [55,56] have integrated mixed-precision training. Utilizing mixed-precision training when training models on GPUs can effectively reduce GPU memory occupation and computational load, saving training time. With the same hardware, mixed-precision training can accommodate larger batch sizes, thereby accelerating model training and enhancing training performance [57,58].

![Figure 5. Flowchart of the principle of mixed-precision training.](image)


Deep learning, as a breakthrough technology in the field of artificial intelligence, has demonstrated its formidable capabilities in various domains such as image recognition, data analysis, and time series data processing, surpassing traditional Deep Neural Network (DNN). Applying these advanced deep learning techniques to battery thermal management can effectively address the limitations of conventional methods in battery state prediction, fault diagnosis, and thermal behavior simulation. Deep learning models, such as CNN and LSTM, can process vast amounts of data, capture complex nonlinear relationships, and learn the underlying parameter associations of battery states, achieving precise estimation of battery thermal properties and conditions. Additionally, GAN, through adversarial training, can learn the characteristics of real samples and produce diverse generated samples that are indistinguishable from the real ones. They have shown significant potential in expanding
limited battery datasets, enhancing the robustness of deep learning models and predicting battery states based on reconstruction methods.

3.1. Convolutional Neural Network (CNN)

CNN [31] is a widely used deep learning algorithm for tasks such as image recognition, image classification, and image regression [43,59]. A CNN consists of convolutional layers, pooling layers, and fully connected layers. As shown in Figure 6a, a CNN can be viewed as comprising convolutional components and fully connected layers, where the fully connected layers function similarly to a simple ANN, accepting the data output from the convolutional layers and employing multiple layers of neurons for learning. As depicted in Figure 6b, within a CNN, the convolutional layers perform convolution operations on the input images, with the formula referenced in Equation (20) [59]:

\[ z_{i,j,k}^l = w_k^l \cdot x_{i,j}^l + b_k^l \]  

(20)

where \( z_{i,j,k}^l \) is the value at \((i, j)\) in the \(k\)-th feature map of the \(l\)-th layer, \(w_k^l\) and \(b_k^l\) are the weight vector and bias term of the \(k\)-th convolution kernel of the \(l\)-th layer, respectively, and \(x_{i,j}^l\) is the input group located in the \(l\)-th layer with the center position at \((i, j)\). After processing the results through an activation function, pooling operations are performed on the output to reduce the number of parameters and computational load in the subsequent layers of the model [60–62]. Typical pooling operations include max pooling and average pooling, with the formulas referenced in Equation (21) [43,59].

\[ y_{i,j,k}^l = \text{pool}(d_{m,n,k}^l), \forall (m, n) \in n_{i,j} \]  

(21)

where \( y_{i,j}^l \) is the value at \((i, j)\) on layer \(l\), feature map \(k\) after pooling operation. \(d_{m,n,k}^l\) is the pooling region containing the set of locations \((m, n)\) on layer \(l\), feature map \(k\), and \(n_{i,j}\) is the region near \((i, j)\) before the pooling operation.

Figure 6. Schematic of (a) convolutional neural network architecture, (b) convolution operation, (c) pooling operation.
In CNN, max pooling is frequently used. As shown in Figure 6c, the pooling kernel scans the pooling region and assigns the maximum value within that region to the pixel at the corresponding position in the new feature map. The strengths of CNN in processing images and multidimensional data have led to its application and research in estimating the spatial thermal properties of batteries and battery states.

Mengyi Wang et al. [63] combined a CNN model with Virtual Thermal Sensor (VTS) technology to obtain internal battery temperatures without the need for any thermal characteristics, heat generation, or thermal boundary conditions of the battery solely by measuring external battery temperatures. The measured external temperatures were presented as an 8 * 8 thermal map for input into the CNN, with the CNN outputting estimated values for 64 internal temperatures. Additionally, the CNN’s predictions were compared with those of linear regression (LR). The model’s performance on the test set is shown in Table 1. The CNN outperforms LR in terms of goodness of fit ($R^2$), MAE, and MSE, showing a clear advantage in temperature prediction accuracy. Moreover, the CNN prediction time is 1.49 s (<5 s), which makes it possible to predict and monitor the internal temperature of the battery in real time by CNN combined with VTS only through external temperature.

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>MAE</th>
<th>MAXE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.1641</td>
<td>0.3441</td>
<td>0.3315</td>
<td>0.9823</td>
</tr>
<tr>
<td>CNN</td>
<td>0.047</td>
<td>0.1657</td>
<td>0.4689</td>
<td>0.9949</td>
</tr>
</tbody>
</table>

To harness the full potential of CNN and expand its capabilities, some studies have successfully combined CNN with other algorithms for efficient prediction of battery characteristics. Hongli Ma et al. [64] employed a hybrid approach that integrates CNN with the Unscented Kalman Filter (UKF). As shown in Figure 7, without the need for complex internal chemical reaction information of the battery, the measured voltage, current, and temperature of the LIB served as input data for the CNN, which extracted the time series features of the input data and corrected using UKF to output high-precision SOC estimation. Additionally, the study compared the performance of this model with simple CNN and other advanced methods under different temperatures and conditions, showing that the CNN-UKF method outperforms other data-driven SOC estimation methods in terms of accuracy and robustness, with the average values of RMSE and MAE also significantly reduced, up to 61.50% and 69.27% improvement. This method eliminates the need for manual tuning of CNN network hyperparameters, reduces the model’s sensitivity to hyperparameters, improves network efficiency, and demonstrates excellent performance in enhancing the model’s accuracy and robustness.

Although significant accuracy in SOC estimation has been achieved at room temperature using deep learning algorithms, SOC estimation at lower temperatures still requires more complex network architectures to capture the intricate features affecting battery dynamics. To accurately estimate SOC at lower temperatures, Zeinab Sherkatghanad et al. [65] proposed a robust deep learning model based on CNN (CNN-Bi-LSTM-AM), which can effectively generalize across a wide range of ambient temperatures, addressing the challenge of achieving precise SOC estimation over a broad temperature range. As shown in Figure 8g, the model integrates a self-attention mechanism, CNN, and Bidirectional Long Short-Term Memory (Bi-LSTM) network, effectively processing the inherent spatial and temporal information of lithium-ion battery data. As depicted in Figure 8a–f, the study utilized 160,453 datasets from mixed drive cycles as the training dataset and 54,727 datasets from automotive industry standard driving cycles as the test set. The model takes current, voltage, temperature, average current, and average voltage as inputs and outputs SOC prediction values. The model was validated by comparing the SOC estimation results at room temperature (25 °C) and three lower ambient temperatures (10 °C, 0 °C, −10 °C).
using 12 different deep learning models (including LSTM, Bi-LSTM, CNN-LSTM, with and without attention mechanism). The results, as shown in Table 2, demonstrate that the CNN-Bi-LSTM-AM model proposed in this study exhibits high estimation accuracy and predictive performance across different temperature conditions. Deep learning models that combine multiple techniques often show a more powerful generalization ability and excellent performance.

![Figure 7. Overall flowchart of CNN-UKF (Figure obtained from [64]).](image)

**Table 2.** Comparison of SOC estimation results at room temperature (25 °C) with three lower ambient temperatures (10 °C, 0 °C, −10 °C) [65].

<table>
<thead>
<tr>
<th>Temperature</th>
<th>10 °C</th>
<th>0 °C</th>
<th>−10 °C</th>
<th>25 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>MAE (%)</td>
<td>RMSE (%)</td>
<td>MAE (%)</td>
</tr>
<tr>
<td>LSTM</td>
<td>1.33</td>
<td>0.79</td>
<td>1.43</td>
<td>0.87</td>
</tr>
<tr>
<td>LSTM-AM</td>
<td>1.29</td>
<td>0.76</td>
<td>1.27</td>
<td>0.8</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>1.31</td>
<td>0.77</td>
<td>1.25</td>
<td>0.83</td>
</tr>
<tr>
<td>Bi-LSTM-AM</td>
<td>1.28</td>
<td>0.77</td>
<td>1.23</td>
<td>0.78</td>
</tr>
<tr>
<td>S-LSTM</td>
<td>1.27</td>
<td>0.76</td>
<td>1.16</td>
<td>0.75</td>
</tr>
<tr>
<td>S-LSTM-AM</td>
<td>1.26</td>
<td>0.72</td>
<td>1.11</td>
<td>0.73</td>
</tr>
<tr>
<td>S-Bi-LSTM</td>
<td>1.26</td>
<td>0.75</td>
<td>1.1</td>
<td>0.73</td>
</tr>
<tr>
<td>S-Bi-LSTM-AM</td>
<td>1.25</td>
<td>0.73</td>
<td>1.08</td>
<td>0.71</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>1.23</td>
<td>0.77</td>
<td>0.98</td>
<td>0.63</td>
</tr>
<tr>
<td>CNN-LSTM-AM</td>
<td>1.21</td>
<td>0.71</td>
<td>0.98</td>
<td>0.65</td>
</tr>
<tr>
<td>CNN-Bi-LSTM</td>
<td>1.23</td>
<td>0.76</td>
<td>0.99</td>
<td>0.62</td>
</tr>
<tr>
<td>CNN-Bi-LSTM-AM</td>
<td>1.2</td>
<td>0.67</td>
<td>0.97</td>
<td>0.61</td>
</tr>
</tbody>
</table>
In addition to battery temperature and state, accurate estimation of battery heat generation rate (HGR) and voltage is crucial for the safe and efficient operation of electric vehicle BTMS. To estimate and optimize the thermal generation rate and voltage distribution of lithium-ion batteries for application in electric vehicles, S. Yalçın et al. [66] proposed a model named CNN-ABC. As shown in Figure 9, this model combines the advantages of CNN with the Artificial Bee Colony (ABC) optimization algorithm. It captures hidden features in the data through CNN and optimizes HGR and voltage estimation using the ABC algorithm. Additionally, the study compared the proposed model with other AI methods, showing that the CNN-ABC model outperformed other AI methods in both HGR and voltage estimation, with an HGR estimation RMSE of 1.38% and R^2 of 99.72% and a voltage estimation RMSE of 3.55% and R^2 of 99.82%. The study shows that CNN combined with ABC can better solve the problem of accurate estimation of battery HGR and voltage.
3.2. Residual Neural Network (ResNet)

ResNet [67] is a deep learning algorithm that improves upon the CNN architecture, as shown in Figure 10a. By integrating residual modules into the CNN, it allows signals within the network to bypass one or more layers, directly propagating from input to output. This effectively mitigates common issues such as vanishing and exploding gradients, as well as the performance degradation often encountered during the training of deep network (where the model’s effectiveness decreases with the addition of more layers). Consequently, ResNet enhances the training efficiency and stability of deep learning models. Currently, ResNet has found applications in complex feature recognition and deep network problems.

Figure 9. The proposed CNN architecture for HGR and voltage estimation (Figure obtained from [66]).

Figure 10. Schematic representations of (a) the residual neural network architecture, (b) the BTMS structure, and (c) the ResNet-50 architecture in the study (Figure obtained from [30]).
In the research by Yuan Xu et al. [30], a method based on fluid dynamics and ResNet was proposed to optimize the thermal management and aerodynamic noise performance of a marine power battery air-cooling BTMS. As shown in Figure 10b, the study used a single battery module containing eight identical LFP (LiFePO₄) marine batteries, equipped with a Z-shaped layout BTMS. Room temperature ambient air enters through the inlet channel at the lower left of the module, with cooling channels uniformly distributed at intervals of d. The study investigated the impact of system structural parameters and operational parameters, such as battery spacing (d), main channel inclination angle (θ), and inlet velocity (v), on thermal management performance (maximum temperature Tmax and maximum temperature difference ΔTmax) and aerodynamic noise performance (overall sound pressure level OSPL). As shown in Figure 10c, the study employed the ResNet-50 model to establish the relationship between system parameters and performance indicators, achieving rapid and accurate prediction. By inputting battery spacing (d), main channel inclination angle (θ), and system inlet velocity (v), the model fits and outputs Tmax, ΔTmax, and OSPL through the ResNet-50. Furthermore, the study combined ResNet-50 with the TOPSIS evaluation method to determine the optimal system structure and operational parameters. The results showed that, compared to the baseline, the optimal case reduced the maximum temperature by 10.63 K and the maximum temperature difference by 9.41 K. At the same time, under the best operational parameters in the prediction set, the model’s maximum temperature error was 0.08%, and the maximum temperature difference error was 2.64%, which shows that the use of ResNet to judge the performance of BTMS is almost the same as that of the simulation method, and the use of deep learning technology can significantly save the computational cost and help to accelerate the determination of the best working condition parameters.

In the research by Xin Cao et al. [68], an early diagnosis method for overcharge thermal runaway based on the Gramian Angular Summation Field (GASF) [69] and the residual network (ResNet) was proposed. As shown in Figure 11, the study obtained surface temperature data of lithium-ion batteries (lithium iron phosphate) during normal and overcharge processes through experiments and divided them into different stages (normal charge, early overcharge, and middle overcharge). GASF was used to convert the measured surface temperature time series into two-dimensional thermodynamic images, where pixel values represent temperature levels. The ResNet18 model was employed to extract features from thermodynamic images, enabling the classification of the three states. This method can achieve a diagnostic accuracy rate of 97.7% before the battery surface temperature reaches 50 °C, realizing early warning and safety monitoring for lithium-ion battery overcharge thermal runaway. Additionally, the method was tested on 12 Ah and 20 Ah lithium iron phosphate batteries, demonstrating good reliability and applicability. The research shows that ResNet can extract features from battery surface temperature data, enabling early diagnosis of overcharge thermal runaway and enhancing the safety and reliability of lithium-ion batteries.

3.3. Recurrent Neural Network (RNN)

In predicting battery thermal properties and states, the SOC curve, voltage curve, temperature curve, and other time series fluctuate over time and often exhibit strong autocorrelation. Traditional deep neural network extends longitudinally, improving learning effects by increasing the number of neuron layers, but this approach does not consider the temporal changes in each hidden layer. Although CNN can extract features from time series through convolution operations, these operations focus on the features of nearby sequences. When a larger time interval separates two features, multiple layers of convolution operations are often required to associate the two features, greatly increasing the network’s complexity and computational load.
A Recurrent Neural Network (RNN) [70] is a deep learning algorithm for processing sequential information, introducing relationships between preceding and subsequent time steps in a neural network. An RNN mainly consists of input layers, hidden layers, and output layers [8]. As shown in Figure 12a, the hidden layer of an RNN processes the input of a sequence element one at a time and uses the output of the hidden layer as additional input for the next sequence element [71,72]. The RNN retains the influence of the previous sequence features on the current sequence features. The output $y_t$ of RNN at the current time $t$ is referred to in Equations (22) and (23) [72,73], where $f$ is the activation function, $x_1 \ldots x_n$ is the input sequence, $h_t$ is the hidden state at that instant, $W_{xh}$, $W_{hh}$, $W_{hy}$ is the weight, and $b_h$, $b_y$ is the bias.

$$h_t = f(W_{xh}x_t + W_{hh}h_{t-1} + b_h)$$  \hspace{1cm} (22)  \\
y_t = W_{hy}h_t + b_y \hspace{1cm} (23)$$  

Although RNN has strong capabilities for processing time series problems, it often struggles to capture features from earlier sequences as the number of time steps increases. The LSTM [32] is an improved algorithm based on RNN, addressing the issue of traditional RNN having only short-term memory and being unable to handle longer time series [8]. Moreover, LSTM also resolves the issues of training instability caused by gradient explosion and vanishing gradients in RNN [74]. As shown in Figure 12b, LSTM handles long-term dependencies through its input gate, output gate, and forget gate, with these three gates using a sigmoid function (ranging between 0 and 1) to determine how much past information is remembered and how much new information is forgotten in the current cell [75,76]. The specific operations are detailed in Equations (24)–(29) [76,77]:

$$i_t = \sigma(W_{ix}x_t + W_{ih}h_{t-1} + b_i)$$ \hspace{1cm} (24)  \\
f_t = \sigma(W_{fx}x_t + W_{fh}h_{t-1} + b_f) \hspace{1cm} (25)  \\
\hat{c}_t = \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \hspace{1cm} (26)$$  

$$c_t = f_t \odot c_{t-1} + i_t \odot \hat{c}_t$$  \\
y_t = \sigma(W_{yx}x_t + W_{yh}c_t + b_y)$$
where $c_t$ is the updated state output of the unit; $i_t$, $f_t$ and $o_t$ denote the input gate, forget gate, and output gate, respectively. $\sigma$ is the activation function (sigmoid function), $W$ and $b$ denote the associated weights and biases. Compared with the traditional RNN, its hidden layer is no longer a simple temporal superposition, but considers the interaction of multiple gates. To understand LSTM better, it is necessary to think more closely about human neurons. In LSTM, $c_{t-1}$ can be regarded as the memory of the previous moment, the forgetting gate $f_t$ determines the proportion of forgotten $c_{t-1}$ in the unit at this moment, and $\hat{c}_t$ can be regarded as the new memory generated in the unit at this moment. It is determined by the hidden state $h_{t-1}$ of the unit at the previous moment and the input $x_t$ at this moment. The input gate $i_t$ determines how many new memories will be saved at this moment. The new memory is superimposed with the previous memory to output the memory $c_t$ at this moment. At the same time, the hidden state $h_t$ of the unit at this time is jointly affected by the memory $c_t$ at this time, the hidden state $h_{t-1}$ at the previous time, and the input $x_t$ at this time.

\[
c_t = f_t \cdot c_{t-1} + i_t \cdot \hat{c}_t
\]
\[
o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + b_o)
\]
\[
h_t = o_t \cdot \tanh(c_t)
\]

While LSTM can handle longer time series and capture key information through its complex computational mechanisms, the introduction of multiple gates makes the network structure more complex, increasing the computational cost [8,78]. To address the increased computational load caused by parameter redundancy in LSTM, a less computationally intensive gated RNN, known as the GRU [33,77,79], was designed. The GRU model performs similarly to the LSTM but has a simpler structure with fewer network parameters, leading to faster training speeds [71,73,80]. As shown in Figure 12c, the GRU consists of a reset gate and an update gate. The reset gate influences the extent to which the memory from the previous moment is retained, while the update gate filters new memories.
and determines which memories are preserved and propagated to the next moment. Its operations are detailed in Equations (30)–(33), as follows:

\[
\begin{align*}
    r_t &= \sigma(W_{sr}x_t + W_{sh}h_{t-1} + b_r) \\
    z_t &= \sigma(W_{sz}x_t + W_{sh}h_{t-1} + b_z) \\
    \tilde{h}_t &= \tanh(W_{sz}x_t + W_h(r_t \cdot h_{t-1} + b_h)) \\
    h_t &= (1 - z_t) \cdot h_{t-1} + z_t \cdot \tilde{h}_t
\end{align*}
\]

LSTM and GRU control the flow of information from one moment to the next through gating mechanisms, addressing the challenges of capturing long-term dependencies and the issues of gradient explosion and vanishing gradients faced by traditional RNN. In the context of battery thermal management applications, LSTM and GRU are widely utilized to learn sequences that encompass temporal information, such as temperature, voltage, and SOC (State of Charge). They have been correspondingly researched for applications in battery thermal early warning systems and temperature monitoring.

In the study by Zhenhua Cui et al. [80], a neural network model combining CNN and bidirectional weighted gated recurrent unit, known as CNN-BWGRU, was proposed to address the issue of decreased accuracy in SOC estimation for lithium-ion batteries in low temperature environments. This model aims to accurately and stably estimate the SOC of lithium-ion batteries under low temperature conditions, ensuring the safety and stable operation of the batteries. As shown in Figure 13, the study introduced a “multi-moment input” structure to optimize the impact of battery information on estimation results, thereby strengthening the connection between output and input and enhancing the overall network performance. As shown in Table 3, the proposed CNN-BWGRU model achieved excellent estimation performance, with an MAE and Root Mean Square Error (RMSE) of less than 0.0127 and 0.0171, respectively. Compared with the traditional GRU and CNN-GRU models, CNN-BWGRU has higher accuracy, robustness, and generalization ability in the estimation of SOC of lithium-ion batteries under low temperature conditions.

![Figure 13. The architecture of (a) 1D convolutional neural network with (b) BWGRU neural network (Figure obtained from [80]).](image)

<table>
<thead>
<tr>
<th>Temperature</th>
<th>0 °C</th>
<th>-10 °C</th>
<th>-20 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>MAE (%)</td>
<td>RMSE (%)</td>
</tr>
<tr>
<td>UDDS</td>
<td>0.00585</td>
<td>0.00659</td>
<td>0.0103</td>
</tr>
<tr>
<td>US06</td>
<td>0.0104</td>
<td>0.00877</td>
<td>0.0145</td>
</tr>
<tr>
<td>HWFET</td>
<td>0.00813</td>
<td>0.00551</td>
<td>0.0144</td>
</tr>
<tr>
<td>LA92</td>
<td>0.00857</td>
<td>0.00687</td>
<td>0.0129</td>
</tr>
</tbody>
</table>

Table 3. MAE and RMSE of the estimated results of the proposed network under different temperature and different cycle conditions [80].

---

**Note:** The table and equation formatting have been simplified for clarity. The full text contains more detailed information and context.
In the study by Siyi Tao et al. [77], the performance of different RNN models (LSTM, GRU, Bidirectional GRU (BGRU), and Bidirectional LSTM (BLSTM)) in estimating the SOC of electric vehicle lithium-ion batteries was compared under three different test cycles (NEDC, UDDS, and WLTP). The study used a dataset from experiments conducted on commercial 18,650-type batteries, which included data on battery current, voltage, and SOC values for training the four models. The results showed that the BLSTM model performed the best under NEDC, UDDS, and WLTP conditions, with MAE values of 1.05%, 7.81%, and 1.81%, respectively.

In battery thermal management, temperature has a significant impact on the safety and performance of batteries. Therefore, predicting the temperature trends of lithium-ion batteries and implementing early warning systems for abnormal heat is crucial. Marui Li et al. [81] proposed a battery thermal early warning system named the Sequential-Transformer Thermal Early Warning System (STTEWS). As shown in Figure 14, a model combining CNN and LSTM, known as TCRDN, was used to estimate temperature trends for the early warning system. The TCRDN can use a 20-s time series to predict changes in the surface temperature of the lithium-ion energy system for the next 60 s. Additionally, the study compared the performance of this model with LSTM and TCN in predicting surface temperature. The results indicated that TCRDN, combining the advantages of LSTM and TCN, achieved more accurate predictions for lithium-ion batteries. Compared to TCN, the MSE of TCRDN was reduced by up to 0.01; compared to LSTM, the reduction could reach 0.02. TCRDN can effectively predict battery thermal runaway 1 min in advance, which makes this method more practical in the development of BTMS and ensuring battery thermal safety.

![Figure 14. Schematic of model architecture (Figure obtained from [77]).](image)

Safieh Bamati et al. [82] proposed a sensorless battery temperature estimation method based on LSTM and DNN for estimating the surface temperature of cylindrical lithium-ion batteries. The study used a time series of voltage and current, along with their averages, as input features, capturing the nonlinear characteristics of the time series through LSTM layers and further improving estimation accuracy through fully connected layers. The research demonstrated that the LSTM-DNN model could accurately estimate the surface temperature of the battery throughout the entire aging cycle, with a prediction error range of only 0.25–2.45 °C. Because no contact sensor is needed, the problems of slow response speed, low sensitivity, and poor stability caused by direct temperature measurement are successfully solved, and it shows higher prediction accuracy in the later cycle of the battery.

Qi Yao et al. [83] employed GRU with an improved data normalization method to estimate the surface temperature of lithium-ion batteries. The model predicted the time series of battery surface temperature by inputting the time series of voltage, current, SOC, and ambient temperature. The GRU model demonstrated exemplary performance and generalization capabilities under different ambient temperature conditions and various...
driving cycles. Under fixed ambient temperature conditions, the MAE was less than 0.2 °C, and under varying ambient temperature conditions, the MAE was less than 0.42 °C, which is significant for battery thermal management and safety assessment. Under the premise of ensuring the accuracy of temperature prediction, this method does not rely on any physical battery model or filter, which reduces the complexity of modeling and effectively alleviates the demand pressure of the number of temperature sensors and the rising cost.

Da Li et al. [84] proposed a battery thermal runaway prediction model. This model requires the calculation of the battery’s heat generation rate based on the trends in battery temperature, external ambient temperature, and the state of the battery to determine whether abnormal heat generation has occurred and thus predict thermal runaway. In the battery temperature prediction, a model combining LSTM and CNN was used. CNN was employed to extract spatial features from the input data, while LSTM extracted temporal sequence features, combining the two to better predict the spatial and temporal temperature characteristics of the battery. To reduce computation time, the authors used Principal Component Analysis (PCA) to compress the input factors and the Random Approximation Optimization Method (RAOM) to automatically optimize the model’s hyperparameters. After thorough training, the model can accurately predict the battery temperature for the next 8 min with an average relative error of 0.28%, and the battery thermal runaway can be accurately judged 27 min in advance. The proposed model provides an effective means for early warning of thermal runaway failure of batteries under diverse and changing driving conditions.

3.4. Generative Adversarial Neural Networks (GAN)

Currently, to ensure the effectiveness of deep learning, a large amount of training data is required. For instance, estimating the SOC of a battery necessitates a substantial amount of carefully selected battery parameter data (such as voltage, current, and temperature). Collecting data through repeated experiments incurs high costs and time, and the lack of diversity in publicly available datasets limits research in this field [85]. The GAN [34], proposed by I. Goodfellow et al. in 2014, is a deep learning algorithm that has achieved significant success in applications such as data generation and image style transfer [86–88]. In the prediction of battery properties and the design of BTMS, GAN can be utilized to expand sparse datasets, addressing the challenges of data acquisition and the issue of data uniformity. This approach can enhance the learning capacity and robustness of predictive models. As shown in Figure 15, this deep learning model consists of two main parts: the generator and the discriminator. The generator’s goal is to learn the distribution of real samples x and to generate synthetic samples G(z) that are similar in dimension to the real samples. The generator’s input is random noise z that follows a simple distribution, which is processed through multiple layers of neural networks to ultimately produce the synthetic sample G(z). The discriminator’s purpose is to accurately distinguish between x and G(z) by extracting features from the input samples and outputting a judgment result. During the training of the discriminator, when the input is x, the expected judgment result is Real (Label = 1), and when the input is G(z), the expected judgment result is Fake (Label = 0). The optimizer then optimizes the discriminator’s parameters based on the loss $L_D$. When training the generator, the loss $L_G$ is the error between the output of the discriminator judging the samples generated by the generator and Label = 1. The optimizer optimizes the generator’s parameters through $L_G$, causing the generator’s output features to increasingly resemble those of real samples. There is a competitive and adversarial relationship between the generator and discriminator, with the generator continuously optimizing to pass the discriminator’s judgment, while the discriminator must be constantly trained to correctly distinguish between generated and real samples [86,89]. In GAN training, binary cross-entropy (BCE) is often used as the loss function to optimize the model, steering the generator towards the direction where the discriminator’s correct judgment probability is minimized,
while the discriminator is optimized to maximize the correct judgment probability. This is referenced in Equation (34) [86]:

$$\min_{G} \max_{D} V(G, D) = E_{x \sim P_{\text{data}}(x)}[\log D(x)] + E_{z \sim P_{z}(z)}[\log(1 - D(G(z)))]$$  \hspace{1cm} (34)$$

where $V(G, D)$ is the binary cross-entropy loss, when training the generator, it is to minimize the loss $(\min_{G} V(G, D))$ or to maximize the loss $(\max_{D} V(G, D))$. $E[\ast]$ is the expected value of the sample distribution function, $x$, $P_{\text{data}}(x)$ represents the actual sample and the actual sample distribution, $z$, $P_{z}(z)$ represents random noise input to the generator and the distribution of the noise, and $G(z)$ is the sample generated by the generator. $D(x)$ is the probability that the discriminator determines that $x$ is from the real sample, and $D(G(z))$ is the probability that the discriminator determines that $G(z)$ is a real sample.

![Figure 15. Schematic of GAN architecture (Figure obtained from [86]).](image)

In the research by Falak Naaz et al. [85], a data augmentation method based on GAN was proposed. This method utilizes a Time Series GAN to generate synthetic battery parameter data, such as voltage, current, temperature, and SOC, thereby expanding sparse datasets and enhancing the learning capabilities of neural networks used for SOC estimation. The method was evaluated on two publicly available battery parameter datasets (Oxford battery degradation and NASA prognostics data repository), achieving Kullback-Leibler (KL) divergence values of 0.2317 and 1.0572, respectively. The results indicate that the model-generated data possess a high degree of fidelity, addressing the lack of diversity and labeling in battery parameter datasets and removing a fundamental obstacle in SOC estimation research.

Additionally, in the research by Xianghui Qiu et al. [90], which also targeted the issue of limited training data for data-driven SOC estimation models, a CGAN model was employed, combined with LSTM to capture the temporal characteristics of battery dynamic cycling data. The CGAN generated high-fidelity battery data sequences under specific conditions to enhance model training. Compared to regular GAN, the generator of a CGAN not only maps from random noise to output features but also maps from provided supplementary information to output features. The proposed model in the study can not only capture the temporal characteristics of battery data but also generate conditional data based on external factors such as temperature. Training a standard LSTM with both synthetic and real data to estimate SOC achieved an accuracy with an MAE of less than 0.5% and an RMSE of less than 1%. Compared to training solely with real data, the use of a mixture of synthetic and real data for training significantly improves the performance of the SOC estimation model.
Currently, thermal runaway of onboard power batteries is a key issue affecting their safety and is a major focus that BTMS strives to address. However, the long upload cycle of cloud systems in electric vehicles—typically around 10 s—makes it challenging to construct regression models capable of accurately predicting abnormal battery states. Reconstruction-based methods have emerged as a promising approach for predicting the thermal runaway of lithium-ion batteries [91]. The data generation capability of GAN has found some application in these reconstruction-based methods for predicting lithium-ion battery thermal runaway.

In the research by Heng Li et al. [91], a GAN-based method for predicting the thermal runaway of lithium-ion batteries was proposed. As shown in Figure 16, this method leverages GAN to generate a detection model that provides a reference normal charging voltage curve for the original battery charging process, thereby detecting potential abnormalities. Through training, the generator is ensured to output only normal charging curves. In actual detection, the presence of an abnormal state is determined by comparing the reconstruction error between the reference curve generated by the generator and the actual curve. The study compared the performance of the proposed method with other methods, and the experimental results show that GAN can accurately identify all abnormal batteries before thermal control occurs and reduce the false positive rate to 1.75%. Compared with the 3σ method, LOF method, and autoencoder method, the false positive rate is reduced by 31.18% at most, which is significantly better than some existing methods.

![Figure 16. The proposed detection method (Figure obtained from [91]).](image)

In battery thermal management, temperature is a key indicator for assessing the state of lithium-ion batteries and preventing thermal runaway. When estimating battery temperature through thermal images, a large number of diverse images are needed to ensure good model training. However, obtaining thermal imaging samples of lithium-ion batteries can be difficult due to high experimental costs and associated risks [92]. The data generation capability of GAN has also been applied to expand the limited data on battery temperature thermographs.

As shown in Figure 17, in the research by Fengshuo Hu et al. [92], a method based on CGAN and ResNet was proposed for expanding the dataset of lithium-ion battery fault thermographs. To address the issue of gradient disappearance and mode collapse in
GAN caused by using the Jensen-Shannon (JS) divergence as the generator’s loss function and to increase training stability, the study employed the WGAN-GP architecture, which replaces the traditional GAN’s generator loss function with the Wasserstein distance [93] and incorporates gradient penalty to enhance the convergence rate of the WGAN. The JS divergence is a modification of the Kullback-Leibler (KL) divergence that addresses its issue of asymmetry.

\[
KL(p\|q) = \sum_x p(x) \log \frac{p(x)}{q(x)}
\]  
(35)

\[
JS(p, q) = \frac{1}{2} KL(p\|\frac{p+q}{2}) + \frac{1}{2} KL(q\|\frac{p+q}{2})
\]  
(36)

Subsequently, the JS divergence can be expressed as follows:

\[
JS(p, q) = \frac{1}{2} \sum x p(x) \log \left( \frac{p(x)}{p(x) + q(x)} \right) + \frac{1}{2} \sum x q(x) \log \left( \frac{q(x)}{p(x) + q(x)} \right)
\]  
(37)

where \(p(x)\) is the distribution of real samples and \(q(x)\) is the distribution of generated samples. Although the hot JS divergence effectively solves the asymmetry problem of KL divergence, when the two distributions do not overlap at all, their JS divergence is 0, so that the gradient is 0, which leads to the inability to update the model. As shown in Equation (38), the Wasserstein distance measures the minimum average distance needed to move data from distribution \(p\) to distribution \(q\), solving the vanishing gradient problem of JS divergence,

\[
W(p, q) = \inf_{\gamma \in \Pi(p, q)} E_{(x, y) \sim \gamma} [\|x - y\|]
\]  
(38)

where \(p\) is the distribution of real data, \(q\) is the distribution of generated data, and \(\Pi(p, q)\) represents the set of joint distributions of distributions \(p\) and \(q\). To address the issue of gradient disappearance in traditional GAN, the paper introduced residual blocks into the network; that is, using ResNet instead of traditional CNN as the discriminator. The study simulated thermal images of lithium-ion batteries during the charging process with commercial software FLUENT to obtain battery data. The results indicated that the fault diagnosis accuracy of the model was improved after data augmentation, with an average accuracy increase of 33.8% and an average recall increase of 31.9%, and the introduction of WGAN-GP and ResNet can effectively improve the quality of the generated images.

Table 4 displays the applications of research of deep learning in lithium battery BTMS.
### Table 4. Deep learning for battery thermal management.

<table>
<thead>
<tr>
<th>Authors, Year</th>
<th>Methods</th>
<th>Applications</th>
<th>Training Data</th>
<th>Performance</th>
<th>Shortcomings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mengyi Wang et al. [63], 2021</td>
<td>CNN + VTS</td>
<td>Predict the internal temperature of the battery.</td>
<td>Heat map of battery external temperature versus internal temperature</td>
<td>The accuracy of temperature prediction has obvious advantages over (linear regression) LR.</td>
<td>The robustness of the model remains to be verified.</td>
</tr>
<tr>
<td>Hongli Ma et al. [64], 2024</td>
<td>CNN + UKF</td>
<td>Predict SOC.</td>
<td>Voltage, current and temperature, SOC</td>
<td>The proposed method outperforms other data-driven SOC estimation methods in terms of accuracy and robustness.</td>
<td>The model is sensitive to the filtering parameters, and the robustness of the model still has room for improvement.</td>
</tr>
<tr>
<td>Zeinab Sherkatghanad et al. [65], 2024</td>
<td>CNN-Bi-LSTM-AM</td>
<td>Predict SOC over a wide range of temperatures.</td>
<td>SOC, current, voltage, temperature, average current, and average voltage</td>
<td>The model shows high estimation accuracy and prediction effect under different temperature conditions and has strong generalization ability.</td>
<td>Electrochemical information can be incorporated to expand the features, and the accuracy of the model still has room for improvement. Validation for the prediction of battery life or other critical battery parameters is still lacking.</td>
</tr>
<tr>
<td>S Yalçın et al. [66], 2022</td>
<td>CNN + ABC</td>
<td>Predict the battery HGR and voltage distribution.</td>
<td>Current, temperature, HGR, and voltage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yuan Xu et al. [30], 2024</td>
<td>ResNet</td>
<td>Predict BTMS performance (maximum temperature and maximum temperature difference).</td>
<td>Cell spacing (d), main channel inclination (θ) and inlet velocity (v), Tmax, ΔTmax</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xin Cao et al. [68], 2024</td>
<td>ResNet + GASF</td>
<td>Early diagnosis of electrothermal runaway.</td>
<td>2D thermodynamic image containing surface temperature time series information</td>
<td>A diagnostic accuracy of 97.7% is achieved before the battery surface temperature reaches 50 °C.</td>
<td></td>
</tr>
<tr>
<td>Zhenhua Cui et al. [80], 2022</td>
<td>GRU + CNN</td>
<td>SOC estimation in low temperature environment.</td>
<td>Voltage, current and temperature, SOC</td>
<td>MAE and RMSE are less than 0.0127 and 0.0171, respectively. The BLSTM model performs best under NEDC, UDDS, and WLTP conditions with MAE values of 1.05%, 7.81%, and 1.81%, respectively.</td>
<td></td>
</tr>
<tr>
<td>Siyi Tao et al. [77], 2023</td>
<td>RNN</td>
<td>Compare the performance of different RNN models in SOC estimation.</td>
<td>Current, voltage, and SOC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authors, Year</td>
<td>Methods</td>
<td>Applications</td>
<td>Training Data</td>
<td>Performance</td>
<td>Shortcomings</td>
</tr>
<tr>
<td>--------------</td>
<td>---------</td>
<td>--------------</td>
<td>---------------</td>
<td>-------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Marui Li et al. [81], 2022</td>
<td>LSTM + CNN</td>
<td>Estimate battery temperature trend.</td>
<td>Surface temperature, ambient temperature, heating rate, and SOC</td>
<td>The model can use 20 s of time series data to predict the surface temperature change of lithium-ion energy system in the next 60 s, and the maximum MSE reduction of the model is 0.01 compared with TCN. Compared to LSTM, the reduction can be up to 0.02.</td>
<td>-</td>
</tr>
<tr>
<td>Safieh Bamati et al. [82], 2023</td>
<td>LSTM + DNN</td>
<td>Estimate the surface temperature of the battery.</td>
<td>Voltage and current time series and their average values</td>
<td>The proposed method can accurately estimate the surface temperature in the whole aging cycle of the battery, the prediction error range is only 0.25–2.45 °C, and it shows higher prediction accuracy in the later cycle of the battery.</td>
<td>-</td>
</tr>
<tr>
<td>Qi Yao et al. [83], 2022</td>
<td>GRU</td>
<td>Estimate the surface temperature of the Li-ion battery.</td>
<td>Time series of voltage, current, SOC, and ambient temperature</td>
<td>It shows good performance and generalization ability under different ambient temperature conditions and different driving cycles. The MAE is less than 0.2 °C under the fixed ambient temperature condition and less than 0.42 °C under the varying ambient temperature condition.</td>
<td>At low temperature (−10 °C), the estimation error is higher. Under low temperature and varying temperature conditions, the estimation accuracy of the model needs to be further improved.</td>
</tr>
<tr>
<td>Da Li et al. [84], 2022</td>
<td>LSTM + CNN</td>
<td>Predict battery thermal runaway, temperature.</td>
<td>Battery temperature, battery voltage, battery current, ambient temperature, etc</td>
<td>The battery temperature within the next 8 min can be accurately predicted with an average relative error of 0.28%.</td>
<td>The model has high complexity and depends heavily on the quality and diversity of the training data.</td>
</tr>
<tr>
<td>Falak Naaz et al. [85], 2021</td>
<td>GAN</td>
<td>Broaden the dataset and enhance the SOC estimation.</td>
<td>Voltage, current, temperature, and SOC</td>
<td>It is verified on two datasets, and the model generates data with high fidelity.</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 4. Cont.

<table>
<thead>
<tr>
<th>Authors, Year</th>
<th>Methods</th>
<th>Applications</th>
<th>Training Data</th>
<th>Performance</th>
<th>Shortcomings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xianghui Qiu et al. [90], 2023</td>
<td>C-LSTM-WGAN-GP</td>
<td>Conditionality broadens the dataset and enhances SOC estimation.</td>
<td>Class labels, temperature (T), voltage (V), and SOC series</td>
<td>The generated pseudo-samples are not only similar to the real samples, but also match the labels. The performance of SOC estimation models can be significantly improved by mixing synthetic data with real data for training compared to training with real data only. Compared with other methods, the proposed method can identify all abnormal cells before thermal runaway occurs and reduce the false positive rate by 7.54% to 31.18%. After data augmentation, the fault diagnosis accuracy of the model is improved, the average accuracy is increased by 33.8%, and the average recall rate is increased by 31.9%.</td>
<td>The proposed model may still have room for improvement in accelerating the training convergence.</td>
</tr>
<tr>
<td>Heng Li et al. [91], 2024</td>
<td>GAN</td>
<td>Early detection of electrothermal runaway.</td>
<td>Battery charging voltage curve</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fengshuo Hu et al. [92], 2024</td>
<td>WGAN-GP + ResNet</td>
<td>Directional expansion of the dataset to enhance thermal fault detection and judgment.</td>
<td>Fault thermal image during battery charging</td>
<td></td>
<td>There is still a clear quality gap between the generated images and the real ones.</td>
</tr>
</tbody>
</table>

4. Emerging Deep Learning Algorithms for Battery Thermal Management

In summary, current deep learning methods, such as CNN, ResNet, LSTM, GAN, and others, have been extensively applied to assist in the design of BTMS. They play a significant role in predicting battery thermal properties, battery states, and preventing battery thermal runaway. The rapid prediction and generalization characteristics of deep learning enable it to maintain high performance under a wide range of battery operating conditions. In recent years, novel and efficient deep learning algorithms have continued to emerge, and these methods have also been applied and validated in other fields.

4.1. Diffusion Model (DM)

While GAN has achieved certain successes in data expansion and image generation, there are still some obstacles in its training. During the training of GAN, the generator’s training is affected by the discriminator’s performance. When the discriminator is too strong or too weak, it may cause the generator’s Mode Collapse (MC) and oscillation issues, making the model difficult to train and preventing the generation of diverse samples [94]. The proposal of DM has, to some extent, avoided these problems. DM is a powerful deep generative model that has shown significant performance in image synthesis, video generation, and molecular design, among other fields. Unlike GAN, DM does not rely on a discriminator to guide the generation process; it generates samples by progressively adding noise and learning the reverse process. DM offers better stability and has broken GAN’s long-standing dominance in image synthesis tasks, gradually gaining attention and application in recent years [95]. Currently, a widely used model in DM is the Denoising...
Diffusion Probabilistic Model (DDPM) [96]. Advanced text-to-image models such as OpenAI’s DALL-E 2 [97], StabilityAI’s Stable Diffusion [98], and Google’s Imagen [99] are all developed based on this. They utilize two Markov chains, one that gradually perturbs data into noise in the forward process and another that gradually denoises and converts noise back into data in the reverse process. As shown in Figure 18, in the forward process of DM, noise is introduced over multiple steps (typically set to 1000 steps) to corrupt and distort the data, with the image gradually losing its definition until it conforms to the desired distribution (usually a Gaussian distribution). The diffusion model learns the process of noise introduction at each step and uses a reverse transition kernel parameterized by a deep neural network to gradually reverse this diffusion process, allowing for the progressive denoising of the corrupted image and ultimately generating valid samples [95,100,101]. The forward and reverse processes of DM can be referenced in Equations (39)–(43) [100–103].

\[
q(x_t | x_{t-1}) = N(x_t; \sqrt{1-\beta_t}x_{t-1}, \beta_t I)
\]  

(39)

\[
q(x_1, \ldots, x_T | x_0) = \prod_{t=1}^{T} q(x_t | x_{t-1})
\]  

(40)

The original data \( x_0 \sim p(x_0) \), where \( q(x_t | x_{t-1}) \) is the transition kernels, \( x_0 \) is the original data without noise, \( x_1, \ldots, x_T \) is the data after gradually adding noise, \( t \) stands for the number of steps of positive noise addition, \( T \) is the total number of steps, \( N(*) \) stands for Gaussian distribution, \( I \) is the identity matrix, and \( \beta_t \in (0, 1) \) is the hyperparameter of transition kernels, are generally selected before training and then applied as follows:

\[
q(x_t | x_0) = N(x_t; \sqrt{\prod_{i=0}^{t}(1-\beta_i)}x_0, (1-\prod_{i=0}^{t}(1-\beta_i))I)
\]  

\[
x_t = \sqrt{\prod_{i=0}^{t}(1-\beta_i)}x_0 + \sqrt{1-\prod_{i=0}^{t}(1-\beta_i)}z_t
\]  

(41)

(42)

where \( z_t \sim N(0, 1) \). When \( t \) is large enough, \( \prod_{i=0}^{t}(1-\beta_i) \approx 0 \), \( x_t \) almost follows the Gaussian distribution \( N(x_t; 0, I) \). When generating new data, the DM generates a random noise vector from the prior distribution \( p_\theta(x_T) = N(x_T; 0, I) \) and uses a reverse transition kernel \( p_\theta(x_{t-1} | x_t) \) in the reverse Markov chain to gradually eliminate the noise.

\[
p_\theta(x_{t-1} | x_t) = N(x_{t-1}; \mu_\theta(x_t, t), \sum_\theta(x_t, t))
\]  

(43)

where \( \theta \) is the deep learning parameter. The reverse transition kernel \( p_\theta(x_{t-1} | x_t) \) receives a noisy image \( x_t \) and a time step \( t \) as input, takes the denoised image \( x_{t-1} \) as output, and learns to predict the mean \( \mu_\theta(x_t, t) \) and variance \( \sum_\theta(x_t, t) \). By learning the operation of adding noise step by step and then performing the reverse operation, the noise was removed step by step, and, finally, \( x_0 \), obeying the original data distribution, was obtained.

Currently, there is a lack of related research on the application of DM in BTMS, but in other directions, the ability of DM has been verified. Chenqiang Luo et al. [104] first applied DM to the research of LIB state health (SOH) prediction and proposed an SOH prediction model based on DM and Bi-LSTM combined with Transfer Learning technology. As shown in Figure 19, the study uses the voltage characteristics in the multi-stage fast charging process as input to predict the SOH of the battery through the reverse process of the DM. The model shows high accuracy and robustness on the source dataset, and the relative error is less than 4.5%. After transfer learning, the model still maintains high prediction performance, and the lowest RMSE, MAE, and MAPE can reach 0.0028, 0.0023, and 0.24%, respectively. The results show that DM can reduce the influence of data noise by learning the probability distribution of training data, the application of transfer learning.
reduces the dependence on labeled data in the target task, and the corresponding network model can be quickly built based on fewer data. At the same time, the method in this study can also be transferred to SOC prediction, which is helpful to develop less data-dependent battery monitoring models and realize efficient BTMS design in the future.

Figure 18. Typical structure of diffusion model.

Figure 19. The flowchart of proposed approach (Figure obtained from [104]).

DM has also been successfully verified on a dataset with limited expansion. Tianrui Huang et al. [105] used DM to expand the limited training dataset successfully and used ResNet to realize the damage and defect monitoring of composite material structure, reaching an accuracy of 88.10%. DM possesses powerful image generation capabilities and offer better stability compared to GAN. However, the complexity of the model also increases the computational burden, and the numerous steps involved in the sampling process lead to slower model speeds [103], which is a significant barrier to the application of DM in the field of BTMS. Currently, DM is more suitable for tasks in BTMS design that require the expansion of datasets with high image quality demands, such as the generation of high-precision, complex thermal images of batteries. Optimization methods for DM are continuously being proposed, and it is believed that with ongoing refinements, DM will reduce computational pressure and be fully utilized in the expansion of high-quality battery datasets.
4.2. Transformer

The Transformer is an advanced deep learning model originally designed for text processing, proposed by A. Vaswani et al. [37]. The core component of the model is the self-attention mechanism. In RNN, the model focuses on the input of the unit at time \( t \) and the output of the unit at time \( t - 1 \). In contrast, the Transformer, through its attention mechanism, allows the model to see the entire input sequence at any given moment. This enables the model to attend to global information within the input sequence during prediction, facilitating the capture of long-range dependencies, thereby enhancing model performance and interpretability [106–108]. Additionally, the Transformer model has replaced traditional RNN in various fields through its self-attention mechanism. As shown in Figure 20, the Transformer model consists of two parts, the encoder and the decoder. The encoder processes the input sequence and embeds it. It encodes the input into high-dimensional vectors using a multi-head attention mechanism to handle the input sequence and capture dependencies between elements, ultimately outputting a continuous vector that contains information from the input sequence. The decoder receives the output from the encoder and mixes it with the previous decoder outputs, passing it through the decoder, and after processing through a multi-head attention mechanism, outputs the target sequence at that moment [100]. To ensure that the model performs consistently during training and testing, Masked Multi-head attention is used in decoder training to make the decoder focus only on the outputs of the unit before time \( t \). In the attention mechanism, the high-dimensional vectors transformed from the input are multiplied by weight matrices \( W_Q, W_K, W_V \) and mapped into three different vector sets: query vectors \( Q \), key vectors \( K \), and value vectors \( V \). The attention weights are calculated through the dot product of \( Q \) and \( K \), normalized by a Softmax function, and then multiplied by \( V \) to obtain a vector set that incorporates different attention weights. The attention function is shown in Equation (44):

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V
\]  

(44)

where \( d_k \) is the size of each key vector. Multi-head attention is used in Transformer, as shown in Equations (45) and (46). In the attention mechanism, each input sequence unit is operated with multiple sets of different weight matrices to obtain multiple sets of attention weight vector sets and then output after concatenation.

\[
\text{Multi-HeadAttention}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_H)
\]  

(45)

\[
\text{head}_i = \text{Attention}(QW_i^Q, KW_i^K, VW_i^V)
\]  

(46)

The multi-head attention mechanism allows the model to focus on multiple important input pieces of information based on different criteria, enabling the model to effectively capture various complex relationships between different elements in a sequence [109]. Moreover, compared to RNN, Transformer, by employing the multi-head self-attention mechanism, eliminates the recurrent structure, alleviating the training difficulties of recurrent neural network architectures such as LSTM and GRU, which cannot fully utilize the parallel computing capabilities of GPUs. This allows the model to better leverage GPU parallel computing and process the entire sequence simultaneously, accelerating the training speed [110].

Currently, Transformer has achieved certain research progress in estimating battery characteristics and monitoring battery status, showing superior performance compared to RNN. M. A. Hannan et al. [111] used a self-supervised Transformer model to achieve an accurate estimation of the SOC. The study utilized datasets from LG and Panasonic batteries, which included data under various temperature and driving cycle conditions. By inputting voltage, current, and temperature, the model learns the mapping relationship between input features and SOC and outputs the battery’s SOC estimation. To verify the model’s performance, the study compared the proposed model with the performance of
other deep learning architectures such as LSTM, GRU, and CNN. The results show that the model outperforms these methods in terms of SOC estimation accuracy, achieving an RMSE of 0.90% and an MAE of 0.44% under constant ambient temperature conditions and an RMSE of 1.19% and an MAE of 0.7% under varying ambient temperature conditions. Ruizhi Hu et al. [112], to address computational efficiency and hardware implementation issues in battery SOC estimation, proposed a model based on RNN and Transformer using local RNN and a multi-head self-attention mechanism to capture regional and long-term dependencies in sequential data. The study used three different battery datasets: the Turnigy Graphene battery dataset, the LG HG2 dataset, and the Samsung INR21700 30T dataset, which included parameters such as instantaneous current, voltage, the temperature difference between the battery and the environment, and SOC. By inputting the current, voltage, and the temperature difference between the battery and the environment, the model outputs the SOC estimation. On the Turnigy Graphene dataset, the LISA model achieved an average RMSE of 2.10%, which is quite good. By employing transfer learning methods, even with a small amount of training data, the model can achieve a low RMSE (below 5%) on the LG HG2 dataset, significantly reducing the demand for training data. The model combined with a multi-head self-attention mechanism has low computational complexity, few training parameters (only 298), and low floating-point operation times (1.18 K FLOPs), which make it possible to realize a lightweight BTMS design for real-time monitoring of battery status on the vehicle side.

![Figure 20. Structure of Transformer.](image)

Currently, in the application of battery thermal management, Transformer can handle long-sequence data and capture long-term dependencies within time series, which is crucial for predictive and diagnostic tasks in battery thermal management. In future research, it could be explored how to use Transformer for the continuous monitoring of parameters such as battery temperature and voltage to predict whether a battery might be at risk of thermal runaway. Additionally, by employing simplified Transformer structures or integrating the multi-head attention mechanism with other deep learning models, it may be possible to achieve real-time monitoring of battery operation temperature and status, quickly identifying and diagnosing abnormal battery behavior.
4.3. Kolmogorov–Arnold Network (KAN)

Recently, the Kolmogorov–Arnold Network (KAN) has garnered widespread attention. This algorithm, proposed by Ziming Liu et al. [35], is an improved deep learning framework inspired by the Kolmogorov–Arnold representation theorem [113–115], which states that any multivariate continuous function can be represented as a superposition of one-dimensional functions, as shown in Equation (47). A multivariate function \( f(x_1, \ldots, x_n) \) can be represented by a KAN with just two layers. In the work of Ziming Liu and colleagues, the Kolmogorov–Arnold representation was extended to neural networks of arbitrary width and depth, addressing the limitations in previous studies where network dimensions restricted their performance in fitting complex problems.

\[
f(x_1, \ldots, x_n) = \sum_{q=0}^{2n} \Phi_q(\sum_{p=1}^{n} \Psi_{q,p}(x_p))
\]

Equation (47)

As shown in Figure 21, unlike the traditional Multi-layer Perceptron (MLP) that uses fixed activation functions, KAN employs learnable activation functions. This allows each weight parameter in KAN to be replaced by a univariate function, which is parameterized by a B-spline curve, as shown in Equation (48). This design enables KAN to decompose complex high-dimensional functions into a series of simple one-dimensional function combinations, allowing the network to model complex functions with fewer parameters. It also provides more intuitive feedback on how the model responds to input changes, greatly enhancing the interpretability of the model. During KAN training, the target function is fitted by adjusting the basic functions of the B-spline curve, and techniques such as Sparsification and Pruning are used to simplify the network further.

\[
\varphi(x) = \sum_{i=0}^{n} c_i B_i(x)
\]

Equation (48)

Research indicates that KAN outperforms MLP in terms of accuracy and interpretability. Even with a smaller scale, KAN can achieve comparable or better accuracy than a larger MLP in small-scale AI + Science tasks. In the study by Ziming Liu et al., despite the KAN model having three orders of magnitude fewer parameters than MLP, it still achieved a higher accuracy rate in the signature classification problem. Additionally, KAN is more effective than MLP in science-related tasks such as fitting physical equations and solving partial differential equations (PDEs). In the future, KAN may find applications in solving tasks such as the Navier-Stokes equations and density functional theory. This method, which combines deep learning with traditional mathematical representation, opens up new possibilities for understanding and interpreting deep learning models.

Figure 21. Structure of Kolmogorov–Arnold Networks.
Currently, deep learning models developed for battery thermal management systems are not efficient and have relatively complex structures, requiring improvement. The proposal of KAN can be considered a method to simplify deep learning models and greatly enhance model interpretability. With its ideal performance in fitting physical equations, KAN could be used in the future to handle the coupling relationships of multiple physical fields such as heat, electricity, and chemical reactions in battery thermal management, providing a more comprehensive solution. Compared to traditional neural networks, KAN has fewer parameters, a more simplified model, and is composed of interpretable functions. By learning relevant battery data and operational characteristics, KAN could be applied in identifying potential patterns of battery thermal behavior, monitoring battery temperature, adjusting thermal management measures, and preemptively identifying the risk of thermal runaway, helping to design more efficient, safe, and interpretable thermal management systems for automotive batteries. However, compared to MLP, the different activation functions in KAN cannot utilize batch computation, resulting in KAN’s training speed typically being 10 times slower than MLP’s under the same parameter volume, which is the biggest bottleneck for KAN at present. Fortunately, in the application of deep learning-assisted thermal management systems, the final accuracy of the model is more valued than the training time, and it is believed that with the continuous emergence of subsequent optimization algorithms, this drawback will be remedied, making KAN superior to MLP in all aspects.

5. Summary

Currently, various deep learning algorithms are crucial for advancing BTMS in new energy electric vehicles, facilitating the prediction of batteries’ thermal and electrical properties as well as overall system performance. This paper delineates the foundational principles and practical applications of prevalent deep learning techniques in battery thermal management. It provides an overview of state-of-the-art models introduced in recent years. These deep learning approaches are designed to minimize computational demands while sustaining high model accuracy, with the selection of a technique contingent upon the specific research context, objectives, and data characteristics.

CNNs are particularly well-suited for the real-time monitoring of battery spatial temperatures, which is essential for thermal runaway alerts. The integration of CNNs with external sensors ensures the precise acquisition of the battery’s internal temperature and contributes to cost reduction [63]. To enhance the model’s adaptability to the features derived from battery data, augmenting the network’s depth is an effective strategy. Moreover, incorporating residual connections in deep networks effectively mitigates the degradation issue commonly encountered in such architectures. RNNs and their derivatives excel in forecasting future battery temperature trends by capturing temporal dynamics [81]. Although CNNs can deliver accurate predictions for battery time series data through convolutional operations [64,66], their requirement for multi-layer processing in lengthy sequences can escalate computational demands, potentially hindering their implementation on mobile vehicular platforms. The Transformer model leverages the attention mechanism to address the long-term dependency issues inherent in RNNs and to enhance model interpretability. Despite its higher computational complexity, the attention mechanism’s ability to perform parallel computations offers a distinct advantage over the sequential processing characteristic of RNNs. Incorporating the multi-head attention mechanism of Transformers with localized RNNs represents an innovative approach that promises optimal SOC prediction with minimal training parameters and a reduced count of floating-point operations [112]. Generative models, including GANs and DMs, are instrumental in augmenting limited battery datasets and bolstering model training [90,92]. Their integration into the development of BTMS prediction models fosters enhanced generalization and robustness. The recently introduced KAN model employs learnable activation functions diverging from the conventional fixed functions and weights, thereby streamlining the network architecture and enhancing interpretability. Although KAN has yet to be applied in battery thermal
management, its exemplary performance in modeling physical equations positions it as a promising candidate for addressing the complex interplay of thermal, electrical, and chemical phenomena in battery thermal management systems.

6. Discussion and Future Prospects

Due to the rapid development of new energy vehicles, the capacity and energy density of batteries are also increasing, which increases the challenge of battery thermal management. Given the current development of deep learning algorithms, we analyze the current development bottlenecks of deep learning in BTMS applications and provide potential solutions and development directions for future research.

(1) Models with Reduced Data Dependency: Currently, diverse battery datasets are often used for training to ensure the accuracy and stability of deep learning models. Although training datasets can be constructed from publicly available laboratory data and simulation calculations, data from NEVs operating under complex and variable real-world conditions are more meaningful for the development of advanced BTMS. However, due to confidentiality policies, most NEV manufacturers do not disclose actual battery operation data [85]. This results in a limited availability of real-world NEV battery data for deep learning. In this context, models that can learn from a small batch of data effectively, capture key features, and reduce dependency on data samples represent a future development direction for BTMS applications. Additionally, using generative models to accurately expand limited datasets with a small amount of real NEV operation data is a feasible method to alleviate the current data scarcity [85,90,92]. In addition, some neural networks combined with physical information often show excellent results under a small amount of training data by learning the physical relationships between data for fitting, which is also worth exploring in future work.

(2) Simplified and Computationally Efficient Models: In order to enhance the performance of deep learning models, it is often necessary to increase the number of network layers to achieve better nonlinear fitting effects. However, on NEVs, due to the limitations of onboard processor computing power and memory, models with fewer parameters and lower computational requirements are more suitable for future deployment in vehicles. For instance, CNNs show excellent performance in handling spatial distribution data, but these networks typically have a large number of parameters [30,68], and most of them do not contribute to the actual prediction of the model, leading to parameter redundancy and increased computational complexity. Certain CNN designs, specifically those crafted for lightweight deployment [116], offer a promising approach by striking a balance between model compactness and computational efficiency, providing inspiration for further research. Employing these lightweight models in place of their more complex counterparts presents a productive strategy to mitigate parameter redundancy within current BTMS models, facilitating their effective integration into resource-constrained environments, such as those found in automotive terminals. Currently, the domain of BTMS suffers from a lack of research dedicated to lightweight network models. Developing simplified and efficient models that conserve memory space and expedite estimation processes represents an imperative direction for future research. This focus is crucial for the application of deep learning models in the thermal management of batteries within new energy vehicles, ensuring their suitability for next-generation systems. Currently, the field of BTMS is marked by a significant gap in research about lightweight network models. The development of streamlined, high-efficiency models that reduce memory footprint and expedite estimation processes is a critical research avenue for the application of deep learning in new energy vehicle BTMS. This approach is essential for optimizing model performance within the constraints of vehicular environments.

(3) Multi-physics Coupled Models: In battery thermal management, properties such as temperature are often the result of multiple factors, and temperature trends are influenced by various aspects such as internal chemical activity and internal resistance. Current predictions of battery temperature and SOC often consider factors too singularly. Mod-
els capable of multi-physics coupling and capturing the interplay between various data can significantly enhance predictive performance and more accurately reflect the actual operation of batteries.

4) Models with Stronger Interpretability: The prevalent application of “black box” deep learning models in battery thermal management presents challenges in deciphering the model’s estimation of the current battery state and its predictions of future states based on input data. The integration of mathematically transparent technologies, such as the Transformer’s attention mechanism and KAN, will facilitate a deeper exploration of the relationships between battery parameters, heating rates, temperature, and the model’s internal mechanisms, thereby enhancing the development of BTMS. This approach will enable researchers to discern less effective parameters within the model, allowing for their simplification and creating a streamlined prediction model. Such a model, characterized by a reduced parameter set and enhanced performance, will be instrumental in the design of efficient, lightweight BTMS solutions.

5) Models with Cross-algorithm Integration: In recent years, the deployment of deep learning within BTMS has transcended the use of singular algorithms, embracing hybrid models that integrate two or more algorithms. For instance, the models referenced in Ref. [80], Ref. [81], and Ref. [112] demonstrate that by blending various deep learning techniques and leveraging the strengths of each, a hybrid approach can significantly enhance model performance. For future BTMS designs in new energy electric vehicles, precise real-time operational assessment mandates that predictive models acquire multi-modal battery data. This necessitates the integration of diverse deep learning technologies within the model to enable the BTMS to make more precise judgments and to adjust temperature control strategies promptly.

Author Contributions: Conceptualization, S.Q.; Data management, S.Q. and Z.L.; Formal analysis, S.Q., C.Z. and Y.C.; Surveys, S.Q. and C.Z.; Methodology, S.Q., C.Z. and J.W.; Project Management, C.Z.; Resources, S.Q.; Supervision, S.Q. and C.Z.; Visualization, S.Q.; Writing—first draft, S.Q. Writing—proofreading and editing, C.Z., H.L. and Y.C. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Department of Science and Technology of Jilin Province (grant number: 20230402077GH), China.

Data Availability Statement: Data will be made available on request.

Conflicts of Interest: The authors declare no conflicts of interest.

References

7. He, W.; Li, Z.; Liu, T.; Liu, Z.; Guo, X.; Du, J.; Li, X.; Sun, P.; Ming, W. Research progress and application of deep learning in remaining useful life, state of health and battery thermal management of lithium batteries. J. Energy Storage 2023, 70, 107868. [CrossRef]
9. Liang, L.; Zhao, Y.; Diao, Y.; Ren, R.; Zhang, L.; Wang, G. Optimum cooling surface for prismatic lithium battery with metal shell based on anisotropic thermal conductivity and dimensions. J. Power Sources 2021, 506, 230182. [CrossRef]


23. Sandeep Dattu, C.; Chaitanya, A.; Jeevan, J.; Satyam, P.; Michael, F.; Roydon, F. Comparison of lumped and 1D electrochemical models for prismatic 20Ah LiFePO4 battery sandwiched between minichannel cold-plates. *Appl. Therm. Eng.* **2021**, *199*, 117586. [CrossRef]


Energies 2024, 17, 4132


63. Wang, M.Y.; Hu, W.F.; Jiang, Y.F.; Su, F.; Fang, Z. Internal temperature prediction of ternary polymer lithium-ion battery pack based on CNN and virtual thermal sensor technology. Int. J. Energy Res. 2021, 45, 13681–13691. [CrossRef]


65. Sherkatghanad, Z.; Ghazanfari, A.; Makarenkov, V. A self-attention-based CNN-Bi-LSTM model for accurate state-of-charge estimation of lithium-ion batteries. J. Energy Storage 2024, 88, 111524. [CrossRef]


68. Cao, X.; Du, J.; Qu, C.; Wang, J.; Tu, R. An early diagnosis method for overcharging thermal runaway of energy storage lithium batteries. J. Energy Storage 2024, 75, 108661. [CrossRef]


102. Casolaro, A.; Capone, V.; Iannuzzo, G.; Camastra, F. Deep Learning for Time Series Forecasting: Advances and Open Problems. Information 2023, 14, 598. [CrossRef]


104. Luo, C.; Zhang, Z.; Zhu, S.; Li, Y. State-of-Health Prediction of Lithium-Ion Batteries Based on Diffusion Model with Transfer Learning. Energies 2023, 16, 3815. [CrossRef]


Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.