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Abstract: This paper provides a recent overview of the exact, approximate, and hybrid optimization methods that handle Multi-Objective Mixed-Integer Non-Linear Programming (MO-MINLP) problems. Both the domains of exact and approximate research have experienced significant growth, driven by their shared goal of addressing a wide range of real-world problems. This work presents a comprehensive literature review that highlights the significant theoretical contributions in the field of hybrid approaches between these research areas. We also point out possible research gaps in the literature. Hence, the main research questions to be answered in this paper involve the following: (1) how to exactly or approximately solve a MO-MINLP problem? (2) What are the drawbacks of exact methods as well as approximate methods? (3) What are the research lines that are currently underway to enhance the performances of these methods? and (4) Where are the research gaps in this field? This work aims to provide enough descriptive information for newcomers in this area about the research that has been carried out and that is currently underway concerning exact, approximate, and hybrid methods used to solve MO-MINLP problems.
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1. Introduction

Applications of optimization are countless, with the potential for optimizing every process. It is a ubiquitous task for companies, as there is no organization that does not engage in solving optimization problems [1]. Furthermore, any system design inherently involves an optimization process [2]. In fact, numerous challenging applications in science and industry can be formulated as optimization problems [3,4], where the objective is to minimize time, cost, and risk, or maximize profit, quality, and efficiency.

The inherent complexity and constraints of real-world systems cause the presence of discrete decisions and non-linearities. Such problems are mixed-integer problems, which combine combinatorial and continuous optimization challenges. Solving these problems is exceedingly difficult due to the need to explore a large number of possible solutions in the combinatorial space, ensuring the identification of the best one, and the infinite and potentially unbounded nature of the continuous search space. Consequently, there are limited dedicated algorithms available for dealing with mixed-variable problems [5,6].

Mixed-Integer Non-Linear Programming (MINLP) problems can be classified into two categories: mono-objective problems, which involve one objective function resulting in an optimal solution, and multi-objective problems, which involve multiple objectives to be optimized simultaneously, resulting in a set of solutions called the Pareto Front. In this paper, we specifically focus on multi-objective methods.

1.1. Problem Formulation

The general Multi-Objective MINLP (MO-MINLP) problem is written as
\[
\min_{x, y} \quad F(x, y) = f_1(x, y), \ldots, f_p(x, y) \\
\text{s.t.} \quad c_j(x, y) \leq 0, \ j = 1, \ldots, m \\
\quad \quad \quad \quad h_i(x, y) = 0, \ i = 1, \ldots, n \\
\quad \quad \quad \quad x \in [x, \bar{x}], \ y \in \mathbb{R}^{n_c} \\
\quad \quad \quad \quad y \in \{y, \bar{y}\}, \ y \in \mathbb{N}^{n_i} 
\]

where \( f, h, \) and \( c \) are the objectives, equality constraints, and inequality constraints functions, respectively, that are not necessarily convex or differentiable, and \( p \) and \( m \) are the numbers of objectives and constraints, respectively. \( x \) and \( y \) denote the variables of the problem, where \( n_c \) and \( n_i \) are the number of continuous and integer variables, respectively.

The optimal solution of a multi-objective problem is a set of non-dominated solutions called the Pareto front \( F^* \). Each non-dominated solution is called a Pareto element. For a given \( F^1 = F(x^1, y^1) \) and \( F^2 = F(x^2, y^2) \) vector values of the objective function for two given “points” solution in the feasible set, the dominance relation between them is defined by the following.

**Definition 1.** \( F^1 \) dominates \( F^2 \), \( (F^1 \prec F^2) \), when no value of \( F^2 \) is less than \( F^1 \) and at least one value value of \( F^2 \) is strictly greater than \( F^1 \) [7].

\[
\forall k \in \{1, \ldots, p\} \quad f^1_k \leq f^2_k; \\
\exists k^* \in \{1, \ldots, p\} : f^1_{k^*} < f^2_{k^*}.
\]

1.2. Applications

Multi-Objective Mixed-Integer Non-Linear Programming (MO-MINLP) problems appear in several real-world applications, such as engineering, chemistry, environmental science, operational research fields, and others. Table 1 shows some application examples in distinct subject areas.

**Table 1. Subject Areas and Applications of MO-MINLP.**

<table>
<thead>
<tr>
<th>Subject Area</th>
<th>Application</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engineering</td>
<td>3-stage reducer gearbox</td>
<td>[8,9]</td>
</tr>
<tr>
<td></td>
<td>Bolt coupling/Bearing</td>
<td>[10,11]</td>
</tr>
<tr>
<td></td>
<td>Electricity consumption optimization</td>
<td>[12]</td>
</tr>
<tr>
<td></td>
<td>Advanced Power Plant</td>
<td>[13]</td>
</tr>
<tr>
<td></td>
<td>Facility layout problem</td>
<td>[14]</td>
</tr>
<tr>
<td>Chemistry</td>
<td>Omega-3 production from waste fish oil</td>
<td>[15]</td>
</tr>
<tr>
<td></td>
<td>Chemical process design</td>
<td>[16,17]</td>
</tr>
<tr>
<td></td>
<td>Design and planning of glycerol-based biorefinery</td>
<td>[18]</td>
</tr>
<tr>
<td>Environmental Science</td>
<td>Reduction of the environmental impact of pharmaceutical processes</td>
<td>[19]</td>
</tr>
<tr>
<td></td>
<td>Carbon capture utilization and storage</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td>Natural resources management</td>
<td>[21]</td>
</tr>
<tr>
<td>Operational Research</td>
<td>Vehicle routing problem</td>
<td>[22,23]</td>
</tr>
<tr>
<td></td>
<td>Supply chain network design</td>
<td>[24]</td>
</tr>
<tr>
<td></td>
<td>Scheduling problems</td>
<td>[25,26]</td>
</tr>
</tbody>
</table>

Although MO-MINLP problems appear in many fields, this paper highlights especially MO-MINLP problems in the engineering domain. Engineering problems frequently require decisions that can only take on a finite set of values or options such as selecting...
equipment types, determining the number of components to use, or deciding on routing options. Simultaneously, these problems often involve continuous variables, which can take on any real value within a given range. These variables typically represent the design parameters of a system, such as dimensions or flow rates. In real-world engineering systems, these variables are often related non-linearly. This non-linearity can arise from physical phenomena, process dynamics, or system constraints. Optimization of conflicting objectives appears in various engineering problems where improving one objective may lead to degradation in another. Hence, MO-MINLP has established a significant presence in the engineering field. In [27], the authors design an optimization problem for an integrated bioenergy park that combines algal cultivation with sludge-based bioenergy production. The MO-MINLP problem aims to optimize both economic and environmental objectives by minimizing operational costs, energy production, and carbon emissions simultaneously. In [28], the authors propose a novel MO-MINLP model for the transit network design and frequency-setting problem. The model considers multiple objectives, including minimizing travel time, reducing waiting times, avoiding overcrowding, and optimizing the utilization of the vehicle fleet. The study applies the model to a real-world bus transport network in Kayseri, Turkey, demonstrating its effectiveness in improving transit planning. In [29], the authors develop an MO-MINLP model of optimal conductor selection in direct current (DC) distribution networks with radial topology. The model aims to optimize the total investment in conductors and the total cost of energy losses in one year of operation. In [30], the authors integrate pressure-drop estimation and density prediction into the hydrogen network problem. The resultant MO-MINLP model aims to maximize the flow rate and minimize the total annual cost. In [31], the authors develop an optimization model of an integrated energy system that combines fuel, wind, and solar energies. The MO-MINLP model aims to optimize the system’s performance in terms of energy savings, cost reductions, and carbon emission reductions. The study uses a case study of hospital buildings in Harbin, China, to validate the model and demonstrate its significant improvements.

1.3. State-of-the-Art of Review Articles

Optimization methods can be classified into exact, approximate, or hybrid methods [32]. This classification is based on the type of the resulting solution(s) by the method, i.e., exact (real) solution or approximate (estimated) solution, while hybrid methods acquire their name from the hybridization of different methods to produce better performance. Exact methods are deterministic algorithms that converge towards a solution that satisfies some optimality conditions. These algorithms have been successfully applied to many engineering design problems [33]. Exact methods offer the guarantee of identifying the true optimum of a problem. However, their computational cost becomes prohibitively high when dealing with a large combinatorial space resulting from the inclusion of integer variables. Conversely, approximate methods are characterized by their stochastic nature and employ probabilistic transition rules. These methods have been developed to overcome the limitations of exact methods and are capable of solving complex optimization problems, providing solutions of good quality within a comparatively shorter time frame.

Many academics have presented detailed surveys for multi-objective optimization problems (MOPs) from various angles as the field of MOPs has progressed [34,35]. Existing reviews, however, are more focused on continuous MOPs. Although the MINLP field has received substantial attention, the mono-objective field has received the most attention [36–39]. Relatively few reviews on MO-MINLPs have been published, even though these problems exist widely in real-world applications (refer to Table 1). Peres and Castelli [40] discussed the main concepts and challenges in the multi-objective combinatorial optimization area and proposed a formalism to classify, design, and code combinatorial optimization problems and metaheuristics. Liu et al. [41] provided a comprehensive review of multi-objective metaheuristics and applications for MO-MINLP including combinatorial optimization problems as well as integer or mixed-integer programs. In [42,43], the authors reviewed and classified the hybrid metaheuristics in the MO-MINLP field. In [44], the
authors reviewed both exact and approximate methods for multi-objective combinatorial optimization problems (MOCOPs); yet, this review concerns linear programming only. Table 2 shows the problem and method types covered by several review articles. Although these reviews have significantly contributed to the literature from different aspects, none give a general overview regarding all exact, approximate, and hybrid methods that handle MO-MINLP problems. Such an overview is notably important for newcomers to this domain.

Table 2. Problem and Solution Methodology Types Handled in Previous Review Articles.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Objective</th>
<th>Variables</th>
<th>Problem</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>[36]</td>
<td>Mono</td>
<td>MI</td>
<td>NL</td>
<td>E/A</td>
</tr>
<tr>
<td>[37,45]</td>
<td>Mono</td>
<td>MI</td>
<td>NL</td>
<td>E</td>
</tr>
<tr>
<td>[38]</td>
<td>Mono</td>
<td>MI</td>
<td>L/NL</td>
<td>E</td>
</tr>
<tr>
<td>[39]</td>
<td>Mono</td>
<td>MI</td>
<td>NL</td>
<td>H</td>
</tr>
<tr>
<td>[34]</td>
<td>Multi</td>
<td>C</td>
<td>NL</td>
<td>E/A</td>
</tr>
<tr>
<td>[35]</td>
<td>Multi</td>
<td>C</td>
<td>NL</td>
<td>E</td>
</tr>
<tr>
<td>[40,41]</td>
<td>Multi</td>
<td>MI</td>
<td>NL</td>
<td>A</td>
</tr>
<tr>
<td>[44]</td>
<td>Multi</td>
<td>MI</td>
<td>L</td>
<td>E/A</td>
</tr>
<tr>
<td>[42,43]</td>
<td>Multi</td>
<td>MI</td>
<td>NL</td>
<td>H</td>
</tr>
</tbody>
</table>

1.4. Contribution

This paper aims to contribute to the literature by providing a recent overview of the exact, approximate, and hybrid optimization methods that handle MO-MINLP problems. This work aims to provide enough descriptive information for newcomers in this area on the research that has been done and that is currently underway concerning the methods used to solve MO-MINLP problems. The main research questions to be answered in this paper involve the following: (1) How to exactly or approximately solve a MO-MINLP problem? (2) What are the drawbacks of exact methods as well as approximate methods? (3) What are the research lines that are currently underway to enhance the performances of these methods? and (4) Where are the research gaps in this field?

1.5. Procedure and Approach

The main scope of this paper is to describe and discuss all paradigms proposed in the literature to solve MO-MINLP problems. Some paradigms are extensively discussed in the literature, so we highlight the review articles that focus on this particular domain. Other paradigms have less attention in the literature, hence, we provide a brief review of these. Some paradigms have not been discussed in the literature, thus, we highlight these as research gaps. Each set of methods that follow a single paradigm has been discussed individually in this paper. To this aim, the literature has been reviewed using the Scopus database based on a combination of five groups of specific keywords. The first group of keywords consists of multi-objective, multi-criteria, and many objectives. The second group consists of evolution, evolutionary, genetic, firefly, ant colony, bee colony, particle swarm, heuristic, and metaheuristic. The third group consists of exact, deterministic, and true Pareto fronts. The fourth group consists of hybrid, tree search, combining metaheuristics, and multi-criteria branch and bound. Furthermore, the last group consists of discrete, combinatorial, and mixed-integer. From the resulting search, publications with a recent publication date and/or having more citations have been preferred.

1.6. Paper Organization

The rest of the paper is organized as follows. Section 2 reviews the exact methods used in the literature to solve MO-MINLP problems. Section 3 presents an overview of approximate methods and their pros and cons. In Section 4, hybrid approaches are classified.
and reviewed pointing to the research gap in the literature. Finally, an overall conclusion is drawn in Section 5.

2. Exact Methods

Exact methods refer to deterministic algorithms that iteratively converge towards a solution that satisfies specific optimality conditions. These algorithms have demonstrated successful applications in various engineering design problems [33]. The main concept of a multi-objective exact method is to convert the multi-objective problem into a mono-objective one. Each method has its own mechanism to make this conversion. In this section, we show the different types of mechanisms. The main methodologies for the exact solution of multi-objective non-linear problems with mixed-integer variables are the scalarization methods and multi-criteria branch and bound methods [46].

2.1. Scalarization Methods

The most commonly employed technique, found in both exact methods and many heuristic techniques, to identify efficient solutions is known as scalarization [47,48]. Scalarization methods are not dedicated to MO-MINLP problems only; in fact they are general techniques that transform the multi-objective problem into a single-objective one. In [49], the authors have mentioned five scalarization methods that are used to solve MO-MINLP problems. In particular, they transform MO-MINLP into a scalarized MINLP. The scalarized problem pertains to a single-objective MINLP problem that is derived from the MO-MINLP problem by introducing additional variables and/or parameters. Typically, the scalarized problem is solved iteratively to identify a subset of the solutions set of the MO-MINLP problem. Although the literature proposes a variety of scalarization methods (reviewed in [35,48]), this section outlines only some of the most frequently employed scalarization strategies.

2.1.1. The Weighted Sum Method

The scalarization by the weighted sum method entails constructing a convex combination of the $p$ objectives in MO-MINLP, preserving the original feasible set:

$$\min_{x \in X} \sum_{k=1}^{p} w_k f_k(x), \quad (3)$$

where $w_k$ is the weight of each objective function $f_k(x)$. Conserving the computational complexity is a significant advantage in the weighted sum method. Consequently, it requires an equivalent computational effort for solving the single-objective version of the MO-MINLP problem [48].

2.1.2. The $\epsilon$-Constraint Method

The $\epsilon$-constraint technique is widely recognized as one of the most popular methods for identifying all efficient solutions. In this method, one of the $p$ objectives (specifically, the $j$-th objective) is retained for minimization, while the remaining $p-1$ objectives are transformed into constraints:

$$\min_{x \in X} \quad f_j(x)$$

$$\text{s.t.} \quad f_k \leq \epsilon_k, \quad k \neq j. \quad (4)$$

By appropriately specifying the values of the right-hand side, it is possible to identify all efficient solutions. However, it is important to note that the computational effort required varies significantly depending on the specific problem characteristics [48].
2.1.3. Pascoletti–Serafini Scalarization

This approach, introduced by Pascoletti and Serafini (1984) [50], is commonly known as the goal-attainment method. Given a fixed $w \in W$, Pascoletti–Serafini (PS) scalarization formulates the following problem:

$$\min_{(\alpha, x) \in \mathcal{R} \times X} \alpha$$

s.t.  
$$w_i(f_i(x) - u_i) \leq \alpha, \quad \forall i = 1, \ldots, l,$$

where $\alpha \in \mathcal{R}$ is a new variable and $u = (u_1, \ldots, u_l)$ is an optimal vector. The optimal vector is found by varying the parameters of the scalar problem.

2.1.4. Normal Boundary Intersection (NBI)

The Normal Boundary Intersection (NBI) method, introduced by Das and Dennis (1998) [51], is a valuable tool for solving multi-objective optimization problems and generating Pareto optimal solutions. In comparison to other conventional methods like the weighted sum method, the NBI technique offers two key advantages [52]: (1) Independence from the values of the objective functions: The performance of the NBI method remains unaffected by the scale or magnitude of the objective functions; and (2) Even distribution of Pareto optimal solutions: The NBI method produces Pareto optimal solutions that are evenly spread across the solution space. Recently, the NBI method has been gaining popularity in the field of mixed-integer optimization [52–54].

2.2. Multi-Criteria Branch and Bound

Branch and bound (B&B) is a widely recognized and versatile method used for computing optimal solutions in single-objective optimization problems. It employs a “divide and conquer” approach, utilizing an implicit enumeration principle represented as a tree search. The feasible set of the problem is iteratively partitioned to form subproblems of the original one. Generally, in branch and bound, the main problem is divided into subproblems (nodes). Each subproblem is assessed to obtain a lower bound on its objective value. These lower bounds are then utilized to construct a proof of optimality without the need for an exhaustive search. Subproblems that are deemed uninteresting or infeasible are pruned (fathomed) as with the red subproblem in Figure 1, while promising subproblems are selected and instantiated as with the blue problems in Figure 1.

Figure 1. Implicit enumeration of the domain space by branch and bound algorithm.

While the original branch and bound method was proposed by Land and Doig in 1960 [55], it was not until 1983 that Kiziltan introduced the first complete algorithm incorporating a multi-objective branch and bound approach [56]. This work was later referenced by Przybylski et al. [46]. In 1998, an algorithm for multi-objective mixed binary linear programming (MO-MILP) problems was presented [57]. Mavrotas proposed the Multi-Criteria Branch and Bound (MCBB) method [57], which employs a vector optimization approach to generate all the efficient extreme solutions for Mixed 0–1 multi-objective linear problems. By modifying the conventional branch and bound algorithm to systematically
explore feasible combinations of binary variables, the algorithm effectively identifies all non-dominated solutions in multiple objective problems.

MCBB was successfully implemented to solve mixed integer linear problems in the engineering [10], operational research [58] and chemical [59] fields. Moreover, MCBB was used to develop a heuristic method to solve convex MO-MINLP problems in [58]. Later, in [60], the authors proposed the first deterministic MCBB-based method to solve convex MINLP problems.

2.2.1. Branching

Branching is a procedure used to partition a problem domain into subsets, ensuring that the union of these subsets is equivalent to the complete set. When applying a branching strategy, the bounds of integer variables are manipulated, resulting in two distinct types of subspaces:

- Subspaces in which all integer variables are fixed, leading to the creation of leaf nodes associated with multi-objective continuous problems.
- Subspaces that include free integer variables, corresponding to mono-objective mixed-integer problems where the objective is to determine their bounds.

2.2.2. Bounding and Fathoming

Bounding a node involves evaluating its upper and lower bounds. In the case of a single-objective optimization problem, there exists at most one optimal value, and the definition of upper and lower bounds on this value is straightforward. However, in multi-objective optimization problems, upper bounds are considered on the set of non-dominated points. A well-known lower bound is the ideal point of the Pareto front.

**Definition 2.** The ideal point refers to a specific point in the objective space that corresponds to the optimal value of all objectives simultaneously.

In MCBB, each node is solved repeatedly for each objective function independently. Consequently, a mono-objective solver is invoked multiple times to obtain an optimal solution for each objective function.

Fathoming in MCBB extends to handle multiple objectives. A node can be fathomed if its lower bound vector is dominated by (at least) one of the non-dominated points in the current incumbent set, or if the node is infeasible.

2.2.3. Discussion

In MCBB, certain components are left unspecified, yet they can significantly influence the algorithm’s performance [61]. These components are illustrated in Figure 2 and are as follows: the separation order, which is the sequential branching of integer variables during the exploration of subproblems in the tree; the branching strategy, which is the partitioning of the solution space to generate new subproblems within the tree; the active node selection strategy such as “deep first” or “breadth first” methods; and the fathoming rules, which are the rules that prevent exploration of sub-optimal regions of the tree. In [46,62], the authors discuss the impact of “separation order” and “choosing the active node” on the performance of MCBB. Moreover, the authors review the existing strategies and the differences between them. In [46,58], the authors review distinct pruning rules used in MCBB. In [61], the authors mention two general frameworks of “branching strategies”; however, these frameworks are dedicated to single-objective branch and bound. To the best of our knowledge, there is a lack in the literature concerning the branching strategies for MCBB.
2.3. Drawbacks and Conclusions

Figure 3 shows a guideline for newcomers to solving MO-MINLP problems. Exact methods can be categorized into mono-objective or multi-objective methods. Multi-objective methods are enumerative methods that convert the MO-MINLP problem into another type of problem. MCBB converts the MO-MINLP problem into a mono-objective MINLP problem and a multi-objective continuous NLP problem; while scalarization methods convert the MO-MINLP problem into a mono-objective MINLP problem. The methods used to solve multi-objective NLP problems are reviewed in [47], while depending on the type of the problem, i.e., convex or non-convex, the methods used to solve mono-objective MINLP problems are reviewed in [63,64], respectively. In [63], the authors mention six methods that can handle convex MINLPs, including the Outer Approximation and Extended Cutting Plane methods. In [64], the authors mention several techniques—such as factorization, under- and over-estimators, and separable functions—in addition to various branch-and-bound-based methods—such as spatial and α branch and bound—to solve non-convex MINLPs.

The main drawback of MINLP exact methods is first that the computation cost increases prohibitively when the combinatorial space is large. Another aspect related to exact methods that solve MINLPs is that most rely on the concept of integer relaxation, which may be undesirable in some cases, especially where categorical variables exist. In such cases, if the problem cannot be relaxed, the only way to solve it is by enumerating all possible combinations of the integer variables, which may lead to “combinatorial explosion” with an increase in the problem size; thus, only small combinatorial spaces can be solved by such an approach. Hence, although there exist exact methods for solving mixed-integer optimization problems, they have their disadvantages. They may not always be employed, either because of the problem formulation or because solving the problems would require excessive time. As a result, metaheuristics and other approximation techniques are gaining popularity.
3. Approximate Methods

In contrast to exact methods, approximate methods offer the advantage of handling large-scale problem instances and providing satisfactory solutions within a reasonable time. However, it is important to note that these methods do not guarantee finding global optimal solutions or even bounded solutions. Given the computational complexity of difficult combinatorial problems, particularly when dealing with large-scale instances, significant research efforts have been dedicated to the development of approximate algorithms in recent decades.

3.1. Metaheuristics Overview

Metaheuristics are a class of approximate approaches used to address computationally hard combinatorial optimization problems in a suboptimal way [1]. The phrase metaheuristic is formed by combining two Greek words: meta and heuriskein. “Meta” means “beyond”, “on a higher level”, and “heuriskein” means “to find”. In reality, metaheuristics are a class of algorithms that attempt to combine simple heuristic methods in higher-level frameworks in order to rapidly explore the set of possible solutions to a given combinatorial problem. Over the last few decades, metaheuristics have grown in popularity. Metaheuristics are now used in a wide range of applications [1,65,66]. Several classifications are proposed in the literature for metaheuristics as shown in Figure 4. However, this paper adopts the classification of metaheuristics proposed in [1,41], which is based on the fitness assignment (selection mechanism) as follows:

- Dominance-based metaheuristics: These metaheuristics employ the concept of Pareto dominance as the primary selection criterion to guide the multi-objective search process.
- Decomposition-based metaheuristics: These metaheuristics decompose the problem into multiple scalar sub-problems and optimize them simultaneously.
- Indicator-based metaheuristics: These metaheuristics prefer to use indicators to guide their search process.

Liu et al. [41] conducted a comprehensive review of 125 recent research papers from 39 journals in the field of MO-MINLP. The review revealed that a majority of studies (70.40%)
in the literature have adopted dominance-based metaheuristics. Decomposition-based metaheuristics were found to occupy 18.40% of the related literature. Relatively fewer studies have utilized indicator-based metaheuristics. Hence, dominance-based metaheuristics are significantly the most popular class of metaheuristics to solve MO-MINLP problems. Genetic Algorithms (GAs) occupy the highest percentage (29%) of the dominance-based metaheuristics. The most popular multi-objective GA is the NSGAII [67]. In their review on NSGAII for multi-objective combinatorial optimization problems (MOCOPs), Verma et al. [68] highlighted the remarkable popularity of NSGAII. According to their findings, the original NSGAII article has been cited more than 20,630 times in the IEEE Xplore database, making it one of the most cited journal articles. Additionally, Google Scholar records over 35,240 citations for the original NSGAII article, with more than 19,600 citations from the Web of Science. These statistics demonstrate the widespread recognition and popularity of NSGAII.

In their review of 169 papers, Verma et al. [68] observed that NSGAII was applied to solve MOCOPs in three categories: conventional (8%), modified (58%), and hybrid (34%) forms. The modifications were typically made to address the limitations of the conventional NSGAII for specific problems. Researchers commonly modified NSGAII by adjusting the crossover operator, mutation operator, initialization procedure, parent selection, and constraint handling techniques to enhance its convergence and diversity. Hybridization techniques were also employed to improve the efficiency of NSGAII for particular problems or classes of problems. Among the hybridization approaches, the tabu search algorithm [69] was frequently utilized in conjunction with NSGAII.

3.2. Drawbacks and Discussion

3.2.1. Best Metaheuristic

The use of metaheuristics in many applications shows their efficiency and effectiveness in solving large and complex problems. However, in the context of mechanical engineering optimization, for example, the literature does not provide a clear conclusion on which metaheuristic has the best performance. In [71], the authors concluded that the best meta-

![Classification of metaheuristics](image_url)
heuristic is the moth-flame optimization (MFO) on a benchmark of six mono-objective mixed-integer engineering design problems. In [72], the authors found that the best metaheuristic is the mixed differential evolution (NAMDE) on a benchmark of 13 mono-objective mixed-integer engineering design problems. In [73], the authors observed that EMoSOA—a new evolutionary multi-objective seagull optimization algorithm for global optimization—is the best-performing algorithm on a benchmark of four multi-objective mixed-integer engineering design problems. In [74], the authors concluded that the butterfly metaheuristic is the best on a benchmark of four mono-objective engineering design problems. In [75], a discrete rat swarm optimizer (DRSO) algorithm was proposed to solve the discrete quadratic assignment problem (QAP). The authors demonstrated the effectiveness of the algorithm through extensive simulations and comparisons with other algorithms. The results consistently indicate that DRSO outperforms these algorithms in terms of solution quality and convergence speed. In their work [76], Kaur et al. introduced the Emperor Penguin Optimizer (EPO) as a metaheuristic algorithm for solving multi-objective problems. They extended the capabilities of EPO to handle multi-objective optimization and named the modified algorithm Multi-objective Emperor Penguin Optimizer (MOEPO). Through empirical analysis, the authors demonstrated the superior performance of MOEPO compared to other existing algorithms on seven multi-objective mixed-integer engineering problems. Table 3 summarizes these results in terms of problem type, number of problems, and best metaheuristic. Therefore, the literature does not provide a clear conclusion on which metaheuristic has the best performance on mono-objective/multi-objective MINLP problems even in a single subject area such as engineering applications.

Table 3. Best Metaheuristic for MINLP Engineering Problems.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Problem Type</th>
<th>Number of Problems</th>
<th>Best Metaheuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>[71]</td>
<td>MINLP</td>
<td>6</td>
<td>MFO</td>
</tr>
<tr>
<td>[72]</td>
<td>MINLP</td>
<td>13</td>
<td>NAMDE</td>
</tr>
<tr>
<td>[73]</td>
<td>MO-MINLP</td>
<td>4</td>
<td>EMoSOA</td>
</tr>
<tr>
<td>[74]</td>
<td>MINLP</td>
<td>4</td>
<td>Butterfly</td>
</tr>
<tr>
<td>[76]</td>
<td>MO-MINLP</td>
<td>7</td>
<td>EPO</td>
</tr>
<tr>
<td>[77]</td>
<td>MINLP</td>
<td>4</td>
<td>WOAmM</td>
</tr>
<tr>
<td>[78]</td>
<td>MINLP</td>
<td>4</td>
<td>SFOA</td>
</tr>
<tr>
<td>[27]</td>
<td>MO-MINLP</td>
<td>6</td>
<td>MOSOA</td>
</tr>
</tbody>
</table>

3.2.2. Metaheuristics Suitability for MO-MINLP Problems

In their work [79], Giagkiozis et al. conducted a comprehensive review of seven metaheuristic families (GA, Evolution Strategies (ES), Artificial Immune System (AIS), Ant Colony Optimization (ACO), Differential Evolution (DE), Particle Swarm Optimization (PSO), and Estimation of Distribution algorithms (EDA)) to evaluate their capability to handle mixed-variable problems in multi-objective optimization. The authors employed a scale ranging from 1 to 5 to assess the relative strengths and weaknesses of these algorithm families. A rating of 5 indicated high suitability for solving this type of problem, while a rating of 1 indicated poor suitability. Surprisingly, the comparison revealed that although six out of the seven algorithms were capable of handling mixed variables optimization, all six algorithms received a suitability score of 1. In their thesis [11], El Samrout examined five well-known metaheuristics in the field of combinatorial optimization: (1) NSGAII; (2) MOPSO; (3) Cuckoo Search; (4) Bat Algorithm; and (5) Firefly Algorithm. The evaluation was conducted on three MO-MINLP engineering design problems. By comparing the solutions obtained from these metaheuristics with the true Pareto front of each problem, the author concluded that “the traditional metaheuristics were unable to solve the three optimization problems”.

Similarly, in another study by Jaber et al. [10], the same engineering design problems were tackled using NSGAII, resulting in low-quality solutions. Even with the utilization of the best metaheuristic, which in this case was NSGAII, not all Pareto solutions were
discovered. The calculated Pareto front remained far from being a satisfactory solution, as indicated by the low percentage of intersection between the true front and the calculated one for all three problems. Furthermore, conventional metaheuristics demonstrated their limited capability in handling mixed-variable constrained problems. Consequently, the need for a more effective approach to address such problems has become a focal point of interest for numerous researchers. In the past few decades, a new line of research has arisen, that of the hybridization of distinct algorithms. In the next section, an overview of these hybrid methods is presented.

4. Hybrid Methods

In recent years, there has been a proliferation of algorithms that go beyond the traditional framework of a single classic metaheuristic, as highlighted by Blum et al. [39]. These algorithms integrate various components derived from optimization research in different fields, giving rise to what is known as hybrid metaheuristics.

The hybridization of metaheuristics has become a prevalent strategy for solving optimization problems. The abundance of efficient hybrid metaheuristics serves as evidence that these approaches are highly effective for both classical and real-life challenging problems, as noted by El Samrout [11]. The rationale behind combining multiple algorithms is to leverage the complementary nature of diverse optimization strategies, aiming to achieve synergy. Selecting the appropriate combination of complementary algorithmic approaches is crucial for achieving improved performance in various challenging optimization problems [39].

Literature reviews on hybrid methods for multi-objective optimization have been conducted by Ehrgott et al. [43,44] and on single-objective hybrids and their classifications by Blum et al. [39]. Different approaches for combining exact algorithms and metaheuristics to solve combinatorial optimization problems have been discussed by Puchinger et al. [32].

4.1. Hybrids Classifications

The initial approach to hybridization involved combining different metaheuristics. Initially, this approach seemed to be the most straightforward, and other methods of hybridizing metaheuristics were overlooked. It was only later that researchers recognized the complementary nature between certain exact methods and metaheuristics, leading to the emergence of this type of hybridization [11]. Consequently, hybrids are classified into two categories in this section: the hybridization of metaheuristics with other metaheuristics and the hybridization of approximate methods with exact methods. In this context, several trials of a combination of metaheuristics and machine learning are proposed; however, these approaches are out of our scope. Interested readers can refer to [11,42].

4.1.1. Metaheuristics with Metaheuristics

A notable observation is that many hybrid metaheuristics in this field are based on the collaboration between trajectory-based (or single-solution-based) metaheuristics and population-based metaheuristics. The reasoning behind this cooperation lies in the complementary nature of these two approaches for multi-objective optimization. Trajectory-based metaheuristics excel at intensifying the search by aggressively converging toward good solutions. However, they require guidance along the non-dominated frontier. Conversely, population-based approaches are proficient explorers of the search space, capable of maintaining a diverse population of solutions along the non-dominated frontier. However, they often converge slowly to the non-dominated frontier. As a result, methods that combine components from both approaches can effectively leverage these features, offering a favorable trade-off. In their works [43,44], the authors propose a classification scheme for hybridizing multi-objective metaheuristics based on the objectives of the hybridization process. The classification includes the following categories:

- Hybridization to enhance search aggressiveness: The objective here is to improve the exploration capability of the approximation procedure. For instance, a common
approach is to combine a multi-objective evolutionary algorithm (EA) with a neighbor search algorithm. This combination aims to refine promising solutions obtained from evolutionary operators and maximize their quality.

- Hybridization for guided search: In this category, the goal is to incorporate a guiding mechanism along the non-dominated frontier. Population-based metaheuristics like multi-objective genetic algorithms (GAs) are utilized to extract global information about the current approximation. This information then guides local search processes, ensuring a thorough coverage of the non-dominated frontier.

- Hybridization for leveraging complementary strengths: Here, the focus is on harnessing the complementary strengths of different metaheuristics. For example, a GA algorithm may be employed initially to generate a diverse set of high-quality solutions, followed by the application of an aggressive search method (e.g., tabu search) to further refine the solutions.

4.1.2. Metaheuristics with Exact Methods

In [11,80], the authors classify multi-objective metaheuristics–exact hybrids based on the concept of the algorithm as follows:

- Metaheuristic-based upper bound generation: This approach involves executing a multi-objective metaheuristic to obtain an approximation of the Pareto set. The obtained approximation is then used to initialize a multi-objective exact algorithm. By employing a branch and bound algorithm, a significant number of nodes in the search tree can be pruned, improving the overall efficiency of the hybrid approach.

- Exact algorithm for solving subproblems: In this hybrid strategy, a multi-objective exact algorithm is utilized to solve subproblems that are generated by the multi-objective metaheuristic. Leveraging the strengths of the exact algorithm, these subproblems can be solved optimally or near-optimally.

The combination of metaheuristics/heuristics with tree search techniques is widely recognized as a popular approach for integrating different algorithms in optimization. A fundamental component of any optimization technique is the mechanism for exploring the search space, which refers to the space of valid solutions for the given optimization problem. The hybridization of metaheuristics with branch and bound concepts is rather recent [81]. On one side, it is possible to use branch and bound concepts within metaheuristics in order to increase the efficiency of the metaheuristics search process. On the other side, metaheuristics can be used within branch and bound in order to reduce the space and time consumption of branch and bound. Ideally, such hybrids are expected to obtain higher quality solution(s) than that obtained by metaheuristics with less effort than that consumed by branch and bound as illustrated in Figure 5.

![Figure 5. Combining approximate methods with tree search.](image-url)
4.2. Combining B&B with Metaheuristics

In [42], the author categorized the hybridization mechanisms between metaheuristics and the mono-objective branch and bound (and its variants) as follows:

- Metaheuristic for generating an upper bound.
- Exact algorithm for exploring very large neighborhoods.
- Exact algorithm for solving subproblems.
- Exact algorithm for achieving one objective improvement.
- Exact algorithm for exploring the infinite region ($\infty$ Region).

In the following, we provide descriptive examples of hybridization mechanisms between metaheuristics and mono-objective branch and bound algorithms, encompassing both mono- and multi-objective trials.

In one of the pioneering works on combining branch and bound with an evolutionary algorithm, the authors of [82] present a two-stage process. The first stage involves executing the branch and bound method up to a predefined tree level, denoted as k. During this stage, lower bounds are evaluated using a heuristic method. The second stage entails executing the evolutionary algorithm on the active nodes identified in the first stage.

Another approach, introduced in [83], incorporates the branch and bound method into the evolutionary algorithm. This framework embeds the branch and bound operator within the evolutionary process, allowing the hybrid operator to explore potential offspring generated through recombination and identify optimal combinations without implicit mutation.

In [84], a chunking-based strategy is proposed to decide at each node of the branch and bound tree whether a metaheuristic should be called to find a better incumbent solution.

In [85], the NSGAII algorithm generates potentially Pareto optimal solutions, which are then used to construct subproblems. These subproblems are subsequently solved using the branch-and-cut algorithm.

The work presented in [86] utilizes an evolutionary algorithm with an order representation, specific recombination and mutation operators, and a decoding heuristic. In one variant, branch and bound is occasionally applied to locally optimize parts of a solution during decoding.

In [39], a portion of the decision variables are fixed to their values in an incumbent solution, while the remaining “free” variables are optimized using a MIP-solver. If an improved solution is found, it becomes the new incumbent, and the process is iterated within a defined large neighborhood.

In [81], branch and bound concepts are employed to enhance the solution construction process of ant colony optimization.

The authors of [87] utilize the constraint programming system, employing the depth-first branch and bound technique to validate solutions and determine the values of constrained variables, rather than searching for solutions.

Extensive literature reviews on this topic can be found in [32,39,43].

4.3. Combining MCBB with Heuristics

Researchers have also conducted several trials implementing MCBB algorithms using heuristic methods.

In [58], the author proposes a heuristic approach based on MCBB. The algorithm initiates with a set of feasible points obtained at the root node of the enumeration tree. These points are obtained iteratively by solving a single-objective model using an $\epsilon$-constraint method, where the other objective functions are incorporated as constraints. Lower bounds are derived by optimally solving Non-Linear Programming problems (NLP) problems. Each leaf node of the enumeration tree corresponds to a convex multi-objective NLP problem, which is heuristically solved by varying the weights in a weighted sum approach.

In [88], the authors utilize both exact and approximate algorithms. The exact algorithm is a modified version of MCBB, further customized with appropriate heuristics. Three
branching heuristics and a composite branching and construction heuristic are devised to enhance its performance.

In [89], the authors develop a heuristic method based on a branch and bound structure. The proposed method combines several lower bounds, upper bounds, and dominance rules.

4.4. Discussion and Conclusions

The performance of conventional metaheuristics on MO-MINLP problems was discussed in Section 3 with the conclusion that the current performance is not sufficient for this type of problem. Similarly, exact methods are too expensive when they are applied to mid- to large-scale problems. Many researchers have proposed using hybrids of metaheuristics with mono-objective branch and bound algorithms to enhance the performance of metaheuristics. Some have also suggested incorporating heuristics with multi-criteria branch and bound algorithms. However, to the best of our knowledge, there is a noticeable lack of literature on the hybridization of multi-criteria branch and bound algorithms with metaheuristics, in contrast to the extensive research on mono-objective branch and bound algorithms as illustrated in Figure 6. This lack of literature may be due to the apprehension of high computational effort. Hence, any design of such hybrids must consider the “investment” in computational effort, in which, hybrids that combine MCBB with a metaheuristic are expected to consume more effort than the metaheuristic alone. However, what if this investment in the computational effort is added to the metaheuristic itself (as increasing the maximum generations or population size in GA)? In fact, this is an open research question that should be considered when examining the performance of such hybrids.

Furthermore, it has been observed by [39] that the effectiveness of hybrid approaches can vary depending on the specific problem at hand, while some hybrids may perform well for certain problems, they may not be as effective for others. Nevertheless, there exist hybridization strategies that have consistently demonstrated success across a wide range of applications. These successful hybrids can serve as valuable references and provide guidance for future developments in the field.

**Figure 6.** A review of hybrid tree search with approximate methods.

5. Conclusions

In summary, addressing mixed-variable optimization problems poses significant challenges as it involves the convergence of two distinct types of difficulties. The first challenge arises from the combinatorial nature of these problems, necessitating a comprehensive exploration of the solution space to guarantee the identification of the optimal solution. The second challenge stems from the continuous nature of the problems, where the search space is infinite and potentially unbounded. The main drawback of MINLP exact methods is that the computation cost increases prohibitively when the combinatorial space is large. Unlike exact methods, approximate methods allow the tackling of large-size problem instances by delivering satisfactory solutions in a reasonable time. However, it is not clear what metaheuristic delivers the best performance. Additionally, conventional metaheuristics are not able to handle mixed-variable constrained problems. In this paper,
we have provided descriptive information for newcomers in this area on the research that has been done and that is currently underway concerning the methods used to solve MINLP problems. Moreover, we have highlighted the research gaps found in the literature regarding the following: (1) the branching strategies for the Multi-Criteria Branch and Bound (MCBB); and (2) the hybridization of MCBB with metaheuristics.
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