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Abstract: Early in the 1990s, recommender systems emerged to assist users in dealing with the cognitive overload caused by the internet. Since then, similar systems have expanded into many more capacities, such as assisting users in exploration, enhancing decision making, or even providing entertainment. Understanding the user task and how to modify the advice to assist it are made possible by these features. Recommender systems for education have been proposed in related research. These recommender systems assist students in locating the learning materials that best suit their requirements. One of the primary requirements of the online social platform is to engage the user in an effective way. For this purpose, online media starts to use gamification to improve the user participants. The reward system for online media widely uses gamification elements such as points, badges, etc. Thereby, in a badge-based system, an unachieved badge highly influences the gamification system. In this paper, unachieved and achievable badges were recommended using item-based collaborative filtering recommendation model. This enables us to gather information from the candidates and make accurate predictions about the jobs that might suit them. This is also durable in the sense that any missing data about the candidate does not affect the algorithm as a whole as it is capable of making assumptions regarding the missing data based on similar data already stored in the database. Beyond this, this algorithm can be employed to host courses on the website. The empirical observation shows that the proposed model has recommended the badge with 70 percent accuracy.
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1. Introduction

Gamification is an intelligent technique used to engage and motivate students. It adds elements of games to non-gaming activities to influence user activity. Gaming mechanics and dynamics are employed to govern the player’s activity and the mechanics’ run-time behavior, respectively. The mechanics of the game include points, badges, leaderboards, limitations, etc., whereas the dynamics are story, progression, and relationship. When a student starts playing games they become more immersed and can unlock new levels. Combining learning and gaming elements makes students more proactive and engages them to spend more time learning.

Gamification elements such as scores, ranks, levels, badges, trophies, and leaderboards motivate the students to learn. These gamification features can be categorized as game mechanics and game dynamics.

Game mechanics are the basics of gamification, which helps the students to convert any process into gamification. Game mechanics can make the students grow bored with repeated steps. Here, we have game dynamics, which combine the student’s behavior and game mechanics and involve the students in learning over a long period of time.
The four components of game mechanics are quantity, spatial, state, and action. The quantity is represented by a number, the spatial component by the position and rotation of the objects, the state by extra rules, and the action mechanics by change.

Examples of game dynamics include competition, collaboration, community, achievement, surprise, etc.

The game elements of score and points motivate the students, as students are awarded badges and trophies for their achievements in completing the challenges at each level. Therefore, the students can profile their badges to project their status/symbol of status. Figure 1 shows the bottom-up view of the elements of the game.

Collaborative filtering (CF) is a framework for predicting a user’s interests by collecting preferences or test data from a large number of users (collaborating) [1]. A machine learning technique known as content-based filtering investigates the similarity between attributes to generate judgements [2]. This strategy is commonly used in recommender systems, which are algorithms designed to promote or recommend products to users based on information obtained about the user [3]. However, because it is based on historical data, this strategy requires knowledge that may or may not be relevant to the task at hand. This includes domain-specific data generated by users, clickstream data, and other information. As a result, a more powerful algorithm is required to handle form-based data, and collaborative filtering has been found to be an effective solution.

The main idea of the collaborative filtering framework is that if two users have similar views on a topic, they are more likely to have the same view on a different topic than two randomly picked users. It should be emphasized that, while these forecasts are based on data from a large number of users, they are unique to each individual. This differs from the simpler strategy of assigning an average (non-specific) score to each intriguing item,

![Figure 1. Bottom-up view of elements of game.](image-url)
for example, depending on the number of assessments. Massive data sets are sometimes included in collaborative filtering algorithms.

1.1. Item-Based Approach

Item-based approach is classified as a memory-based collaborative filtering algorithm [4]. CF models are created using machine learning algorithms in this method to forecast user ratings based on previously collected taste data [5]. This can be utilized to find the best possible match for recommendations. The item-based approach is explained in Figure 2.

1.2. Model-Based Approach

This method predicts user ratings of unrated items by creating CF models using machine learning methods [6,7]. The algorithms in this approach can further be broken down into three sub-types. This is explained in Figure 3.
2. Related Works

2.1. Gamification

The gamification approach is adopted in a variety of applications to analyze behavioral changes. A popular topic of research is personalized gamification, which creates a recommender system based on the end user’s behavior. There are two major fields that gamification is applied, Human centered computing and Information System [8]. In this study, we majorly focus on the Information System.

Gamification is the concept of implementing game-like components in a non-game-like environment. For example, one could include a progress bar in order to track the progress of a student in an online learning environment. The concept of gamification can be simplified as shown below in Figure 4.

![Figure 4. Gamification concept.](image)

Gamification has caught the attention of a diverse group of professions, including academics, business experts, and practitioners [9]. Gamification has several applications, including tourism [10], knowledge management [11], education and business [12], and software engineering [13]. Although gamification became popular in 2010, it was first mentioned in the literature in 1971 [14]. There are five tiers of game design aspects in gamification: interface design patterns, mechanics, principles and heuristics, game models, and game designs [15].

The gamification approach makes the process easy and engaging with its game-like features. It optimizes the human experience, takes advantage of the success in games and apply those techniques to address the social issues or non-game-like problems [16]. Most of the new generation of people spend their life in depression, unproductivity and hopelessness because of performing unrewarding and pointless tasks. Thus, incorporating gamification in the tasks will make it fun and improves productivity [17].

2.2. Gamification in E-Learning

Gamification in E-learning is primarily used to effectively engage students with various game-like features such as badges, a progress bar, etc. Gamification in education has numerous advantages in terms of user involvement, social consequences, and motivation. The gamification method is widely acknowledged as a beneficial tool in e-learning, and it is increasingly being used and embraced to construct engaging educational models. Online learning, often known as e-learning, provides students with a diverse individually focused and cultural learning experience that does not require their physical presence [18].

The main goal of learning and schooling is to have an energetic session. This situation though is not effective as the students are mostly not encouraged to learn [19]. Most of the time, the students are forced to attend the classes without any interest. To engage and encourage the students to learn the courses in an efficient way, gamification as a modern tool comes as an aid [20]. To overcome the challenges faced in teaching worldwide, new teaching techniques have been implemented using various teaching systems. This provides the students with a unique atmosphere to learn and offers wide range of opportunities [21]. For these reasons, the e-learning platform is popularly adopting a gamification approach. Gamification offers strategies, mechanisms, and procedures to help in developing a non-game-like e-learning platform with gaming features [22].
There are various types of research carried out to understand the gamification elements (badges, leader board, progress bar, etc.). Few studies are [23] focused on increasing the Students improvement through points, levels, leader boards, and badges [24], nor have they tried to improve the student success [24], nor have they tried to improve the student success and their course completion rate using feedback, goals, badges, and leaderboards [25]. They have not explored the connection between the game elements and the group of players by unlocking contents like avatars, and points. developed a method that recommends that educators and teachers prepare and apply the social media gamification principles in education and investigated the student participation in the online conversation through progress bars, experience, badges, rewards and reactions [26].

2.3. Collaborative Filtering in Recommender Systems

The existing techniques have major limitations such as cold start, trust, and privacy. These three limitations can be a major concern and critical chances can be missed. Job recommendation based on unstructured language describes the job application requirements. A scalable job recommender system produces the best results in all aspects; it uses an application list with varied parameters and a job rating matrix to endorse the right job list by aggregating all scores.

However, more accurate models, such as the Gauss model and the cosine model, also obey the user behavior pattern. Neural fair collaborative filtering is a pre-training and fine-tuning approach for suggesting sensitive matters such as jobs or college majors with minimal performance loss and improved performance. Checking the sparsity of the user profile and using some techniques of populating the user’s preference matrix can be used to further optimize the recommendation system and integrate the system for improved performance. By taking into account the user trust connection information, an enhanced collaborative filtering method based on multi-dimensional fusion similarity is created. A user fusion similarity is created by combining the two user similarities.

2.4. Problem Definition

Recently many organizations have provided gamification as one of the services with elements such as badges, points, leader boards and levels. Among the elements of gamification, badges were used largely to increase user engagement in various platforms. The use of badges in gamification is highly successful.

The use of the gamification component (badges) in e-learning increases student engagement.

3. Recommendation Model

Item-based filtering is used to create the recommendation system in collaborative filtering. The proposed work suggests an item-based framework to find the similarity among the badges and to compute the similarity score. Item-based filtering aids in identifying badges that are similar to one another.

The basic idea for computing the similarity among the badges is to find the score of similarity. By generating similarity, an efficient recommendation system is modeled.

To find the similarity among the badges, different similarity scores were used. To compute the similarities, distance between the similarity scores was calculated using Euclidean distance with an n-dimensional space, where n is the number of users.

Assuming that in the Q&A (Question and Answer) session, adding badges to the students who are answering the questions makes the students more involved, this makes students more likely to answer the remaining questions and earn more badges. Figure 5 describe the flow of recommendation model in e-learning.
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Figure 5. Flow of recommendation model.

Distance among the two badges is calculated by Equation (1),

\[ d(p, q) = \left( \sum_{i=0}^{n} |p_i - q_i|^2 \right)^{\frac{1}{2}} \]  \hspace{1cm} (1)

The main challenge in the badging system is finding the unachieved badges by the students. In this work, collaborative filtering-based recommendation has been developed. Where p and q are the 0–1 vectors that establish the availability of the badges. To calculate the different similarity scores cosine similarity is used. The advantage of using cosine similarity is it is fit for sparse data, and it does not rely on shared-zero (0–0) matches.

Cosine similarity is calculated by Equation (2),

\[ \cos(p, q) = \frac{p \cdot q}{||p||X||q||} \]  \hspace{1cm} (2)

where \( \cdot \) shows the dot product and \( ||p|| \) shows the vector length of p which holds the zero, and one for calculating the badge availability.

The length of the vector is calculated by Equation (3),

\[ ||p|| = \sqrt{\sum_{i=1}^{n} p_i^2} \]  \hspace{1cm} (3)

Combining Equations (2) and (3), the final equation to calculate cosine similarity is Equation (4),

\[ \cos(p, q) = \frac{\sum_{i=1}^{n} p_i X q_i}{\sqrt{\sum_{i=1}^{n} p_i^2} \sqrt{\sum_{i=1}^{n} q_i^2}} \]  \hspace{1cm} (4)

Cosine similarity is rated from +1 to −1, with +1 denoting perfect resemblance and −1 denoting imperfect similarity. With the help of cosine similarity, a badge recommendation system is developed which helps the students to identify the unachieved badges based on the history of the achieving badge. Using this history, the system will recommend the unachieved badges and if the students achieved all the badges the system will not recommend it.

To calculate the history of similarity the following equation is used to calculate Equation (5),

\[ \text{Recommendation} = \frac{\sum_{i=1}^{sm} \text{history}_i X \text{Similarity}_i}{\sum_{i=1}^{sm} \text{history}_i + \text{Similarity}_i} \]  \hspace{1cm} (5)

where sm is the number of similar models which are selected by our model. In the equation, the term history is the 0–1 vector, and the term similarity is the cosine vector. For every user badge, similarity is used to measure high similar badges among the user badge and
Equation (5) recommends the badges that the user does not have using the highest score from this Equation (5). We extend our model to solve the problem if the user does not have any badges. The model recommends common badges within the threshold.

**Experimental Evaluation**

The proposed model is analyzed using the decision support accuracy metrics: precision and recall. These measures assist the students in choosing suggested and undeserved badges. Equations (6) and (7) show the formulation for precision and recall evaluation.

\[
\text{Recommendation system precision (p)} = \frac{\text{Number of our recommended badges that are relevant}}{\text{Number of recommended badges by proposed model}} \tag{6}
\]

\[
\text{Recommendation system recall (r)} = \frac{\text{Number of our recommended badges that are relevant}}{\text{Number of all possible relevant badges}} \tag{7}
\]

To recommend N number of badges from the available n relevant badges, then the average precision at N number of badges is given by Equation (8),

\[
\text{APN} = \frac{1}{N} \sum_{i=1}^{N} P(i) \text{ if } i\text{th badge was relevant} = \frac{1}{N} \sum_{i=1}^{N} P(i) \cdot \text{rel}(i) \tag{8}
\]

where rel(i) is used to check the availability of ith badges that are relevant among the available badges using 0/1.

APN is used to single-user measurement of precision and MAPN is used to measure the average among all the available users Equation (9).

\[
\text{MAPN} = \frac{1}{|K|} \sum_{k=1}^{|K|} |k(\text{APN})_k| \tag{9}
\]

The precision and recall were assessed using the F-measure approach. The weighted average approach is used to assess the system’s effectiveness. The F-measure uses a degree of proximity € and weight σ to measure the system model. A threshold K has been assigned to measure the similarity.

Figure 6 makes it clear that recall and precision are at odds with one another. It is observed that when the precision is higher and recall is lower, the degree of matching is lower. As a result, from Figure 6, we can assign the threshold value between 0.5 and 0.6.

![Figure 6. Variation of precision and recall.](image-url)
From Figure 7, it is observed that F-measure is increased gradually when a threshold is decreased. When the degree of matching is lower, precision is higher, and recall is lower.

![Figure 7. F-Measure with multiple threshold matching.](image)

4. Conclusions and Future Work

The proposed item-based recommendation system is based on collaborative filtering. The concept suggests badges based on user behavior, which aids in helping students determine the path of their study. The findings indicate that the model’s badge suggestion mechanism offers recommendations that are 75% accurate by examining each student’s badge. If a user already has a badge, the proposed approach will not suggest further badges. The student’s history badge scores and those for related badges are determined by the model. After earning all the badges, the scores and recommended badges are arranged in descending order.

Future research can assess the state of the art of additional algorithms using student feedback. The model can be constructed using both student feedback and content-based collaborative filtering. The findings unequivocally demonstrate that the model put forward in this work aids students in more effectively achieving their learning objectives.
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