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Abstract: This paper is concerned with the adaptive event-triggered finite-time pinning synchro-
nization control problem for T-S fuzzy discrete complex networks (TSFDCNs) with time-varying
delays. In order to accurately describe discrete dynamical behaviors, we build a general model of
discrete complex networks via T-S fuzzy rules, which extends a continuous-time model in existing
results. Based on an adaptive threshold and measurement errors, a discrete adaptive event-triggered
approach (AETA) is introduced to govern signal transmission. With the hope of improving the
resource utilization and reducing the update frequency, an event-based fuzzy pinning feedback
control strategy is designed to control a small fraction of network nodes. Furthermore, by new
Lyapunov-Krasovskii functionals and the finite-time analysis method, sufficient criteria are provided
to guarantee the finite-time bounded stability of the closed-loop error system. Under an optimization
condition and linear matrix inequality (LMI) constraints, the desired controller parameters with
respect to minimum finite time are derived. Finally, several numerical examples are conducted to
show the effectiveness of obtained theoretical results. For the same system, the average triggering
rate of AETA is significantly lower than existing event-triggered mechanisms and the convergence
rate of synchronization errors is also superior to other control strategies.

Keywords: discrete complex networks; T-S fuzzy model; pinning control; finite-time synchronization;
adaptive event-triggered approach

1. Introduction

During the past decades, discrete complex networks (DCNs) have been extensively
studied due to the potential advantages of digital simulation and calculation, such as cyber-
physical systems [1], multi-agent systems [2,3] and digital communications [4]. Similar
to continuous-time complex networks, DCNs are composed of plenty of nodes coupled
with edge-to-edge connections where complex dynamic behaviors are included. Hence,
studies of the structure, nature and application of DCNs are richly reported in existing
literature [5-9]. For instance, Phat et al. designed the switching rule for stability of linear
discrete-time systems via LMIs in [5]. The passivity criterion of discrete-time neural net-
works subject to uncertain parameters was investigated in [6]. Unfortunately, time delays
inevitably appear in information transmission between network nodes, which may lead to
the oscillatory or instability behavior of coupled networks. Especially in real networked
systems, time-varying delays is the problem demanding optimized solutions [10-13]. In
order to eliminate the influence of time-varying coupling delays, a non-fragile protocol
was provided for the Markovian jump stochastic system in [11]. The authors discussed
switched complex networks with time-varying delays for strictly dissipative conditions

Entropy 2022, 24, 733. https:/ /doi.org/10.3390/e24050733

https://www.mdpi.com/journal/entropy


https://doi.org/10.3390/e24050733
https://doi.org/10.3390/e24050733
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/entropy
https://www.mdpi.com
https://orcid.org/0000-0003-2140-4381
https://doi.org/10.3390/e24050733
https://www.mdpi.com/journal/entropy
https://www.mdpi.com/article/10.3390/e24050733?type=check_update&version=2

Entropy 2022, 24, 733

2 of 34

in [13]. Therefore, it is a meaningful attempt to analyze dynamical behaviors of DCNs with
time-varying delays.

As a significant collective behavior in complex networks, synchronization shows prac-
tical significance in a coupled circuit system [14], communication networks [15], genetic
networks [16] and industrial internet of things [17] and has become a hot topic of special
concern in recent years [18-21]. For example, the asymptotic synchronization criteria
for DCNs were derived under the periodic sampling signals in [19] and the exponential
synchronization problem is discussed via topology matrices in [20]. It should be noted
that most existing results neglected the time limitation when studying the synchronization
behavior of complex networks. Besides, it is extremely difficult to realize complete syn-
chronization (error converges to zero) in practical cases of large-scale complex network
structures. Accordingly, the concept of finite-time synchronization is proposed to limit the
closed-loop synchronization errors within a certain range in finite time, which has been
adopted in related literature [22-26]. In [22,23], the finite-time synchronization problems
of switched neural networks affected by delays were solved based on Lyapunov stability
theory. The finite-time synchronization conditions are formulated for a class of Markovian
jumping complex networks with non-identical nodes and impulsive effects in [24]. Until
now, the finite-time boundedness of synchronization error in DCNs is still a challenging
issue, which constitutes one of main motivations for our current study.

The Takagi-Sugeno (T-S) fuzzy model is extensively recognized as a powerful tool to
deal with a nonlinear system, which can express the nonlinear systems by a set of linear
subsystems combined with IF-THEN rules [27-30]. On one hand, the T-S fuzzy model is
used to fuzzify system model for stability analysis. In order to ensure the stability of the
closed-loop system, the authors introduced the T-S fuzzy frameworks to the chaotic system
in [28]. With regard to delayed Markovian jump complex networks in [30], the T-S fuzzy
model was also applied to describing the system nonlinearities. On the other hand, the T-S
fuzzy model has been widely applied in controllers. In [31], depending on T-S fuzzy logic,
the sampled-data controller was designed to synchronized nodes of reaction—diffusion
networks. In order to control complex networks containing communication couplings,
Wang et al. proposed the T-S fuzzy feedback controller in [32]. However, a majority of
previous results on T-S fuzzy theory concerned the continuous-time system, which prompts
us to extend T-S fuzzy model to investigate the finite-time synchronization behaviors
of DCNs.

The synchronization control strategy for complex networks has received significant
attention [33-35]. In view of complex interconnection and huge network scale, it is tough
to achieve the desired synchronized state through controlling all network nodes in practice
applications. Hence, a pinning control scheme is proposed, which means only part of
the nodes need to be directly controlled. As an economical and efficient method, pinning
control has been popular in synchronization control. In [36], the pinning synchronization
problem of DCNs with time delays was addressed. In the face of partial and discrete-time
couplings in networks, the authors designed the pinning sample-data controller in [37]. In
addition, the utilization of controller resource is always a focus of concern [38,39]. Recently,
along with the advance of digital communication and network techniques, the event-
triggered mechanism has been presented to govern the transmission of control signals
in practical applications of networked systems, such as sensor networks [40], chaotic
circuit networks [41] and multiagent networks [42]. By the event-triggered mechanism,
control signals would be updated only if the prespecified triggering condition is satisfied,
which means needless resource consumption can be restrained. For example, an event-
triggered approach was employed in [43] to design an adaptive sliding mode controller for
the stability of a quantized fault system. Furthermore, many efforts are made to improve
existing triggering algorithms for less resource consumption. In [44,45], an internal adaptive
threshold, also named a dynamic variable, was introduced to form the adaptive event-
triggered approach (AETA) to decrease triggering frequency without information packet
loss. The related result was also extended to design the state estimator of neural networks
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in [46]. Based on AETA, energy utilization is further improved in the control process
of communication networks and the network congestion is greatly avoided, especially
in power systems, wireless networkes and so on. Nevertheless, it is worth noting that
finite-time pinning synchronization control for T-S fuzzy DCNs with time-varying delays
and couplings under AETA is still a research gap, which motivates us to conduct the study.

Motivated by above discussions, this paper focuses on the finite-time synchronization
problem of delayed and coupled TSFDCNs via adaptive event-triggered pinning control
strategy. The main contributions of this paper are summarized as follows:

(1) A more general model of DCNs subject to time-varying delays and node couplings
is proposed, which extends the existing continuous-time system model and improves the
description of discretized dynamic behaviors. By fuzzy membership functions connected
by IF-THEN rules, the T-S fuzzy model of DCNs is novelly constructed to analyze the
discrete synchronization behaviors;

(2) Based on the adaptive threshold and system errors, a discrete AETA is applied in
controller design. By introducing the adaptive triggering condition, the update frequency
of control signal is effectively restricted, such that communication resource is saved. Due
to the non-negativity of the threshold variable, AETA can decrease the generated event
triggering instants compared with static or period triggered mechanisms;

(3) To design effective fuzzy pinning controller, sufficient finite-time synchronization
criteria are obtained in terms of LMI constraints and the minimum finite time related
optimization condition. According to finite-time control theory and discrete Jensen inequal-
ity, less conservative Lyapunov-Krasovskii functionals are established to guarantee the
finite-time convergence of synchronization errors;

(4) The effectiveness and generality of the proposed theoretical method are displayed
fully. In three various network systems, especially a practical chaotic network, finite-time
synchronization can be achieved with fast convergence speed compared with existing
methods. Furthermore, it has been shown that the triggering performance of AETA is
superior by several comparative experiments.

The rest of this paper is organized as follows: Section 2 provides the formulation of
the problem and some requisite preliminaries. Section 3 expounds the main results with
proofs of two theorems. Numerical examples are illustrated in Section 4. Finally, Section 5
exhibits the conclusion and outlook.

2. Problem Formulation and Preliminaries

In this paper, we consider a class of DCNs with time-varying delays and N coupled
nodes with the following model:

xi(k+1) = Ax;(k) + B1f(xi(k)) + Boh(xi(k — 7(k)))

Al M
+c Z gijl"xj(k —1(k)) + w;(k),
j=1

where x;(k) = [x;1(k),xp(k),...,x;n(k)] € R" denotes the state vector of the ith node,
A = diag{ay,ay,...a,} is real constant matrices, B; and B, are known matrices with
appropriate dimensions, ¢ represents the coupling strength between nodes. G = (g;j)NxN
is the coupled configuration matrix of the network, where g;; > 0 if there is a connection
from jtoi (i # j), otherwise g;; = 0. The diagonal elements of matrix G are defined as

N N

gi=— ) gij, whichmeans } g;; =0.I € R" is an inner coupling matrix with I' > 0
J=1j# j=1

fori =1,2,...,N. The exogenous disturbance input w(k) satisfies:

N
Y- w] (kwi(k) < . 2)

k=0
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f(-) € R™1 and h(-) € R™*! are nonlinear activation functions of nodes, (k) is the
time-varying delay with 0 < 7, < T(k) < Ty for Ty, Ty € NT .The initial state of system
(1) is x;(k) = p;(k) fork € {—tp, —tm+1,...,0}.

Suppose s(k) € R" is the state of the unforced target node:

s(k+1) = As(k) + B1f (s(k)) + Bah(s(k — 7(k))), ®

where s(k) = (s1(k),s2(k),...,s3(k))T € R" represents the state vector of the target node

to be synchronized by DCNs (1) f(s(k)) and h(s(k — t(k))) follow the activation functions
v(k

given in state equation (1). s(k) = v(k) denotes the initial value for k € [—Ts, 0].
By e;(k) = x;(k) — s(k), the error system is derived as:

ei(k+1) = Aes(K) + By f(es(K)) + Bahi(es(A)) + ¢ %1 giTei(0) +wik), (@
p

where ¢; (k) is the synchronization error dynamics between states of network node and tar-
getnode. &y = k— (k), f(e;(k) = F(x:(k)) — F(s(k)), Fler(8)) = h(x:(85)) — h(s(8)).
Due to the existing of node couplings in DCNSs, ¢;(k) in the error system (4) possesses the
same coupling relation fori =1,2,...,N.

Remark 1. The states of the presented DCNs and target node contain state vectors, activation
functions with and without time delays, which can flexibly describe dynamics of practical systems
via changing weight matrices. By assigning the initial values, the dynamic behaviors of s(k) and
x;(k) are determined, such that synchronization errors are measured.

With the T-S fuzzy model composed of a set of IF-THEN rules, we consider the
following fuzzy rule for TSFDCNs:
Fuzzy Rule I [22]:
IF 61 (k) is 6 and ... and is 63, THEN

N
ei(k+1) = Aje;(k) + By f(ei(k)) + Bph(ei(Ar)) + ¢ Y giiiTej(Ax) + wi(k), — (5)
=i

where 6;(k),...,0,(k) are premise variables, (55, ., 5; are fuzzy sets, | € L = {1,2,...r},
r is the number of fuzzy rules. In order to achieve synchronization, the control strategy
is introduced to error system (5). By the weighted average fuzzy inference method, the
controlled error system is inferred as:

ei(k+1) = lil m1(0(k)) [Arei (k) + By f (ei (k) + Biah(ei(Ar))
N (6)
+c -21 81ijTej (k) + w;(k)] + u; (k) ,
j=
where u;(k) = [ujn(k),upp(k),..., ui(k)] is the control input vector. By means of the

technique used in [22,27,29], the normalized membership function #;(6(k)) should satisfy:

W) o ok)) = 1T 5165(K)),

(
p1(6(k)) =1

where (5]1. (6(k)) stands for the grade membership of 6;(k) in 511.. Assume that p;(6(k)) >0,
T T
l; p1(6(k)) > 0 for any k > 0 then we obtain #;(0(k)) > 0 and l; m(6(k)) =1.
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To improve controller utilization, the following event-triggered condition including
adaptive threshold is introduced:

ki, =min{k € N[k > ki, 0;d; (k) + m;e] (k) Qe (k) — €] (k)Que; (k) < 0}, ?)

where ki is the sth triggered instant of ith node, k6 =0, k; 41 1s the next triggered instant
(ki > ki), ei(k) = ej(ky) — e;i(k) is the state error between control input updates, ¢;(k;) is
the triggered state of error system ¢;(kj,) = ¢;(0). 7r; and 0; are positive constant scalars, ();
is a known weighting matrix. The interval adaptive threshold d;(k) satisfies:

di(k+1) = 48 4 el (k) Que; (k) — €] (k) Qe (K), @®)

where A is a given constant, d;(0) = d;y > 0 is the initial value of d; (k).

Remark 2. Based on the dynamic event-triggered mechanism in [40,44], we further propose the
adaptive event-triggered condition (7) for the synchronization control of DCNs. Compared with
conventional periodic event-triggered and static event-triggered mechanisms, AETA improves
the constraint of triggering instants of controller. The event-triggered condition (7) varies in an
iterative form by the change of internal adaptive threshold d; (k). It is obvious that the triggering
performance is affected by parameters r; and o;. The triggering frequency grows as o; becomes
closer to zero, while the rise of 7t; leads to the decline of update frequency. Involved in AETA, m;
and o; can be adjusted flexibly in practical systems and the burden of controller communication will
efficiently decrease.

Remark 3. The adaptive event-triggered condition is constructed according to synchronization
error e;(k) and absolute error €;(k). In order to simplify the calculation and achieve the quantity
analysis of e; (k) within triggering time interval [kL, k. ), e;(k) is measured by e;(k.) — e;(k) to
evaluate the absolute error between control updates.

The control input of the ith node shares the same fuzzy rule with the error system (6).
Thus, the fuzzy-model-based pinning feedback controller is considered by the follow-
ing rule:

Fuzzy Rule I:
IF 61 (k) is 6] and ... and 6, (k) is 6, THEN

ui(k) = — 0 lei (k) , kL <k <k, )

where I1; is the feedback control gain, 9; is the controller parameter. ¢; > 1 if the node is
pinned, otherwise ¢; = 0. Note that e; (k%) = €;(k) + e;(k), the defuzzified controller u; (k)
can be further described as:

wik) = — Y m(6(0)) [BiTTi(es(K) + (k)] 10)
1=1

Remark 4. In the existing literatures, the T-S fuzzy model is rarely applied to analysis of the
dynamical behaviors of DCNs. With a combination of local linear models connected by IF-THEN
rules, we novelly propose the model of TSFDCNs, which is the extension of [22,26] and widely
appropriate for DCNs analysis. Moreover, the same fuzzy rule is selected to designed the fuzzy
pinning feedback controller for closed-loop error system with the hope of reducing computational
complexity.
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Substituting the controller (10) to the error system (6), the closed-loop error system of
TSFDCN:s is obtained. Based on the Kronecker product theory [37,38], we can derive the
error system as follows:

e(k+1) Z m1(0(k))[Ae(k) + B F(k) + BipH(A) a1

+ c(Gl @T)e(Ay) +w(k) — Kpe(k) — Kie(k), ]

where

A= IN® A, By = In ® By, By = In @ By,

e(k) = [T (k) €5 k), ... eL (k)] ",

e(k) = [el(k),eb (K), ... €N (0)],

F(k) = [T (e1(k), fT(e2(k), .., M(en (k)]

H(Ag) = [BT(er(Ay), .- W (en(A6))]
<k> = [w] (k), W} (K),...wk (k)]
K; = dzag{ﬂlnll,ﬂzl_[m,.. ,ONTIN -

g

The following definition, assumption and lemmas are introduced to discuss synchro-
nization criteria.

Definition 1 ([45]). There exist a positive matrix ®, positive constant scalars my, my (my < my),
the TSFDCNSs are identified as achieving the finite-time synchronized state with respect to
(my, mp, ®,w, Ty,) if the error system (11) satisfies:

N
) w (K)w(k) < @
k=0

sup  {(u(k) —v(k)) D (ulk) — v(k)) } <mn 12
ke{—tm,—TM+1,..0}

= el (k)®e(k) < my ,k € [1, Ty
Assumption 1 ([18]). Forall 11,15,13,14 € R", it exists following sector-bounded conditions:

[f(1) = fl12) = Ui (01 = 2)] [ () = f(12) = Ua(11 = 12)] <O, (13)

[h(13) = h(ia) = Us (13 — 1a)] " [1(13) — h(1a) — Ua(13 — 1a)] <0, (14)
where node activation functions f(-), h(-) are continuous and satisfy f(0) =0, h(0) = 0. Uy, Uy,
Uz and Uy are known real matrices with appropriate dimensions.

Remark 5. In Assumption 1, (13) and (14) are both referred to a class of sector-bounded condition
which is more general than the common Lipschitz continuous condition and are used to restrain
system dynamics for bounded continuity. Matrices Uy, Up, Uz and Uy are given based on functions

QRIQE

Assumption 2. In order to fully consider the synchronization error dynamics of TSFDCNS, the
initial condition of e(k) is supposed to satisfy:

le(k +1) —e(k)] [e(k +1) —e(k)] < @,
for k € [—Tm, 0], where @ is a known positive constant.

Lemma 1 ([46]). For a matrix R € S;f, integer a < b and a function p: Z[a,b] — R", the
following inequalities hold:

Y pT(ORp(i) > %¢1TR4>1 (15)
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L )Rp(i) = Q(Q+1)¢2 472/ (16)
j=ai=a

where ¢ = b—a+1, ¢ = [v{,ﬁ{,ET]T, ¢ = [U;,EE]T, R = diag{R,3R,5R}, R =

b
diag{R,8R}, {1 = v] — g%vZ, by =v1— g+1vz+ Wvg, Uy = vy — g%vg, v =Y p(i),
1=a
b b o

=Y Ypi =Y X ¥ pd.

j=ai=a =0 j=ai=a

Lemma 2 ([47]). For given integers n, m, a scalar h € (0,1), a matrix ["*" > 0 and two matrices
Ny, Ny € R"*™. Define the function x(h, ]) as:

1
x(h,]) = fcoTNT]Nlco + ﬁwTNTmzw (17)

with all vector @ € R™. If a matrix A € R"™" such that [ i Q]l } > 0 exists, the following

o3[ 3]3S o

he(O 1) * ] No@

inequality holds:

Lemma 3 ([36]). If x € R", M € R"*" is a positive definite matrix, N € R"*" is a symmetric
matrix, the following inequality is true:

Amin(M7IN)xTMx < xTNx < Amax (MIN)x M. (19)

Lemma 4. For the AETA proposed by (7) and (8), with the initial value d;y > 0, the adaptive
threshold parameter d;(k) will be non-negative for Vk > 0 if condition 0 < oA < 1 is satisfied
where 0; € (0,1) andA; > 1.

Proof of Lemma 4. Based on the definition of event-triggered condition (7), it is easy to
get 0;d; (k) + el (k)Qye; (k) — el (k)Qe;(k) > 0, Vk > 0 when system is controlled, which
derives that:

—0id; (k) < rrief (k) Qe (k) — €] (k) Qe (k).
Then, from (8), we can further obtain:

(k1) = SO T )00 () — €T ()0 )

> (1/x; — 07)d;(k)
> (1A — 0;)%di(k — 1)

> (1/A; — o) ldyp.

If conditions of 0 < o/A; < 1 and djp > 0 are satisfied, d;(k) > 0 will hold for any
k>0. O

Remark 6. For event-triggered mechanism, signal transmits only when established condition is
satisfied. By Lemma 4, the non- negativity of di(k) is quaranteed for all k > 0, such that it is
unnecessary to ensure the inequation e} (k)Qye; (k) — el (k)Qye;(k) > 0 holding all the time
when synchronization is reached, which relaxes the conditions in static or period event-triggered
mechanisms. Therefore, the controller triggering frequency is reduced.
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3. Main Results

In this section, several sufficient conditions are analyzed for finite-time synchronization
of TSFDCNE .

3.1. Pinning Finite-Time Synchronization for TSFDCNs with Time-Varying Delays
Theorem 1. Assume that o; € (0,1) and A; > 1 satisfy oX; < 1. For given positive constant
scalars my < mp, @ > 1,y > 1, a matrix ® > 0, the TSFDCNs will be finite-time synchronized
with respect to (my, my, ®, @, Ty ) if there exist symmetric matrix Q = diag{Q1,Qz,...,ON},
K =diag{Kn,Kp,..., Kin}, Q = diag{(), D, ..., Qn} € RNxnN| positive definite matri-
ces Y1, Yo, Y3, Yy, Y5 € R™XN positive constant scalars o;(i = 1,2,3,4),
Ai(i =0,1,2,3,4,5), @, h*, iy, hy and a matrix R € R3N>3N gatisfying:
Ys R

[ x Y3 ] >0,
Al < Q" <MLOKY] <AL0<K Y, <Azl
0<Ys < MLO0<Yy<ASLOS Y5 <@,

* —
L<my(l—y ),
N

miLy +@Ly +y Z oidip + W < )\OyT"lH’Iz,
i=1

where

[ Ju1 0 T3
Y = x Jn 0 |,
* x T3

TZ = Al - Kl - IHN/C(GZ ®F)10101' c /O/Blll Ber InNrOrICl ’
—_———

L 8

®=Q+ ® Y, 4 (1 — 1)2Y5 + T3y,

Ji1 =54 {ZICI —(A+y QO+ (M — Tw + )Y + yf\m} 2T +y ™E,Y, 5]

+ SYm{El QAET + 5,0BpET, + 5,0BpEL, +¢8,0Q(G; ® T)EL + &, QEE}

—1
- . Y5 R }
— EYsEL — —L A YA+ ytIA, { 3 }Ag — A5Y,4AT
™ — Tm *

Y3

— I AQA] — Iy AsIMAL,
T =diagl o1 (L —1+ 1), 00(L — 1+ 1), ..., on(L —1+1%)

M A AN
‘713 = —:1IC[, j33 = diag{—((fly + Fl*)Ql, —(0’2]/ + h* )Qz, ey, —(UNy =+ h*)QN}
&= diag{(?’]?'[],l?'zﬂ'z, .. 0'27'[2}
A =By — By, By — 487 — B9, B3 — d8,u3 —48g +3E11],
Ay = [E4 — Bp, By — By — 287,84 — By + 627 — 6819, Ep — E3,
:2 — Eg — 2:7, :2 — Eg + 638 - 6311] ,
A3 = [B1 — By, Ey + B4 — 287,81 — 8y -TF 6E¢ — 6E9],
Ay=1[5 ~11] As=[E1 Eip |,
Q* — P 1/ ZQCI) 1/2 Y* _ q)fl/Zqu)fl/Z/
:i = [ Ounx(i—1)nN InN 05N x (15—i)nN s
= A1 + 012, Ly = 00A3 + (T; — Tin) 034 + Tin04As5,

y—Tm -1
-1

01 =
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y ™2 — 2y — ) (T + T+ 2)

0 =
(v =1)°
_ (tm — Tmn) []/72(TM +Tn +3) — (Tm + T + 1)]
2y -1) ’
_ oy ™My (= Ty T — T (i )y
3= (y1-1) 104 = y -1 '

Besides, the desired gains matrix of the controller is designed by:
K;=Q'Ky,i=1,2,...,N. (21)
Proof of Theorem 1. The detailed proof is provided in Appendix A. O

Remark 7. By Theorem 1, we first propose an event-based framework to analyze the finite-time
pinning synchronization issue for a class of time-varying delayed TSFDCNs. Based on the finite
time control technique, sufficient criteria to guarantee the stability of the closed-loop error system
are derived via building Lyapunov—Krasovskii functionals, which covers more error and delay
information to reduce the conservativeness. Meanwhile, Theorem 1 developed an optimization
algorithm with respect to minimum finite time T, of achieving synchronization based on my and
adaptive event-triggered threshold o;d; (k). Solving the LMIs in (20), gains of the desired T-S fuzzy
pinning controller can be derived based on Q; and Ky;, which extends efficient methods in the
literature [18,22,26]. Obviously, the computational complexity of the algorithm depends on the
number of coupled nodes.

Remark 8. To guarantee the lower conservativeness of proposed theoretical results, a Lyapunov—
Krasovskii functional candidate containing more system information is established. V (k) is intro-
duced to capture the variation of adaptive threshold o;d;(k), which promotes the effectiveness of the
controller. Compared with stability analysis in Reference [34,44], new terms Vy(k) and V5(k) are
designed to ensure the stability of absolute error B(k), such that the synchronization performance
is further improved. In addition, a class of discrete Jensen inequality proposed by Lemma 1 can
approximate the range of Lyapunov terms more accurately.

3.2. Pinning Finite-Time Synchronization for DCNs

Definition 2. There exist a positive matrix ® and positive constants mq, mp (my; < mp), the
DCNss are identified as achieving the finite-time synchronized state with respect to (my, ma, ®, Ty,)
if the error system (46) satisfies:

sup  {(u(k) = v(k)T@(u(k) — (k) } <y
ke{-1,~7+1,..0} (22)

= el (k)®e(k) < my ,k € [1, Ty]

Consider a case where the T-S fuzzy model is not involved and the complex networks
are influenced by constant time delay 7—the corresponding error system can be described
as:

e(k+1) = Ae(k) + B1F(k) + BoH(A¢) + ¢(G®T)e(Ar) — Ke(k) — Ke(k),  (23)

where A; = k — 7. By the model (50), we are going to derive a new result on finite-time
synchronization control for DCNs.

Theorem 2. Assume that 0;(0 < 0; < 1) and X;(X; > 1) satisfy oA; < 1. For given positive
scalars mp < mp, @ > 1,y > 1, a matrix & > 0, the DCNs will be finite-time synchronized
with respect to (mq, my, ®, Tyy,) if there exists a symmetric matrix Q = diag{Q1,Qz,...,ONn},
K = diag{K1,Ka,...,Kn}, Q = diag{Qy, Dy, ..., Qn} € RN positive definite matri-
ces Y1, Yo, Y3, positive constants 6;(i = 1,2,3), 7\1-(1' =0,1,2,3,4), h*, hy,hy and a matrix
R € R3NX3nN gatisfiing:
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Al < Q< MLOKY] <Ay,
0< Y2 <A3L0< Y3 <Ayl
N4 K4
|: ! ~2,1 ] <0,
* () (24)
L<m(l—y™h),

N
miLy +@Ly +y ) oidig < y" Agmy,
i=1

where
[ Hit Hiz Hiz Hie His Hie 0 Hig ]
x  Hoy Hyz Hy O 0 0 0
* * 7‘[33 H34 0 0 0 0
- * * *  Hgyg O 0 0 0
¥ = * * * * H 0 0 0 !
55
* * * * ¥ Hee O 0
* * * * * * Hmpy O
* * * * * * * Hgs

1?2 = [.A - K- nN/C(G ® r),0,0,Bl,Bz,O,]C]
O=Q+1Yr+ 7T(T2+1)Y3,
Hip = —(1 + y_l) +Y1+ Y+ 321(T)Y2 + 522(T)Y2 +20A4
—2K+ y%Q — Ay — 9y,
Hip = —Yr 4+ 321 (T)Yz — 522(T)Y2 + CQ(G ® F), Hiz = —621 (T)Yz + SOZz(T)Yz,
Hig = —3022(7) Y2, His = QB1 — 2z, Hie = QB2 — 11aMy,
Hig =K, Hp =—y "+ Yr+ 32 (T)Yz — SZz(T)YZ + Y3+ 2Z3(T)Y3,
Hoz = —6Zl(T)Y2 — 3OZZ(T)Y2 —4Y3 — 823(T)Y3, Hoy = 3022(T)Y2 + 6Z3(T)Y3,
Haz = 1221(T)Y2 4+ 1802z2(T) Y2 +16Y3 +3223(T) Y3, Hzg = —18022(7) Yo —2423(7) Y3,
Hyq = 18022(T)Y2 + 1823(T)Y3, Hss = —h1In, Heg = —H2ln,
7‘[77 = jzz and 7‘[88 = j33 are deﬁned in (21),
Q* _ q>—1/2QcI>—1/2, YT — cD—l/Zqu)—l/Z,
11 = A1 + 011, I, = O2A3 + 034,

~ “To1 . Tl (r41)y T4t
01 = y71,1/ 02 = %/
y y1-1)
- yTT2 y2(t+)(t42) | yl2Tt+T?) T477
03 = 3 = + 3 37
(y=1-1) 2(y=1-1) (y=1-1) 2(y=1-1)

and the controller gains matrix is given by:
Ki=Q 'K;i=12,...,N. (25)
Proof of Theorem 2. The detailed proof is provided in Appendix B. O

Remark 9. Theorem 2 is the development of Theorem 1, which can also be regarded as the discrete
counterpart of Corollary 1 in [22], as well as the extension of results in [9]. From Definitions 1 and 2,
we get the finite-time analysis method of synchronization dynamics, which differs from traditional
asymptotic synchronization. Rather than reaching mean-square stable, e(k) converges to the certain
region {e|eT (k)®e(k) < mjy } only if sufficiently small T,, and sufficiently large my exist, which
brings a certain degree of freedom.

Remark 10. In the existing literature, fruitful achievements on the synchronization and stability
control of complex networks are reported [11,16,22,28,34,37]. T-S fuzzy sampled-data control
was applied to guarantee the finite-time synchronization of switched complex networks in [22]
and the stability of chaotic systems in [28]. Exponential synchronization of delayed complex
networks was investigated in [34]. Compared with most results, this paper presents the following
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novel technologies: (1) the T-S fuzzy model is involved to establish DCNs for discrete dynamical
analysis; (2) the finite-time pinning synchronization control is the first attempt for TSFDCNs under
AETA; (3) new criteria including optimization conditions are proposed to guarantee the finite-time
boundedness of the error system.

4. Numerical Experiments

In this section, numerical examples are provided to illustrate the effectiveness of the
proposed synchronization strategy.

Example 1. Based on the IF-THEN rules, the TSFDCNs consisting of five nodes (N = 5) are
considered as follows:
Rule 1. IF 6, (k) is 6, THEN

xi(k +1) = Arx;(k) + By f (xi(k)) + Bioh(x;(Ax))
+cG1 ® F1Xj(Ak) + w;(k),
Rule 2. IF 6, (k) is 63, THEN
xj(k+1) = Apx;(k) + B f(xi(k)) + Booh(x;(A))
+cG ® szj(Ak) + w; (k).
The membership functions of Rule 1 and Rule 2 are defined as 11 (6(k)) =1 — sinZ(g)
and 12(0(k)) = 1 —171(8(k)) respectively. From the directed topological structures shown
in Figure 1, the coupled configuration matrices G; and G, of two fuzzy rules are chosen as:

3 1 1 1 1 4 1 1 0 0
1 -2 1 0 1 1 -2 1 1 0
G=|1 1 -2 0 0 |,G=|1 1 -3 0 1
1 0 1 -2 0 o 0 1 -2 1
1 0 0 1 -2 o 1 0 1 -2

node 3

node 5

Figure 1. Communication coupling structure for two fuzzy rules. (a) Rule 1. (b) Rule 2.

Some parameters are assumed as:

-1 05 —-0.3 0.25
A1 = Ay =08L, Bjy = By = 4 |/Bi2=Bxn=
0.5 1 0 0.2.

The nonlinear activation functions of TSFDCNs are:

1.85x1 (k) + 0.25x5 (k) + tanh(0.05x1 (k))
fik) = [—0.35x2(k) ~ tanh(0.05x; (k) + 0.05x2(k))]'
hx () = [—O.Bxl(Ak) + 0.5x5(Ay) + tanh(0.5x71 (Ay) + O.SxZ(Ak))]
' —0.4x2(Ay) — tanh(0.2x1 (Ag) '

By Assumption 1, select:
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1.85 025 04 08
th = { 025 0.6 }’UZ N { 0 —035 }

0.3 05 ~015 02
Us = { 0.75 09 ],u4_ [ 0 04 ]

The time-varying delay is taken as (k) = [1 + 2sin?(k7/2)], where T, = 1, Ty = 3
([a] denotes the integer part of the number a), the exogenous disturbance is set as w; (k) =
T
[0.680‘”c sin(k) / (1 + e%1%),0.6e001% cos (k) / (1+ EO‘Olk)] . Let parameters ¢ = 1.2, matrices
Ty =T, = diag{—1.25,-0.85}.
Shown in Figure 2, the system fails to track the motion of the target node without

controllers. In Figure 3, state errors of nodes in TSFDCNs tend to diverge with time, which
implies that the desired synchronization cannot be achieved.

15 T T T T T
——node1 node2
| |——node3 node4

-
o

1

h o o

, states forn

=2
&)

o

states for n:

s
(4]

0 10 20 30 40 50 60 70 80 920 100

in

errors e,

.20 I L L L 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100

Time (k)
Figure 3. Synchronization errors e;, without controllers of TSFDCNs.

According to Theorem 1, some parameters are chosen as & = I, my = 15, mp = 200,
T = 50, @ = 036, i* = 1, hy = hy = 0.8. For adaptive event-triggered condition (7),
weset() =1, m =050 =0.6A = 15anddjy = 0.1. Solving the LMIs in Theorem 1,
we obtain the following control gains I1;; under fuzzy rules 1 and 2 when all nodes are
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controlled:
Iy = 0.0078 —1.3824 | Ty = 0.0263 —1.8317 | /
| —1.7081 —0.2099 | | —1.6910 —0.2821 |
Iy = [ 0.2476  —1.6201 | Iy — [ 01263 —1.2317 |
| —1.8991 —1.1850 |’ | —12501 —1.8925 |’
Iy = 0.0135 —1.4855 | Ty — 0.3829 —1.6715 | ,
| —1.7287 —1.0990 | | —1.9872 —1.2430 |
Iy = [ 0.1147 —1.7001 | Iy = [ 05772 —1.9144 |
| —1.9306 —2.0012 |’ | —1.7668 —2.4312 |
Il — 0.1783 —1.5103 | sy = 0.2839 —1.0769 _‘
| —25691 —1.1975 | | —2.0657 —1.9128 |
For Example 1, the initial states of nodes are selected as x1(k) = (—2.4,-09)T,
x2(k) = (2,-1.5)T, x3(k) = (-2.2,33)7T, x4(k) = (1.6,-1.8)T, x5(k) = (-28,3.5)7T,

and s(k) = (2,—1)" for k € {-3, —2,—1,0}. Shown in Figure 4a, with controllers, the
closed-loop error system of TSFDCNs gradually converges to stability in finite-time. Be-
sides, Figure 4b displays the convergence performance of Lyapunov term e! (k)Q;e; (k)
and proposed stability theory is further verified. Figure 5 shows the trajectory of control
inputs. Compared with open-loop results, controlled networks can synchronize to the
isolated node.

15 T T T T

1 — &1 %2
= €21 €22
N 0.5 — e, —¢€
T 10 31 32
2 0 €41 €12
2 SRS —

51 52
% -05
S s f
1 15 20 25

o

]
(&)
I

synchronization errors en (i

_1 0 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100

Time(k)

(a)

o & W N

1 1 1 1 1 I ! ! I
0 10 20 30 40 50 60 70 80 90 100
Time (k)

(b)

Figure 4. (a) Synchronization errors ¢;,, of closed-loop TSFDCNs with controllers. (b) Curves of
Lyapunov terms eiT (k)Qje; (k).
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in

o
I

[T
I

control input u,

5 :;— \215 ]
jHE

— 14 16 18 20 22 24

_20 1 1 L 1 1 L 1 1 1
0 10 20 30 40 50 60 70 80 90 100

Time (k)
Figure 5. Curves of control inputs.

The selection of parameter values affects the synchronization control performance of
TSFDCNSs. According to Theorem 1, the bounds of m; are restrained by the upper bound of
the time delay. Assume that 7, = 1 and other parameters are set as the same as in previous
experiment. In Table 1, the allowable minimum values of m; for different ), are solved
from the presented conditions in Theorem 1, which indicates that m; increases with the rise
of Tp1.

Table 1. The allowable minimum values of m, for different 7.

™ 2 3 4 5 6
my 152.6436 156.5210 163.4011 175.2630 198.8712

Notice that there exist two special issues with the change of parameters ¢; and ;.
When 0; = 0, we obtain the static event-triggered condition used in [18]:

ké_H = inf{k S N‘k > k;,elT(k)lez(k) — nieiT(k)Qiei(k) > 0}.
When 0; = 7m; = 0, the condition is reduced as with the periodic triggered case
proposed in [39],
ki, =inf{k € N|k > ki, e (k)Qye;(k) > 0}

With hope to evaluate the performance, a set of experiments is conducted among
four event-triggered approaches. The corresponding results are displayed in Figure 6,
where Figure 6a shows the corresponding static triggered case in [18], Figure 6b shows
the periodic triggered case in [39], Figure 6c shows the event-triggered method in [48]
and the last one represents the performance of our proposed AETA with 0; = 0.6. It is
obvious that the triggered times in Figure 6d are far fewer than in the other three cases. The
triggering rates of five nodes under different mechanisms are further shown in Figure 7,
where parameter ¢ is set as 0.2 and AETA is obviously superior to other methods. Based
on the triggering condition (7), the triggering rate is greatly influenced by the selection of
0;. Then, the relationship between triggering rate and varying values of o; are provided in
Figure 8.
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1 9000000 0gODD 000D K0 OO0 00000 000 0P 0 000D OO0 0O 0000 QOO0 0 00,0 00 OO 09 OO 00 08
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Time(k)
(0)
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5 il
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(d)

Figure 6. (a) Triggered instants under the static event-triggered mechanism in [18]. (b) Triggered
instants under the periodic event-triggered mechanism in [39]. (c) Triggered instants under the static
event-triggered mechanism in [48]. (d) Triggered instants under the AETA.

Remark 11. To quantize results, Table 2 is given to show the average triggering rate (ATR) of
network nodes under several existing methods and different values of 0; in AETA. With respect
to the index of ATR, AETA outperforms the methods in [18,39,48]. Moreover, the ATR increases
gradually when the value of o; decreases to zero, which is also clearly reflected in Figure 8. In
conclusion, the communication burden of the control process is effectively saved by AETA, compared
with other event-triggered methods.
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Table 2. Comparison of triggering rates in different cases.

Method Node 1 Node 2 Node 3 Node 4 Node 5 ATR
0; =08 26% 11% 18% 15% 16% 17.20%
0; =0.6 28% 16% 21% 18% 17% 20%
0; =02 38% 19% 27% 21% 22% 25.40%
o; =0.05 56% 45% 41% 35% 37% 42.80%
Static event-triggered 59% 55% 52% 48% 43% 51.40%

mechanism in [18]

Common event-triggered 59, 59% 55% 52% 52% 56.60%
mechanism in [48]

Periodic Event-triggered 779, 75% 76% 65% 65% 71.60%
mechanism in [39]

1 [ : : : T T T T T
| |—*—Proposed AETA with ¢;=0.2 =— Static event-triggered mechanism 7

0.9 i : todi . .
" Common event-triggered mechanism —#— Periodic Event-triggered mechanism
- 0.8 f— ]
3 T
e H\e—a ]
s}
206 S ]
2 = S — e
0.5 - ]
© 0.4 ]
o)}
203+ _
'_

0zl \))7)7))7)7,')’*77777777777777*77777* |

01 ‘ I | L 1 1 1 1 |

05 1 15 2 25 3 3.5 4 45 ° >0

Number of node

Figure 7. The triggering rates of AETA and methods in [18,39,48] for various nodes .

06 T T T T T
—+*—node 1 node 3 —+ node 5
805F —=—node 2 —*—node 4 —
8
c
‘504 B
2
i
0.3 B
£
[5)
go2r 1
=
01F - b
1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Value of o;

Figure 8. The triggering rates of five nodes for varying o;.

Since system parameters were set in the last subsection, we introduce the method
in [29,44] to compare system performance and related simulation results are given in
Figure 9. As shown in Figure 9a, by Theorem 2 in [29], the errors of the closed-loop system
cannot reach the synchronized state in the setting time. By Theorem 2 in [44], displayed
in Figure 9b, synchronization errors can converge to zero when k gets near 50, while the
optimal convergence time is k = 26 with the proposed controller in this paper. It reveals
that our approach has a superior synchronization performance.
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N

Synchronization errors e.
\
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& €1 €12
; 10 - — €22
(<}
5 51 €34 €32 |
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So ©51 €52+
c
[e]
=
2-5 :
>
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-10 - =
| 1 1 1 1 | 1 1 1
0 10 20 30 40 50 60 70 80 90 100
Time (k)
(b)

Figure 9. (a) Synchronization errors by Theorem 2 in [29]. (b) Synchronization errors by Theorem 2
in [44].

In order to further verify the usefulness of our proposed strategy in a practical system,
the following example will introduce a discrete-time chaotic network to achieve the finite-
time synchronization.

Example 2. Consider the TSFDCNs containing three nodes and each node is regarded as a chaotic
subsystem, where x;(k) = (xj1(k), xpp(k))T, i = 1,2,3. Choosing fuzzy membership functions
m(0(k)) = (1—sin?(k))/2 and n2(8(k)) = (1+ sin?(k))/2 for two T-S fuzzy rules, some
parameter matrices are defined as follows:

089 0 09 0 021 —0.012
A= [ 0 091 ]’Az_ { 0 09 ]'B“ - [ ~151  0.32 }

g ] 018 —0011] , [ -015 —001] , _ [ -016 001
271 16 032 |27 | 0012 —014 |72 | 0015 —0.12 |

The node activation functions are given as:

_ | tanh(x;1(k)) _ | tanh(x;1(Ag))
F0) = | L | hnan) = |l .

The time-varying delay for all network nodes is set as T(k) = {eo'lk / 0.1(1+ eo'lk)] , with

T = 5and Ty = 10. The network system also suffers from disturbance v; (k) = 0.5e~ ¥ sin(7tk /2).
In Figure 10, the chaotic trajectories for two fuzzy modes are demonstrated clearly under the initial
condition s(k) = (—0.5,0.6)" for k € [—25,0],. In addition, let c = 0.9, T = I and the undirected
coupled configuration matrices for two rules as:

—-03 01 0.2 —-02 01 0.1
G = 03 —-04 01 |,G= 02 —-04 02 |.

02 01 -03 0.1 02 -03
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Some system parameters are defined as ® = [, my = 1.5, my =15, T, = 50, O; = I,
m; = 02,0, = 065A4; = 15,djg = 0.1 and @ = 0.5. Suppose that node 1 and node 3 are
controlled by synchronization conditions in Theorem 1, we can then obtain the fuzzy controller
gains I1j; as follows:

Ty — [ 1.3589  —0.0046 } Iy, — [ 1.4106  —0.0057 }
—0.0046 —1.3381 |’ —0.0057 —1.3699 |’

Ty = [ 0.9526  —0.0052 } Iy — [ 1.0817 —0.0105 }
—0.0052 09176 |’ —0.0105 0.9630

With the initial values x1(k) = (—1,0.6)T, x2(k) = (—0.3,0.8)T and x3(k) = (0.5, —-0.7)T,
synchronization error curves of open-looped TSFDCNs are shown in Figure 11. Through introducing
the control signals to nodes, the state trajectory of the target node can be tracked well by three
network nodes and synchronization errors can converge in finite time, which are exhibited via
Figures 12 and 13. In Figure 14, the corresponding control inputs are drawn. The triggered instants
of controlled nodes are given by Figure 15, where ATR is calculated as 19%. On the basis of this
chaotic system, we compare the results of two existing synchronous control techniques and show
them in Figure 16. Intuitively, by these two methods, the state trajectory is unable to be tracked
within k = 50 and oscillations are bigger. The specific convergence time is listed in Table 3; it
implies that the method proposed in Theorem 1 outperforms the other two.

1.5
-15 :
-1 0.5 0 0.5 1
Sl(k'>
(b)
Figure 10. Chaotic trajectories of two fuzzy modes with initial condition #(k) = (—0.5,0.6)".

(a) Rule 1. (b) Rule 2.
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Figure 11. Synchronization errors of chaotic TSFDCNs without control.
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Figure 12. State trajectories of network nodes in chaotic TSFDCNSs.

Table 3. Comparison of convergence time T.

Method Theorem 1 Theorem 2 in [29]

Theorem 3.1 in [34]

T./k 43 >150

87
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Figure 13. (a) Synchronization errors of chaotic TSFDCNs under control. (b) Curves of Lyapunov

terms e! (k) Qye; (k).
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Figure 15. Triggered instants of pinned nodes.
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Figure 16. Performance of two existing methods. (a) State trajectories of network nodes by Theorem
2 in [29]. (b) State trajectories of network nodes by Theorem 3.1 in [34].

By means of Theorem 2, the finite-time synchronization of DCNs can be achieved,
which will be proved by the following example.
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Example 3. Consider the DCNs including four nodes (N = 4) with the following parameters:

02 —-01 03

-02 0.5 0.4
7 B2 -
0.4 01 -0z2

A=—-IBj=| 03 —06 0.1
03 02 —-05

-03 02 0.1 ]

The nonlinear activation functions f(-) and h(-) are:

0.4x1 (k) — tanh(0.3x1 (k))
f(xl(k)) = 0.3x7 (k) — tanh —0. 4JC2(
0.5x3(k) — tanh(0.5x1 ( )
0.3x1 (A7) — 0.1tanh(0.1x1(A+))
h(xi(AT)) = —0. ZX2(AT) +0.3 tanh(O 3XZ(AT
0.1x3(Ar) + 0.2tanh(—0.2x(A7)).

Let T =2,¢ =08, I' = —0.613, and the topological structure in Figure 17 defines the coupled
configuration matrix as:

In simulations, we choose ® = I, m; = 0.1, my =3, r; =0.15,0;, =0.8,A =1.2,d;p =0,
n* =1, 1y = hy = 0.8, and the initial system states are assumed as x1(k) = (—0.2,1.1,—0.5)T,
x(k) = (—=25,-18,02)T, x3(k) = (—0.9,-2.8,1)T, x4(k) = (0.5, —1.8,0.1)", s(k) =
(1,—1,2)T for k = —2. We deduce the following control gains:

[ —10.8652 1.0237 —2.6701 ]| [ —10.5406 1.4589 —2.8723
I, = 0 52051 —2.0032 |,II, = 0 52611 —2.0742

| —5.0721 —8.2006 5.1233 | | —5.1290 —8.2107 52118 |

[ —10.6315 1.2790 —2.2130 | [ —10.5893 1.3122 —2.4685 |
I3 = 0 51843 —2.0637 |, 114 = 0 52417 —2.1090

| —5.3428 —8.1592 51341 | | —5.1691 82502 5.2782

The states of nodes in DCNs are indicated in Figure 18. From Figure 19, we get the syn-
chronization errors which diffuse with time mainly due to coupling effects and delays. Figure 20a
indicates that states of DCNs can be ultimately finite-time synchronized, where the minimum
T is computed as 19. Lyapunov stability is obviously obtained by Figure 20b, where curves of
el (k)Qye;(k) are plotted. Particularly, using the model in Example 3, Table 4 provides the optimal
finite time T, for various my. It is obvious that the enlargement of my results in a longer minimum
convergence time. In Figure 21, the performance of the controller is displayed. The triggered instants
of DCNs are depicted in Figure 22 and ATR is 25.67%. As a result, the effectiveness of the proposed
theory and method is proved.
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Figure 17. Communication structure of coupled nodes in DCNs.

Table 4. Calculated minimum Ty, for various values of m;.
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Figure 18. States of nodes x;1, xj», x;3 in DCNs.
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Figure 19. Synchronization errors e;;, without controllers of DCNs.
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Figure 20. (a) Synchronization errors ¢;, of closed-loop DCNs with controllers. (b) Curves of

Lyapunov terms e/ (k)Q;e; (k).
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Figure 21. Curves of control inputs.
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Figure 22. Triggered instants of pinned nodes in DCNSs.

5. Conclusions

In this paper, the finite-time pinning synchronization control problem has been studied
for TSFDCNs with time-varying delays. By means of the T-S fuzzy model, the dynamical
behaviors of more general delayed DCNs with couplings and external disturbance are
analyzed. In order to further reduce the communication burden of the control update,
a discrete AETA is introduced with an adaptive threshold to the controller design, and
the triggering rate can be obviously decreased in the system examples. Based on finite-
time Lyapunov-Krasovskii functionals, sufficient synchronization criteria are derived to
guarantee the finite-time stability of the closed-loop error system. By considering LMI
constraints related to an optimization algorithm for minimum finite time, the desired gains
of the fuzzy pinning controller are further obtained. The effectiveness and advantages of
our proposed control strategy are proved by several experiments, where synchronization
errors are converged with a shorter time in comparison. However, computation complexity
rises with the number of nodes and needs to be reduced, which will be appreciated in the
following study. For a future research topic, the proposed method will be extended to study
control strategies of TSFDCN5s subject to different disturbances or cyber-attacks, as well as
to analyze the finite-time synchronization of Markov DCNSs.
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Appendix A. Proof of Theorem 1

Choose the following Lyapunov-Krasovskii functional candidate for the error sys-

tem (11):
5
k) =) Vy(k) (A1)
g=1
where
Va(k) = N( )Qe(k),
VZ(k) glyazdz(k)
( ) ki }/l k+1€T( )Y1e()—|— _Ti-i_l kil yiikHeT(i)Yle(i),
i=Ay j=—Tm+2i=k+s—1

—Tn—1 =1 k-1

Vaik)= ¥ L T yBT()Y28()

J=— p=ji=k+p

~Tu—1 k=1 -1 k=1
Vs(k) = (i —t) L X vy TBIOYsp() e XXy TIBI(0)YaB(D)
j=—7m i=k+j j=—Tm i=k+j
and ﬁ( ) =e(i+ ) e(i). For 51mphcity, let
v (k) = [77(k), d(k), " (k)],
71 (k) = [eT(k),e" (Ax) e (Am), €T (Bm), &1, K3, 63, K, K3, 5,
FY(k), H (A%), w" (K)], Am =k =T, A =k — T,
d(k) = dzag{dl/z(k) dl/z(k),...,d}\{z(k)},
k 1 Ay . 1 Ay .
K1 = Tm+1 2 ( ) i (P g e(l)/ K3 = -tk +1 ‘7% e(l)/
i=Ay =0 =AM
2 0 k . » T Am )
K4 = ) w2 ]_Eml %}e(z), K= Gl D) 12) j;ZT(k) i:)%+je(z),
2 7T(k) Ak .
K6 = ep— 0+ 1) (=<0 12) ],_);TMI, %je(l)

W0 = [FTR), HT (8|, 2d () = [ (), @72 (k), €7 (K) . (a2)

) =
For k € [k. k. ,), taking the forward difference of V;(k), we have

AVy(k) = Vi(k+1) — Vi (k)
= e (k+1)Qe(k+1) —y e (k)Qe(k) + (y ' — 1) V3 (k)

0B + 2Tk 1)~ FEHH .-
LeT (k) Qe(k) + (v = D) VA (k).
AVa(k) = Va(k+1) — Va(k)
=§:10—1[<§1— )i (K) + yreie] (k)Qyei(k) —yel () Qies(k) | + (v~ = 1)Va(k) A

N
= Y| (L~ 00 +yEIOE + 07T - D)

where El = [el(k),el (k)], O = diag{m;Q;, —();}. According to the adaptive event-

1 1

triggered condition (7), it yields

Z[ )+ e (k) e (k) — e ()0 (K)] > 0 (45)
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which means for #* > 0

B iai [di(k) n EiTQEZ} > 0. (A6)
i=1
AV3(k) = V3(k+1) — ( )
_ —Tn+1
e"(k)Yse(k 2 TR (i) Yae()) + ) Z YR (i) Ye(i) — V3 (k) (A7)
i=Ap 1 j=—TMm+2i=k+s

< (v — T + 1)eT (k) Yre(k) — y~™eT (Ap) Yie(Ag) + (' — 1) Vs (k).

AVy(k) = Vy(k+1) — Vy(k)
—Tn—1 -1 k —Tn—1 =1 k-1

Yoo Y vBTOYG) - Y X X v BT )Y26()
=Ty jmp ikt 14] 0=—TM j=p i=k+j (A8)
—Tn—1 k-1
< 2ot D gt vape) 1 Y L F B0+ - DV,
j=—7m i=k+j

With the help of Lemma 1, we obtain

—Tm 1 k-1

LYY B ()YaB3)
j=—TMm i=k+j
—Tu—1 k=1 T(k)-1 k-1
Y% ATYaBl0) + Z Y. BT(i)Y2B0i)
j=—(k) i=k+j j==m i=k+j (A9)

—1
< =L &Y + 480 Yo + 285 Yols + 42T Yols)
™ — Tm
-1

— (k) Yo (k).

™ — Tm

where
Y2 = dzag{ZYz, 4Y2, 2Y2,4Y2},
& = [20(k), &2 (k), E(K), Za()], &1(K) = e(8¢) — s,
& (k) = e(Ay) — iy + 3xs, E3(k) = e(Ap) — K3,
Ca(k) = e(Am) — 4x3 + 3x.
Combined with (A9), AV4(k) can be bounded as

-1

ava(k) < 2D g 0vp060 4+ (v~ 1)Vl - LYz, (A10)
M — Tm
AVs(k) = Vs(k+1) — V5(k)
—Tm—1 k ) —Tn—1 k—1
| £ E o - B E ¢ o
j=—tm i=k+1+j j=—TtMm i=k+j
1 k —1
- i—k Y i—k— 1 Y
o |_/=¥Trn i:k;lJrjy IB 4’B ]—;rmz %]y 4[8( ) (All)
Ap—1
< BT R) (= )Y + TAYa] B(K) — (tn =)y ™™ Y BT(0)Y3B()
i=Ay

— Ty Z BY(i)Y4B(i) + (v~ — 1)V (k).

i=Ap
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From Lemma 2, the following inequality holds:
Ap—1
— (= T)y" ™7} BT(I)Y3B(D)
i*AM
Ap— Ap—1
_(TM—T Tm+1[ Z ‘BT Y3’B + Z 'B YBﬁ
i=Ap =My
Tut+1 TM — T T T (A12)
<~y s [ 00Ysda (k) + 33 (0Ya%a (k) + 5 (K)Yada(h)|
=yt s [ (R Yaga (k) + 388 (0 Yags (k) + 52 () YaZe ()|
——yeigtm| 0§ Jew
where
Yg = dzag{Y3,3Y3,5Y3}
gt (k) = (g5 (k), &3 (K), &5 (K), ¢ (k), &5 (k), G (K)],
(k) = o) — e(8y), Lok )—E(Am) —e(Ar) — 2Kz,
Za(k) = e(Am) — e(Ag) + 6Kz — 6k, Ca(k) = e(Ar) — e(Am),
C5(k) = e(Ax) — e(Am) — 2x3, Lo (k) = e(Ar) — e(Apm) + 6x3 — bxe.
Relylng on Lemma 1, we can find that
k-1
— T ) BT(D)Ya(i) < —p" (k) Yap(K) (A13)
i=Am
where
Yy = diag{Yy,32{"Y4,527" Y4 }, 2" = i’”ﬂ,zg’” = %
p' (k) = [p1 (k). p3 (k), 3 (K)], pr(k) = e(k) — e(Am),
p2(k) = e(k) +e(Am) —2x, p3(k) = e(k) — e(Am) + 6K1 — 6K4.
Substituting (A12) and (A13) into (A11), one has
AV (k) < BT (k)| (tur — ) Yo + T Ya] BK) + (v~ = 1)V5(k)
(A14)

LG R R )
3

According to Assumption 1 and (20),we can obtain following inequalities for 711, /i, > 0

T
E(k) QH QIZ e(k)
<

w5 o | R | <o (413)

T

e(Ax) My My e(Ax) <
| L ] | <o e
where
g | W 2| g | P D
x I,y | x Ly |

For symmetric matrix Q > 0, it follows from (11) that
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0=2¢"(k)Qle(k +1) —e(k+1)]
{Z 1(0(k))[Ase(k) + Bi F(k) + BpH(Ag)
+ ¢(Gy @ D)e(Ay) +w(k) — Kje(k) — Kje(k)] —e(k+1)} (A17)
Z m(0(k))[QAe(k) + QB F(k) + QBpH(A)
+ cQ(Gz ® T)e(y) + Qu(k) — Ke(k) — Kre(k)] — 2" (k) Qe(k +1)
Repeating the process from (A1) to (A17), we obtain

AV (k) = (y ' = DV (k) — w(k) Ysw(k)
= B(K)QB(k) +2¢" (k)Qe(k +1) — (1+y~1)e (k)Qe(k)

+ i(ﬁ [(7](/1 — 1)dl(k) + yE;rOiEi] + (TM — Ty + 1)€T(k)Y1€(k)

—y~ ™el (M) Yie(By) +

BT (b)Y (K)
= L0280 + BTK) [ (rnr — )Y + Y] BK)
M — Tm

_ mi-&-lgT(k) { Y*3 53 }é’(k) — pT(k)Y4p(k) — w(k)TY5w(k)

T (T + 1)
2

1 Va0 + ETOE] + Sym{ Y o) [T 0odet T
i=1 =1
+e! (K)QBnF(k) + e’ (k >QBZZH(Ak>+ce (k)Q(Gy @ T)e(Ay)

T (k) Qu(k) — " (k)Kre(k) — e" (k) Kre(k)| |
2T (k) Qe(k +1) — hl[ ] [ o H }
hz[ e(Ay) } [ My My H e(Ay) }

H(A) Iy [ H(A)
<Z’71 [ (k) (¥1 + F3OF, )y +Z ~(yoi + 1)

where ¥1, ¥», and O are defined in (20).

Then by the Schur complement theory, it is no difficult to get the following inequality
from (20):

¥, +¥i0Y, <O0. (A19)
Thus

AV(K) < (y ' = 1)V (k) + 0T (k) Ysw(k) + L. (A20)

N
where £ =} /%(yal +n")
=1

1



Entropy 2022, 24,733 30 of 34

Based on V(k) < y 'V (k—1) < --- <y~ TV(0) from the result in [25], V (k) can be
derived as
V) <y 'Wolk—1) +w'(k—1)Ysw(k—1)+ L
<y 2Vlk=2) +y Mol (k= 1) Ysw(k — 1)
+wT(k—2)Yswk—2)+y 'L+ L

(A21)

T Wl i o7 1—y ™
<y V(o) +w2y e e +

i=0

L

L.

<y mv(0) 4+ y Tnaw + T

By means of Lemma 3 and (20), the initial value of V (k) is denoted as

N —1
V(0) = eT(0)Qe(0) + Y youdi(0) + 5y eT(i)Y1e(i)
i=1 i=—1(0)
—1 -1 -1 —Tm—1 —
+ Y L Ly BT Y2B3) + (v — ) ) Zyl“ﬁ Y3B(i)
J=—tm p=ji=p j=—tmi=j
-1 -1
+T Yy, 2y BT()Yap(i)
J=—"Tm i:f
—Tn—1 -1 -1
<mM +_1/20’1 io +miAz 2 ]/l+l+(i))\3 2 2 2]/1+1 (A22)
l——TM ]——TM = ]l [
11 -1 -1
+m—ters Y Yyt 4 mers Y Yyt
j=—tm i=j J==Tm =]
N

=mq [/\1 + 01)\2] + (0[022\3 + (TM — Tm)03/\4 + Tm04}\5] +y Z oidjp.
i=1

N
=mL; +wly +y Z oidjp.
i=1

The combination (A20) and (A21) can obtain

(A23)

N
V(k) < yme [mlLl + @l +y Z oidip + W | .
i=1

Recalling (20) results in
V (k) > Age’ (k)De(k) (A24)

Namely, we further get the following inequality

N
yiT”’ |:m1L1 +woly +y ), oidip + TIJYIJ:|
i=1

" < my. (A25)

el (k)®e(k) <

According to the given condition in Definition 1 and the bound of V (k) in (A21), we
deduce that
L (A26)

Agmz <y~ 1"V(0) +y I aw + — =
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From (20), £ should satisfy £ < my(1 —y~!), so (A26) is further derived as

(Ao = 1)y <y~ " (V(0) + @) (A27)

Then, the upper bound of finite time T}, is described by
min{T’T > log, 1 [(Ao — 1)z /(V(0) + @), T € Z}

when m, < (V(0) + @w) /(A9 — 1) holds, otherwise T;, = 0.
As a result, the closed-loop TSFDCNs can reach synchronization in finite time T;,, with

respect to (my, my, ®, W, Ty, ). The proof of Theorem 1 is accomplished.

Appendix B. Proof of Theorem 2
Define Lyapunov-Krasovskii functional candidate as

_ -1 k-1
2 i—k+1 T 16(i)—‘r Z Z yiikle,BT(l‘)Yzﬁ(i)

V(k) = e (k
T il
j==Tj=k+j (A28)

-1

-1 _
LT Y YA +Zymz

j=—T p=j j=k+p

let
Y1) = |e" (k)" (Ac), &1, &3, FT(K), HT (k), d/2(K), €7 (K) |,
~ 1 k o 2 0 k ' (A29)
=3 iZTe(z),Kz = m};ﬂ ;]e(z).
The forward difference of V (k) is calculated as
AV (k) < Bk)QB(k) + 2¢T (k)Qe(k +1)
— (1 +y De'()Q () ()Y1e(k)
—y Te" (Ar)Yre(Ae) + BT (k) Y2p (k)
=l . L T(t+1)
- Ti_ZA:T BT (D)Yap(i) + ———B" (k) Y3p(k) (A30)
y Z Z B(I)Ysp(i) + (v ' = DV (k)
j=—Ti=j+k
N
+ Y| (f — Ddilk) +yETQiE;
i—1 i
According to Lemma 1, we have
—e T FTOVEBN) < ~7 AT AT (A31)
i=Ar
and similarly,
-1 k-1
T Y AR < v AT ARG K. A%)
j=—Ti=j+k

where Y, = diag{Y2,3z1(1)Y2,522(1)Y2}, Y3 = diag{Y3,3z2(7)Y3},

2
Zl(T) = %, ZZ(T) = %, Z3(T) _ %i_%,

Ay = (e(k) — e(Aq), e(k) + e(Ar) — 2k, e(k) — e(Ar) +6F1 — 652)",
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Ao = (e(Ar) — Ry, e(Ar) — 4Ry +3R2) "
By taking (A6) and (A15)—(A17) in Theorem 1 into account, we obtain

AV~ (57 )V < 7R (B + FOE)IH) + ) Sm+1)  (a)
LK,

where ¥ + ‘?;@‘?2 < 0 based on Schur complement theory. As similar with (A21), we
notice that V(k) < y~NV(0) + £/(1 —y~!).Then the initial value of V (k) is described as

-1 -1

V(0) = ¢(0)Qe(0) %*Zy””‘Yw )+ Y Yy ()Y2(0)

i=—1 j=—Tj=j
-1 -1 -1
+ 2 2 Zyl+1:8T Y3:B +Zy‘71 i
j=—Tp=jj=p
-1 -1 -1 -1 -1
= miAq + miAy Z Yy +rors Y Zy1+1+m4 Y ¥ Zy (A34)
i=—T j=—Ti=j j=—T p=ji=p

N
+y ) oidi
i-1

N
= H’llil + (Diz +y Z oid;o-
i=1

Based on Lemma 3, we get V (k) > Age! (k)®@e(k) from (24). It is concluded that

_ _ N
y (L +@ly+y ¥ oidio)

el (k)De(k) < T =1 < my. (A35)
0

Consider the process in Theorem 1, we can further calculate the maximum finite
time T}, of synchronization as min{T‘T > log, 1 [(Aog—1)my/(V(0))],T € Z} for mp <

V(0)/(Ag —1). So the finite-time synchronization of DCNss is realized with respect to
(my, mp, ®, Tyy,). The proof is accomplished.
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