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Abstract: Data assimilation is a technique used to combine observational data with numerical weather analysis fields to produce input conditions for Numerical Weather Prediction (NWP) models aimed at more accurate forecasts. In this study, two different regional Background Error (BE) covariance statistics are evaluated for the implementation of a Weather Research and Forecast (WRF) model using Variational Data Assimilation (VAR) schemes. Two different WRF model forecasts, initialized at different times, are compared to calculate different regional BE statistics based on the National Meteorological Center (NMC) technique. These statistics are then used in the three-dimensional variational (3DVAR) data assimilation process to produce analysis fields for a 15 day period during September 2019. The study compares the forecasts produced using the two different BE statistics and presents the results of the analysis fields during the medicane “Ianos” formed in September 2020 in the eastern Mediterranean Sea. The study demonstrates the importance of BE statistics’ usage in data assimilation. The results suggest that different initialization times can lead to significant differences in weather evolution. The study also highlights the need for caution in the choice of BE statistics and the importance of best practices in data assimilation.
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1. Introduction

The process of Data Assimilation (DA) is essential for Numerical Weather Prediction (NWP) models, as it allows for the incorporation of observations into the model by improving its input fields and hence its ability to predict future weather conditions.

Advancements in NWP models have led to various DA techniques. Three- and four-dimensional variational methods (3DVar/4DVar), ensemble Kalman filters (EnKF), and latent heat nudging (LHN) are some examples of variational and ensemble approaches[1,2]. The high computational cost of 4D-Var and EnKF methods makes them less feasible for operational forecasting systems, despite their promising capabilities. In contrast, 3DVar demonstrates a better performance with a lower computational cost for the analyses of atmospheric conditions compared to 4DVar, EnKF, and LHN[3,4].

The objective of the DA of observations is to closely approximate the actual initial conditions for NWP. The starting state of a forecast model is generally large compared to the amount of observations[5]. In the context of limited-area forecasts, is essential to fine-tune the observational values based on domain-specific information, commonly referred to as background error covariance statistics. This is achieved by introducing the use of BE covariance statistics, which play a crucial role in VAR schemes. The accuracy of
the DA solution depends on several factors, including the representation of the observation error covariance matrix and the background error statistics, which describe the inherent uncertainty in the numerical model forecasts. The matrix is typically represented by a covariance matrix, which describes the relationships between different variables in the background state and their uncertainty. It is typically estimated using a set of model forecasts initialized at different times, known as a “background ensemble”.

Incorporating surface observations into an NWP model is likely to enhance its performance. Prior research has showcased such improvements with the use of temperature, water vapor, mixing ratio, and winds [6], as well as potential and dew point temperature near-surface observations [7] into NWP models, for calculating planetary boundary layers (PBL), as they are commonly used to model mesoscale weather [8]. A common method employed for this purpose uses the variability in forecast outcomes as a proxy for estimating background error statistics, also known as “the NMC method” [9].

The process of background error estimation is very important, as it adds to the calculation of the adequate weight for the observations to be used in the DA [10]. Multiple meteorological variables are correlated regarding background errors, enabling the analysis to make multivariate adjustments that reflect the atmosphere’s dynamic and physical equilibrium [11,12]. Limited-area NWPs are less effective at capturing large-scale phenomena compared to global area forecasts [13].

Medicanes are intense and damaging cyclones that occur in the Mediterranean Sea. However, due to the limited number of observations available in this region, it is challenging to accurately forecast and track their formation. The small domain size of the Mediterranean Sea and its scarcity of observations make it difficult to use traditional NWP models. In these cases, DA techniques can play a crucial role in improving the accuracy of the forecast by combining the limited observations with the model’s first guess and incorporating the uncertainties in each source of information, leading to improved forecasting skills for these rare and intense weather events in the Mediterranean Sea. A medicane that occurred in September 2020 is the case study selected for the purposes of the present work, in order to assess the performance of different BE calculations in a 3DVAR data assimilation and the resulting forecast.

2. Materials and Methods

2.1. BE Estimates

The background error covariance in 3DVar experiments is static and prescribed by the National Meteorological Center (NMC) method [9]. It assumes homogeneous and isotropic correlations for a set of independent control variables derived from the forecast differences. The control variables in this study were stream function, unbalanced temperature, unbalanced potential velocity, unbalanced surface pressure, and pseudo relative humidity, referred as “CV5”. [3].

For the evaluation of BE, a 15 day period from 5 September 2019 to 20 September 2019 was selected. This timeframe represents statistics from the same month (September), but from the preceding year. Analysis (0 h), 12, and 24 h WRF-ARW forecasts, initialized both at 00 and at 12 UTC, were used. Thus 30 pairs of perturbations were available to generate the WRF-ARW BE statistics. A selection of two sets of forecasts was made. The first refers to 12 and 24 h (BE1) and the second to analysis (0 h) and 12 h (BE2).

2.2. Data Assimilation

The 3DVAR technique uses a mathematical optimization method called Variational Analysis (VA) to minimize the difference between the model’s initial conditions prior to the DA and the observations. VAR schemes play an important role in the initialization of NWP forecasts by providing high-resolution information on the horizontal and vertical components of the atmosphere, especially in areas where there is no adequate observations coverage, such as the Mediterranean Sea.
In this research, we employed the WRF-3DVar by Barker et al. [3] alongside the WRF model to assimilate the surface observations. Background errors influence the process of DA substantially. The 3DVAR minimization equation is as follows:

\[
J(x) = (x - x^b)^T B^{-1} (x - x^b) + (y - H(x))^T R^{-1} (y - H(x))
\]  

(1)

where \(x^b\) is the background state vector, \(B\) is the background error covariance matrix, \(y\) is the observation vector, \(H\) is the observation operator, and \(R\) is the observation error covariance matrix. The analysis state vector \(x\) is an estimate of the true atmospheric state that is most consistent with both the background state and the observations, as a solution to the minimization problem of Equation (1). The technique aims to balance the difference between the model’s background state and the observation error, while also taking into account the background error statistics [14].

The assimilated data included GTS METAR observation data during the month of September 2020, obtained from HNMS archives. These archives include pressure and temperature along with dew point, as well as wind information. A total of 312 multinational observation stations were gathered, as shown in Figure 1. The availability of the data at each time period determined the specific time slots in which the corresponding observations were accessible. Observations that fell within a window of +30 min to –29 min relative to each hour were considered as valid for assimilation. This approach created hourly sets of observations. Observations over sea (e.g., buoy data) and satellite radiances, as well as other indirect observations, which would probably have more effect on the track of a medicane, were not used in this study. The observation preprocessing module (OBSPROC) of WRFVar was implemented for data sorting, quality control, and observational error assignment [3].
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Figure 1. Observations used in the Mediterranean Area for Data Assimilation (blue points).

2.3. WRF Configuration and Runs

The WRF model provides options for different physical parameterizations, including microphysics, cumulus physics, surface physics, planetary boundary layer physics, and radiation physics. The model performance is highly dependent on the parameterization schemes selected. Parameterization schemes for convective simulations were selected. The main physics packages used in this study included the WRF Single-Moment 3-class microphysical parameterization, the Rapid Radiative Transfer Model (RRTM) shortwave and longwave radiation scheme, Mellor–Yamada–Janjic (MYJ) planetary boundary layer scheme, Tiedtke scheme for Cumulus Parameterization, and Monin–Obukhov-based surface layer (Eta similarity).

For BE1 and BE2, WRF runs were performed after successful DA, with an initialization time of 06UTC on 17 September 2020.
3. Results

3.1. BE Results

The BE eigenvectors of psi (stream function), chi–u (unbalanced part of velocity potential), t–u (unbalanced part temperature), and rh (relative humidity variables) were calculated for two sets of BEs, as shown in Figure 2. The vertical structure was different between BE1 and BE2, especially for the eigenvectors of relative humidity for vertical levels up to 35 corresponding to 400 hPa. There were also differences between the unbalanced part of the velocity potential for all vertical levels. The stream function and unbalanced temperature part shared similar patterns across vertical levels.

Figure 2. Five eigenvectors of psi (stream function), chi–u (unbalanced part of velocity potential), t–u (unbalanced part temperature), and rh (relative humidity variables) for (a) BE1 and (b) BE2.

3.2. Temperature Difference of BE1 and BE2 Runs

Humidity, wind, and temperature are some of the most important parameters in medicane forecasting. As an example visualization method, the temperature at the lowest level was selected. Figure 3 shows the original values of the temperature field before the DA and the differences between the analyses produced with BE1 and BE2, as well as the differences between the analyses produced with BE1 and BE2 minus the original temperature. It was noticeable that the assimilated temperatures were different from those in the original field of analysis, based on the differences in Figure 3c and Figure 3d. Moreover, the assimilated temperature field had greater values in BE2 than those in BE1 in many locations, but Figure 3b indicates locations where there was an uneven increase in the intensity of the temperature field. BE2 is not a scaled variant of BE1, but rather represents a distinct set of BE statistics. Furthermore, BE2 showed more difference in its initial analysis than BE1. Thus, using BE1 increased the weight of the background state compared to the observations, which may be not desirable in DA. The non-uniform changes in the temperature intensity across the field revealed distinct atmospheric dynamics captured in BE2, emphasizing the importance of context-specific BE statistics in data assimilation and forecasting.

3.3. Track and Intensity of BE1 and BE2 Runs

The cyclone’s track and along-track intensity (in terms of minimum sea level pressure) from the BE1 and BE2 simulations and ECMWF IFS analysis are shown in Figure 4, for an initialization time of 17 (06 UTC) September 2020. The simulated trajectory of BE1 and BE2 closely aligned with the analysis, compared to the trajectory without DA. In terms of Mean Sea Level Pressure (MSLP), compared to the IFS analysis, both the BE1 and BE2 simulations exhibited an average overestimation of approximately 9 hPa during the cyclone’s intensification stage (before 12UTC on 18 September 2020), as well as an average underestimation of 3 hPa (after 12UTC on 18 September 2020).
In this study, we examined the impact of different background error statistics on forecasting a Mediterranean cyclone, and the analysis fields produced by data assimilation were compared. The WRF runs indicated the impact of the different background error statistics on the weather evolution, highlighting the importance of the careful consideration of background error statistics in VAR DA for operational nowcasting NWP.

The choice of background error statistics and implementation of data assimilation techniques can result in different initial conditions. These diverse initial conditions can serve as a subset of an ensemble prediction system, providing valuable insights into a range of possible weather outcomes. Furthermore, our findings highlighted the impact of carefully selecting and determining the initial conditions for improved weather forecasting. The accurate representation of the initial state of the atmosphere through the appropriate choice of background error statistics and the skillful assimilation of observational data can significantly enhance the accuracy and reliability of weather forecasts. The comparison of eigenvectors revealed distinct differences between the two datasets, indicating variations

4. Discussion

Figure 3. Temperature values at lowest level of model at analysis time (06:00 UTC 17 September 2020): (a) Initial output values, (b) BE1-BE2, (c) Initial output values minus 12–24 (BE1), and (d) Initial output values minus 00–12 (BE2).

Figure 4. Left: Track, Right: intensity (in terms of mean sea level pressure; MSLP in hPa) of medicane Ianos derived from ECMWF IFS analysis (red lines) and the BE1 simulation (black lines) and BE2 (blue lines) simulations.
in the spatial patterns of the assimilated data. Three-dimensional VAR methodology was employed for resource efficiency regarding DA.

Further investigation into other cases of convective weather systems is planned.
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