Modeling of Hydrogen Production by Applying Biomass Gasification: Artificial Neural Network Modeling Approach
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Abstract: In order to accurately anticipate the proficiency of downdraft biomass gasification linked with a water–gas shift unit to produce biohydrogen, a model based on an artificial neural network (ANN) approach is established to estimate the specific mass flow rate of the biohydrogen output of the plant based on different types of biomasses and diverse operating parameters. The factors considered as inputs to the models are elemental and proximate analysis compositions as well as the operating parameters. The model structure includes one layer for input, a hidden layer and output layer. One thousand eight hundred samples derived from the simulation of 50 various feedstocks in different operating situations were utilized to train the developed ANN model. The established ANN in the case of product biohydrogen presents satisfactory agreement with input data: absolute fraction of variance ($R^2$) is more than 0.999 and root mean square error (RMSE) is lower than 0.25. In addition, the relative impact of biomass properties and operating parameters on output are studied. At the end, to have a comprehensive evaluation, variations of the inputs regarding hydrogen-content are compared and evaluated together. The results show that almost all of the inputs show a significant impact on the smhydrogen output. Significantly, gasifier temperature, SBR, moisture content and hydrogen have the highest impacts on the smhydrogen with contributions of 19.96, 17.18, 15.3 and 10.48%, respectively. In addition, other variables in feed properties, like C, O, S and N present a range of 1.28–8.6% and proximate components like VM, FC and A present a range of 3.14–7.67% of impact on smhydrogen.
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1. Introduction

To overcome challenges regarding increasing carbon concentration and climate change, renewable energies like biomass, solar radiations and wind have been encouraged to be used because they do not emit greenhouse gases such as carbon dioxide, which plays an important function in global warming [1–4]. Recently, the interest in biofuels/biomass has grown because of the extensive consideration of sustainable sources of energy [5–7]. Biomass has many advantages over fossil fuels as it is a widely available source of energy, less expensive than fossil fuels and helps prevent climate change by reducing GHG [8–11].

In order to convert biomass to product gas, several thermochemical conversion technologies can be employed. The procedures relying on thermochemical conversion can be classified as liquefaction, pyrolysis, combustion and gasification [12,13] and, amongst them, biomass gasification has been proved as a promising green technology toward conversion of different feedstocks to various energy products [8–10]. Through this complex
system, lignocellulosic materials are transformed to a more valuable gas, investigated as syngas by series reactions at high temperatures [14–16].

The gasification process includes different steps of drying the wet feedstocks, pyrolysis of the dried feedstocks and a reaction part including oxidation, reduction and cracking [13,17]. The product gas of biomass gasification comprises mainly carbon monoxide, hydrogen, carbon dioxide and methane that can be consumed for the production of thermal heat, power or hydrogen [18–20]. Hydrogen occupies the top position among all hydrocarbon fuels from an energy density viewpoint, which is about 122 kJ/kg [21], and it can be utilized as a clean source for fuel cells, heat production and transportation [22–24]. Several technologies were developed to produce hydrogen, like biological operations, bio-waste gasification, conventional methane steam reforming, pyrolysis, electrolysis and thermochemical methods of water splitting [14,25].

Biomass gasification, as an attractive technology for the conversion of various types of biowastes to energy, is known to be a sustainable procedure to produce hydrogen [26,27]. Gasification of biowastes has been investigated in several research works from the viewpoint of performance analysis [4,11,28–36]. Nevertheless, just a few works on performance analysis of linked gasification–hydrogen production have been reported [19,37,38]. In order to have a comprehensive analysis of a hydrogen production system via water–gas shift reactors, different modeling approaches based on thermodynamic equilibrium, kinetics, computational fluid dynamics (CFD) and artificial neural networks (ANNs) can be developed. The models derived by equilibrium approaches are independent of the gasifier structure, so can be applied for ideal systems and typical thermodynamic characteristics. However, for a widely complex process, accurate kinetic parameters are needed that are used in kinetic modeling. In calculations relying on CFD, a series of equations of energy, momentum, mass and species through a specific area of the gasifier are solved simultaneously and can then predict the distribution of temperature and concentration. The methods based on ANNs require a huge amount of data and then use a set of mathematical regressions for correlations among input and output data [13,15,39–43]. This method has recently gained interest since it can estimate nonlinear functions without the requirement of the mathematical description of phenomena over the system. Therefore, ANN models are attractive for outcome prediction, while critical interactions of complicated nonlinearities are in a data set, such as for biomass conversion [44–47]. However, very few works have been reported about modeling of biomass gasification by using an ANN method and there is nothing in the field of downdraft gasifiers linked with water–gas shift reactors for hydrogen production.

Therefore, as the main objective in this work, a simulation model derived by an equilibrium approach for biomass gasification connected to a hydrogen plant is developed by applying Aspen Plus. In the next step, an ANN model coming from the simulation results for the considered gasification system, relying on features and output matrices, is established. In fact, the research aim is to develop an ANN model linked with an equilibrium for the estimation of the specific mass flow rate of hydrogen production ($\text{sm}_{\text{hydrogen}}$) from 50 different feedstocks in different operating conditions. Then, an attempt is made to investigate the relative impact of biomass properties and operating parameters on $\text{sm}_{\text{hydrogen}}$. At the end, to have a comprehensive analysis, variations of the inputs on $\text{sm}_{\text{hydrogen}}$ regarding hydrogen content are compared and analyzed together.
2. Material and Methods

2.1. Method of Simulation

In this part, a simulation model based on an equilibrium approach is established for biomass gasification linked with a water–gas (W–G) shift unit and separation unit for hydrogen production by employing Aspen Plus version 10. In order to compute the physical properties of the normal materials in the gasification process, the equation of state of Peng–Robinson with Boston–Mathias alpha function (PR–BM) was used. The existent models of HCOALGEN and DCOALIGT were also applied for enthalpy and density of biomass and ash that are non-conventional materials. Moreover, the stream of MCIN-CPSD, including substreams of MIXED, CIPS D and NCPSD classes, was taken into account to describe the structures of biomass and ash that are not available in Aspen Plus materials [20,30,48,49]. The scheme of the simulated system by Aspen Plus is presented in Figure 1.

Figure 1. Scheme of the simulated system by Aspen Plus.

2.1.1. Gasification Module

The stream of BIOMASS has been considered as a nonconventional component and it has been defined by the elemental and proximate analyses (E&PAs) of feedstocks. In order to have a detailed work, 50 different biomasses from groups of wood and woody biomasses, and herbaceous and agricultural biomasses, were considered [50]. The E&PAs of these feedstocks are gathered in Table 1 [50–79]. The drying process occurred at 150 °C to attain a moisture content less than 5 wt.% of the original sample. This part was done by RSTOIC which is a stoichiometric reactor in Aspen Plus. This module was utilized to accomplish chemical reactions of recognized stoichiometry [32]. After the drying step, RYIELD as a yield reactor in Aspen Plus was simulated to perform the biomass pyrolysis. In this part, the feed was transformed into volatile materials (VMs) and char. VMs include mainly carbon, hydrogen, oxygen and nitrogen. Moreover, char was changed to ash and carbon, by determining the product distribution based on the E&PAs of the feedstocks. After the pyrolysis process, RGibbs was applied for simulation of the gasification. The pyrolyzed biomass and air or air–steam as a gasifying agent came together in the RGibbs reactor, where partial oxidation and gasification reactions arose. The gasifier reactor estimated the composition of output syngas by minimizing the Gibbs free energy based on the complete chemical equilibrium [80].
Table 1. The range of input and output variables in the ANN model.

<table>
<thead>
<tr>
<th>Inputs to ANN</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moisture (%)</td>
<td>4.4–62.9</td>
</tr>
<tr>
<td>Volatile Components (%)</td>
<td>62.3–86.3</td>
</tr>
<tr>
<td>Fixed Carbon (%)</td>
<td>12.3–26.3</td>
</tr>
<tr>
<td>Ash (%)</td>
<td>0.1–20.1</td>
</tr>
<tr>
<td>C (%)</td>
<td>40.03–55.8</td>
</tr>
<tr>
<td>O (%)</td>
<td>30.65–44.01</td>
</tr>
<tr>
<td>H (%)</td>
<td>4.55–9.7</td>
</tr>
<tr>
<td>N (%)</td>
<td>0.096–2.65</td>
</tr>
<tr>
<td>S (%)</td>
<td>0.446</td>
</tr>
<tr>
<td>Gasifier Temperature (°C)</td>
<td>600–1500</td>
</tr>
<tr>
<td>Air to Fuel Ratio (kg/kg)</td>
<td>1.8–2.3</td>
</tr>
<tr>
<td>Steam to Biomass Ratio (kg/kg)</td>
<td>0.1–0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output Variable for the ANN</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Mass Flow Rate of Hydrogen (g/kg)</td>
<td>17.25–119.13</td>
</tr>
</tbody>
</table>

2.1.2. Water–Gas Shift Module

For this part, two water–gas shift reactors were considered because the reaction of the W–G shift is relatively exothermic (Equation (1)).

\[
\text{CO} + \text{H}_2\text{O} \leftrightarrow \text{CO}_2 + \text{H}_2
\]  

(1)

Hence, it needed to have one reactor at higher temperatures (HTWGS) and the other one at lower temperatures (LTWGS). In fact, this reaction went toward the left side at high temperatures. In the HTWGS reactor, firstly, a slight conversion of \(\text{CO}\) with quick kinetics occurred. However, it was not possible to move beyond the equilibrium curve. Therefore, the LTWGS reactor was employed so, by decreasing the operation temperature, it was able to gain higher conversion [81]. HTWGS and LTWGS were simulated at 400 °C and 200 °C with two Requil reactors, respectively [19]. Requil is an equilibrium reactor in which the chemical and phase equilibrium are specified by stoichiometric approaches.

2.1.3. Separation Unit Module

To attain a high purity of hydrogen, a pressure swing adsorption (PSA) unit was applied [82,83]. From the optimal values studied in the literature, the separation efficiency for hydrogen and the input pressure of PSA were considered 70% and 7 bar, respectively [84–87]. Increasing pressure was also carried out by a compressor before the PSA (COMP in Figure 1) and the outlet stream from PSA, defined as HYDROGEN in Figure 1.

As above, 50 biomass feedstocks derived from various groups of woody, herbaceous and agricultural biomasses were entered into the gasification technology as input feedstock. The assessment relied on 1 ton of input feed as a functional unit under atmospheric pressure. The input variables for the developed ANN model were the proximate analysis of biomass containing moisture content, volatile materials, fixed carbon and ash, and the elemental analysis of biomass containing carbon, oxygen, hydrogen, nitrogen and sulfur, along with operating parameters like gasifier temperature, air to fuel ratio and steam to biomass ratio. Table 1 shows the range of input and output variables resulting from the simulation model. It is important to mention that the specific mass flow rate of biohydrogen \( \left( \frac{m_{\text{hydrogen}}}{m_{\text{biomass}}} (\text{kg}) \right) \) is the output result from the simulation model.
2.2. Concept of the Developed ANN Model

In order to investigate the system performance in hydrogen production from the gasification plant, a computational model based on an ANN approach for the considered system was established. The developed ANN comprised a large number of neurons formed in several layers. Neurons of one layer were joined to other neurons in another layer by using weights in order to fulfill a specific task by accurately adjusting the joint weights [88]. The developed ANN model in this work was arranged in the MATLAB® environment by means of the Neural Network Toolbox (nntool). The structure of the ANN model made for the output of $s_{\text{hydrogen}} (\text{kg}/\text{kg})$ is shown in Figure 2. For each ANN, one layer was considered for the input layer, hidden layer and output layer. The input layer consisted of 12 variables of M, VM, FC, ash, C, O, H, N and S with units of weight percent (wt.%), gasifier temperature, $T$ ($^\circ$C), air to fuel ratio ($\text{kg}_{\text{air}}/\text{kg}_{\text{dry biomass}}$) and steam to biomass ratio ($\text{kg}_{\text{steam}}/\text{kg}_{\text{dry biomass}}$). Actually, there is not a clear method in literature for specifying the number of hidden layers as well as the number of neurons. Therefore, the trial and error method was applied to discover the prime value by means of minimization of the root mean square error (RMSE). The foremost solution was one hidden layer with 13 neurons with intensity of the hydrogen product. Table 2 provides the RMSE values of several ANN structures with different numbers of neurons in the hidden layer. It is indicated that the RMSE decreases by increasing the number of hidden layers from 5 to 13, then it increases moderately when applying more than 13 neurons in the hidden layer because of over-fitting problems.

![Figure 2. Structure of ANN for prediction of $s_{\text{hydrogen}} (\text{g}/\text{kg})$.](image-url)
Table 2. RMSE values for various ANNs with different structures.

<table>
<thead>
<tr>
<th>Number of Neurons in Hidden Layer</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.711</td>
</tr>
<tr>
<td>7</td>
<td>0.534</td>
</tr>
<tr>
<td>11</td>
<td>0.307</td>
</tr>
<tr>
<td>13</td>
<td>0.246</td>
</tr>
<tr>
<td>17</td>
<td>0.247</td>
</tr>
<tr>
<td>33</td>
<td>0.246</td>
</tr>
<tr>
<td>45</td>
<td>0.248</td>
</tr>
<tr>
<td>60</td>
<td>0.251</td>
</tr>
</tbody>
</table>

2.3. Training and Testing of the ANN-Based Model

For verification and checkup of the prediction capability of the ANN-based model, the gathered data were separated to 2 parts: 70% of the data for the training subset and 30% for the testing subset. The TRIANBR function, as the fastest backpropagation algorithm, was employed for the training part that updates the weight and bias values based on Bayesian regularization optimization. In addition, for minimization of errors, the function of gradient descent with momentum weight and bias learning (LEARNGDM) was applied. LEARNGDM estimates the weight change for a specific neuron from the neuron’s input and error, the weight/bias, learning rate and momentum constant, relying on the gradient descent along with momentum backpropagation. The considered subsets for training and testing of the model were chosen randomly from the available database. Furthermore, a hyperbolic tangent sigmoid was used as an activation function in the hidden layer and for this task in the output layer, linear functions were employed. The performance of these functions has been proved in other research works [39,42,44,45,89–93].

In order to assess the prediction capability of the ANN-based model, two indexes of root mean square error (RMSE) and absolute fraction of variance ($R^2$) were used. The RMSE and $R^2$ can be calculated by using Equations (2) and (3) [44].

\[
RMSE = \sqrt{\frac{1}{p} \sum (T_j - O_j)^2}
\]  
\[
R^2 = 1 - \frac{\sum (T_j - O_j)^2}{\sum (O_j)^2}
\]

where, $p$ represents the number of cases, $T_j$ is the target value (i.e., simulation results) and $O_j$ is the output value (i.e., model predictions).

2.4. Calculation of Relative Impact of Inputs on the Output

To estimate the influences of input variables on the output, the indicator of relative impact was applied. In this study, the effect of input variables on the output was analyzed by using the equation of Garson that is based on the matrix of the neural net weight [88]. In the Garson equation, the numerator is determined by the summation of the absolute weight of products for any input and the denominator is defined by summation of all weights feeding into the hidden unit. The fitting Garson equation for the current ANN topology is shown in Equation (4).
In Equation (4), \( i \) represents the input variables, \( j \) is used for the neurons in the hidden layer, \( l \) represents the relative impact of the \( ith \) input variable on the output, \( IW_{ij} \) serves as the weight of the \( ith \) neuron of hidden layer from the \( ith \) input variable, \( LW_{ij} \) shows the weight to the output layer from the \( ith \) neuron of the hidden layer and the number of neurons is shown by \( n \) (13 for \( sm_{hydrogen} \)). Afterwards, for calculation of the relative impact of the inputs on the output, the input variables were ranked and compared.

3. Results and Discussion

The developed ANN-based model, by considering 12 inputs, one output and 13 neurons in the hidden layer, was recognized as a proper and efficient way in prediction of the specific flow rate of hydrogen. The ANN models were primarily based on weights and biases (shown as IW and b in Figure 2) that are the learnable parameters of a machine learning model. In fact, the weights and biases are possibly the most important concepts of a neural network. When the inputs are transmitted between neurons, the weights are applied to the inputs and passed into an activation function along with the bias.

Weights control the signal or the strength of the connection between two neurons. In other words, a weight decides how much influence the input will have on the output.

Biases, which are constant, are an additional input into the next layer and they are not influenced by the previous layer. They do not have any incoming connections but they have outgoing connections with their own weights. The bias unit guarantees that even when all the inputs are zeros, there will still be an activation in the neuron.

The best fitting values for parameters of \( IW_{ij} \), \( LW_{ij} \), \( b_{ij} \), \( b \) at 13 neurons in the hidden layer of the ANN-based model implemented for the downdraft biomass gasification model are depicted in Tables 3 and 4.

Table 3. The weights of inputs to the ANN model for prediction of \( sm_{hydrogen} \).

<table>
<thead>
<tr>
<th>Neuron</th>
<th>M [%]</th>
<th>VM [%]</th>
<th>FC [%]</th>
<th>A [%]</th>
<th>C [%]</th>
<th>O [%]</th>
<th>H [%]</th>
<th>N [%]</th>
<th>S [%]</th>
<th>T [°C]</th>
<th>ARF</th>
<th>SBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−0.01</td>
<td>−0.09</td>
<td>−0.05</td>
<td>−0.12</td>
<td>−0.03</td>
<td>−0.04</td>
<td>−0.22</td>
<td>0.02</td>
<td>0.04</td>
<td>0.05</td>
<td>−0.01</td>
<td>−0.46</td>
</tr>
<tr>
<td>2</td>
<td>−0.64</td>
<td>0.06</td>
<td>0.01</td>
<td>0.34</td>
<td>−0.30</td>
<td>0.48</td>
<td>−0.32</td>
<td>0.11</td>
<td>0.12</td>
<td>−0.02</td>
<td>0.17</td>
<td>−0.10</td>
</tr>
<tr>
<td>3</td>
<td>0.13</td>
<td>−0.06</td>
<td>−0.03</td>
<td>0.02</td>
<td>−0.13</td>
<td>0.10</td>
<td>−0.19</td>
<td>0.01</td>
<td>0.03</td>
<td>0.52</td>
<td>0.08</td>
<td>−0.04</td>
</tr>
<tr>
<td>4</td>
<td>−0.13</td>
<td>0.33</td>
<td>0.23</td>
<td>0.31</td>
<td>0.61</td>
<td>−0.14</td>
<td>0.09</td>
<td>0.04</td>
<td>−0.05</td>
<td>−1.57</td>
<td>−0.21</td>
<td>−1.05</td>
</tr>
<tr>
<td>5</td>
<td>−0.07</td>
<td>0.13</td>
<td>0.08</td>
<td>0.17</td>
<td>0.16</td>
<td>−0.02</td>
<td>0.15</td>
<td>0.00</td>
<td>0.01</td>
<td>2.43</td>
<td>−0.06</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>0.03</td>
<td>−0.09</td>
<td>−0.06</td>
<td>0.07</td>
<td>−0.41</td>
<td>0.28</td>
<td>0.02</td>
<td>0.02</td>
<td>−0.03</td>
<td>0.14</td>
<td>1.24</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.14</td>
<td>0.1</td>
<td>0.06</td>
<td>−0.00</td>
<td>0.35</td>
<td>−0.21</td>
<td>−0.01</td>
<td>−0.02</td>
<td>−0.03</td>
<td>−0.12</td>
<td>−0.11</td>
<td>−0.9</td>
</tr>
<tr>
<td>8</td>
<td>−0.07</td>
<td>0.09</td>
<td>0.05</td>
<td>0.09</td>
<td>0.13</td>
<td>−0.05</td>
<td>0.14</td>
<td>0.00</td>
<td>0.00</td>
<td>1.45</td>
<td>−0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>9</td>
<td>−0.23</td>
<td>0.12</td>
<td>0.07</td>
<td>0.15</td>
<td>0.09</td>
<td>0.03</td>
<td>0.21</td>
<td>−0.01</td>
<td>−0.03</td>
<td>0.04</td>
<td>−0.01</td>
<td>0.33</td>
</tr>
<tr>
<td>10</td>
<td>0.17</td>
<td>0.11</td>
<td>0.06</td>
<td>0.08</td>
<td>0.27</td>
<td>0.11</td>
<td>−0.11</td>
<td>−0.02</td>
<td>−0.03</td>
<td>−0.03</td>
<td>0.42</td>
<td>−0.06</td>
</tr>
<tr>
<td>11</td>
<td>−2.92</td>
<td>0.50</td>
<td>0.15</td>
<td>0.80</td>
<td>0.66</td>
<td>0.28</td>
<td>−1.06</td>
<td>0.21</td>
<td>0.57</td>
<td>0.01</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>12</td>
<td>2.45</td>
<td>−0.49</td>
<td>−0.18</td>
<td>−0.81</td>
<td>−0.60</td>
<td>−0.28</td>
<td>0.84</td>
<td>−0.17</td>
<td>−0.44</td>
<td>−0.01</td>
<td>−0.03</td>
<td>−0.06</td>
</tr>
<tr>
<td>13</td>
<td>0.12</td>
<td>0.06</td>
<td>0.03</td>
<td>−0.00</td>
<td>0.17</td>
<td>−0.08</td>
<td>−0.01</td>
<td>−0.01</td>
<td>0.02</td>
<td>−0.11</td>
<td>1.49</td>
<td>−0.37</td>
</tr>
</tbody>
</table>
Table 4. The biases \((b_{ij}, b_0)\) and weights \((LW_{i1})\) of hidden layer to output layer for the case of \(s_{m_{\text{hydrogen}}} (\text{kg} / \text{kg})\).

<table>
<thead>
<tr>
<th>Neuron</th>
<th>Weights to Output Layer</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.1628</td>
<td>0.5408</td>
</tr>
<tr>
<td>2</td>
<td>-0.1604</td>
<td>-0.8705</td>
</tr>
<tr>
<td>3</td>
<td>-0.6471</td>
<td>0.1494</td>
</tr>
<tr>
<td>4</td>
<td>-0.1117</td>
<td>-1.7707</td>
</tr>
<tr>
<td>5</td>
<td>-0.9983</td>
<td>-0.7854</td>
</tr>
<tr>
<td>6</td>
<td>-0.7558</td>
<td>0.1433</td>
</tr>
<tr>
<td>7</td>
<td>-0.9249</td>
<td>-0.3068</td>
</tr>
<tr>
<td>8</td>
<td>1.3991</td>
<td>-0.4846</td>
</tr>
<tr>
<td>9</td>
<td>1.7991</td>
<td>-0.7057</td>
</tr>
<tr>
<td>10</td>
<td>-0.2568</td>
<td>-0.5060</td>
</tr>
<tr>
<td>11</td>
<td>0.8289</td>
<td>-3.1088</td>
</tr>
<tr>
<td>12</td>
<td>1.9675</td>
<td>3.1332</td>
</tr>
<tr>
<td>13</td>
<td>0.0355</td>
<td>-0.1756</td>
</tr>
</tbody>
</table>

The extracted data from the simulation and prediction of \(s_{m_{\text{hydrogen}}}\) were compared adequately and competently by applying linear regression approaches in the ANN-based model for training and testing subsets. Figure 3 shows the targets for training, testing and all targets together. Obviously, for all sets, the \(R^2\) value is higher than 0.999 and the RMSE value is lower than 0.25 for \(s_{m_{\text{hydrogen}}}\) as a product of the gasification system connected with a hydrogen plant. Furthermore, for more assurance, the forecasted and simulated output data of \(s_{m_{\text{hydrogen}}}\) for several cases are depicted in Figure 4. The satisfactory comparison of these types of data and only a slight deviation in Figure 4 prove that the developed ANN model is assuredly sound and acceptable.

Figure 3. Comparing of simulation and prediction of \(s_{m_{\text{hydrogen}}}\) for training, testing and all targets together.
As it mentioned in the methodology section, the equation of Garson was applied to evaluate the effects of the 12 inputs on the output. The relative impact of inputs on the \( \text{sm}_{\text{hydrogen}} \) as output of the system is shown in Figure 5. It is observed that the most effective parameters are gasifier temperature, SBR, moisture content and hydrogen, with contributions of 19.96, 17.18, 15.3 and 10.48%, respectively. In fact, temperature growth presents greater benefits for the creation of \( \text{H}_2 \) and \( \text{CO} \), which produce a large amount of gas (syngas) and, consequently, hydrogen in the output of the system. The other variables of feed properties like C, O, S and N contribute in the range of 1.28–8.6% and proximate components like VM, FC and A contribute in the range of 3.14–7.67% to the impact on \( \text{sm}_{\text{hydrogen}} \). Obviously, the mass flow rate of air to fuel ratio (AFR) with a share of 2.4% is at the bottom of variable list in view of the impact on \( \text{sm}_{\text{hydrogen}} \). This means that the variation in the air flow rate entering the gasifier has a negligible impact on the hydrogen production and the AFR can be in the window of 1.8–2.3 for woody, herbaceous and agricultural biomasses, and there is no need to fix a point.

A sensitivity assessment was performed to carry out an extra broad evaluation. The alterations of the inputs corresponding to hydrogen content are shown by eleven plots
with three-dimensional contours in Figure 6. SMH in Figure 6 is an abbreviation of the specific mass flow rate of hydrogen. It can be observed that by increasing the hydrogen content and temperature/SBR/carbon content/VM in feeds, a greater quantity of biohydrogen is obtained through the gasifier. Nevertheless, 900–1100 °C is the optimum range of the gasifier temperature, which led to the highest production of hydrogen from the feedstocks. Moisture content and oxygen show the opposite trend where, by decreasing them and increasing the hydrogen content, the production of hydrogen is increased. It can also be seen that high levels of hydrogen, nitrogen and sulfur content in the studied biomasses have neutral effects on the output. Overall, the optimal compositions and conditions to obtain optimal production of biohydrogen are shown in Table 5.
Figure 6. Sensitivity assessments plots (SMH is abbreviation of specific mass flow rate of hydrogen).

Table 5. The optimal compositions and conditions for optimal production of biohydrogen.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>H2</th>
<th>C</th>
<th>O</th>
<th>N&amp;S</th>
<th>M</th>
<th>VM</th>
<th>FC</th>
<th>Ash</th>
<th>SBR</th>
<th>T</th>
<th>AFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal Range</td>
<td>17–20</td>
<td>45–55</td>
<td>30–35</td>
<td>&lt;1</td>
<td>&lt;5</td>
<td>64–86</td>
<td>12–26</td>
<td>&lt;15</td>
<td>0.7–0.8</td>
<td>900–1100</td>
<td>1.8–2.3</td>
</tr>
</tbody>
</table>

4. Conclusions

Broadly speaking, only a few studies have reported about biomass gasification modeling according to an ANN-based approach and there is nothing on gasification integrated with a water–gas shift unit and separation unit for hydrogen production. Therefore, we attempted to firstly develop an ANN-based model to anticipate the specific mass flow rate of hydrogen from gasification connected with a hydrogen plant.

The established ANN-based model in this work indicates satisfactory and sound results with an $R^2$ value of more than 0.999 and an RMSE value lower than 0.25 for $\text{sm}_{\text{hydrogen}}$ as a product from a gasification system connected with a hydrogen plant. Almost all of the inputs show a significant impact on the $\text{sm}_{\text{hydrogen}}$ output. Significantly, gasifier temperature, SBR, moisture content and hydrogen have the highest impacts on the $\text{sm}_{\text{hydrogen}}$ with contributions of 19.96, 17.18, 15.3 and 10.48%, respectively. In addition, other variables of feed properties like C, O, S and N contribute in the range of 1.28–8.6% and proximate components like VM, FC and A contribute in the range of 3.14–7.67% to the impact on $\text{sm}_{\text{hydrogen}}$.

The accurate results obtained for the biohydrogen production via the gasification system connected with water–gas shift reactors confirms the strong prediction ability of the developed ANN-based model with one hidden layer with 13 neurons, through applying a backpropagation algorithm. The developed model has the capability to be employed with a broad range of biomasses. In addition, the results illustrate the relative impact of various biomass properties and operating parameters on the biohydrogen output from the system. The developed model can be used practically for the screening of suitable biomasses for hydrogen extraction based on a gasification system connected with W–G shift and a hydrogen recovery unit.
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