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Abstract: Wildfire risk has globally increased during the past few years due to several factors. An efficient and fast response to wildfires is extremely important to reduce the damaging effect on humans and wildlife. This work introduces a methodology for designing an efficient machine learning system to detect wildfires using satellite imagery. A convolutional neural network (CNN) model is optimized to reduce the required computational resources. Due to the limitations of images containing fire and seasonal variations, an image augmentation process is used to develop adequate training samples for the change in the forest’s visual features and the seasonal wind direction at the study area during the fire season. The selected CNN model (MobileNet) was trained to identify key features of various satellite images that contained fire or without fire. Then, the trained system is used to classify new satellite imagery and sort them into fire or no fire classes. A cloud-based development studio from Edge Impulse Inc. is used to create a NN model based on the transferred learning algorithm. The effects of four hyperparameters are assessed: input image resolution, depth multiplier, number of neurons in the dense layer, and dropout rate. The computational cost is evaluated based on the simulation of deploying the neural network model on an Arduino Nano 33 BLE device, including Flash usage, peak random access memory (RAM) usage, and network inference time. Results supported that the dropout rate only affects network prediction performance; however, the number of neurons in the dense layer had limited effects on performance and computational cost. Additionally, hyperparameters such as image size and network depth significantly impact the network model performance and the computational cost. According to the developed benchmark network analysis, the network model MobileNetV2, with 160 × 160 pixels image size and 50% depth reduction, shows a good classification accuracy and is about 70% computationally lighter than a full-depth network. Therefore, the proposed methodology can effectively design an ML application that instantly and efficiently analyses imagery from a spacecraft/weather balloon for the detection of wildfires without the need of an earth control centre.
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1. Introduction

1.1. Wildfire Occurrence and Significant of Early Detection

According to the National Interagency Fire Center [1], there have been over 60,000 wildfire occurrences in the US in 2021 alone. These fires burned over 8.3 million acres of land and caused significant damage to both natural and human-made structures. The primary causes
of these wildfires were human activity, such as unattended campfires, improper discard of cigarettes, and natural causes such as lightning and drought. The devastating impact of these fires highlights the importance of proper wildfire prevention and management efforts.

In addition, the Colorado Division of Homeland Security and Emergency Management [2] also emphasized that Colorado has experienced a substantial increase in wildfires over the past decade, with an annual average of more than 2000 wildfires. The state has seen particularly destructive wildfires recently, including the 2018 Spring Creek Fire, which burned over 108,000 acres, and the 2020 Cameron Peak Fire, which burned over 208,000 acres. The combination of high winds, dry conditions, and increased development in wildfire-prone areas have contributed to the increased wildfire risk in Colorado.

Response time is also a crucial element in controlling wildfire spread and damage. Wildfires are generally estimated to increase at an average of 14.27 miles every hour the fire team delays their response. Previously, California wildfires were reported to grow 400% in coverage area in just 4 h. An example of wildfire speed importance is the 2017 California Thomas Fire which spread so fast that it travelled at a rate equivalent to one football field per second [3]. All these factors contribute to the interest in the study application.

Areas considered hot spots for monitoring and inspecting wildfires have become hard to predict, especially after natural disasters that have become the norm during the past few years [3,4]. As a response, various safety measures, protocols, and technologies have been developed and adopted by authorities and agencies. However, achieving the safety goal depends on how fast the authorities detect and assess the wildfire situation. In addition, the critical zones affected have changed dramatically due to climate change. Currently, most wildfires are discovered when they become large enough to gain the attention of locals, but the sooner these instances are discovered, the easier they are to extinguish. In 2021, nearly a thousand wildfires were reported in the United States, affecting over 7 million acres of terrain [3,5]. Wildfires can travel up to 14 mph, which reinforces the desire for speed in the response time.

Implementing inspection along the thousands of miles of vegetation is both costly and timely. Faster detection and evaluation of wildfire incident type and size can allow authorities to allocate the necessary resources to resolve the situation quickly. Several technologies, such as sensor networks and aerial and space imagery for critical regions, are available for remote inspection and monitoring. The inspection process must be implemented and evaluated at pre-selected critical areas or incorporated as part of a routine inspection system at identified hot spots. Thus, any abnormal incidents need more time to be discovered and assessed. In addition, deploying a remote sensing system is expensive and requires significant technical efforts.

A comprehensive, environment-friendly, autonomous system that identifies possible wildfires would be necessary for local communities to be safe. In addition, an early alarm system will also detect and locate potential wildfires that need more attention/inspection. To increase safety and minimize the destruction caused by wildfires, we propose an efficient machine learning model for wildfire detection.

1.2. Wildfire Detection and Monitoring Using Machine Learning

In recent years, satellite imagery and machine learning (ML) has been well adopted to monitor infrastructure changes, natural disasters outcomes, and variations in vegetation areas [6–11].

One approach that has been proposed is the use of deep learning to train convolutional neural networks (CNNs) to classify satellite imagery. Deep learning techniques have been widely used in image classification and detection and have shown promising results in various applications. In forest fire classification and detection, deep learning can effectively analyse satellite images and identify areas likely to be affected by fires.

The first step in this process is to gather a large dataset of satellite images, which can be collected from various sources such as NASA’s Earth Observing System or other commercial satellite providers [12]. These images should include both forest fires and areas
unaffected by fires. Next, the images should be pre-processed and labelled according to whether they contain a forest fire. This can be performed manually by experts or with the help of machine learning algorithms. Once the dataset is prepared, it can be utilized to train a deep learning model using techniques such as convolutional neural networks (CNNs) or recurrent neural networks (RNNs). The model can then be fine-tuned and tested on a separate validation dataset to evaluate its performance. Finally, the resulting NN model can classify and detect forest fires in real-time satellite images to predict the likelihood of a fire occurring in the study area.

Overall, deep learning techniques have the potential to significantly improve the accuracy and efficiency of forest fire classification and detection in satellite images, helping to prevent and mitigate the impacts of these disasters [13–27]. In addition, by automating the process of detecting fires, these approaches can help reduce the impact of wildfires on communities and ecosystems.

The proposed solution [13] shows that combining the Inception-v3 convolutional neural network and the local binary pattern algorithm can provide a reliable and accurate system for the classification and detection of fires in satellite images.

Improving NN performance and efficiency has driven several research works and projects. However, improving NN performance is often costly, especially when deploying the NN model on mobile or stand-alone AI-embedded applications. Moreover, modern state-of-the-art networks require high-computational resources beyond the capabilities of many mobiles and embedded applications. One of the most efficient ML tools for mobile applications is MobileNetV2 [28]. MobileNetV2 is specifically tailored for mobile and resource-constrained environments by significantly decreasing the number of operations and memory needed while retaining the same accuracy. Generally, using MobileNetV2 for wildfire detection serves as a promising method for detecting and managing wildfires in natural habitats efficiently and accurately. Wu H et al. [27] used the MobileNetV2 architecture to develop a CNN for wildfire detection. A data augmentation technique, such as adding Gaussian blur or additive Gaussian noise, was used to simulate extreme scenarios and train the modified MobileNetV2 model. The pre-trained MobileNetV2 architecture and the effective data augmentation pipeline implementation allow effective transfer learning to specified classification tasks while reducing computational complexity and maintaining high accuracy.

Designing and implementing an efficient neural network model for embedded applications is a comprehensive contemporary research field. In addition, developing an ML system that can process spacecraft images locally will reduce the time and cost for transferring information from spacecraft. This includes reducing the computational cost required to encode and decode the spacecraft’s information then transmission to the deep space network (DSN) [29]. Thus, sending image data needs high energy/time for encoding, transmitting, and then boosting and decoding the weak signal at DSN centres compared with sending only classification result “Fire” or “NoFire”. Therefore, this article focuses on optimizing network hyperparameters in wildfire detection despite data limitations (wildfire-containing images).

This article describes a methodology for selecting and optimizing a neural network model that balances the wildfire prediction performance based on satellite imagery using minimum computational resources and limited training data of wildfire images. The developed NN model can be deployed on any system with low-computational resources/power, such as a small remote sensing satellite or a high-altitude weather balloon. In addition, the optimized neural network model can also be deployed on smartphones as an active real-time, low-cost wildfire-monitoring application.

The proposed work aims to develop an efficient ML system that can classify the forest satellite imagery as (Fire) and (No Fire) for wildfire alarm systems. The alarm system can be deployed through mobile or other embedded applications. First, the ML model is trained to learn the essential features of the forest area based on satellite images. The training phase is performed to be as effective as possible regarding classification accuracy. At the
same time, the final neural network model needs to be light and fast in terms of storage and computational requirements to be suitable for mobile or other embedded applications. Then the trained ML model can be used to identify changes in the area, such as smoke, to auto-detect wildfires. Ultimately, this will decrease the damage that could occur faster than alternative means of detection.

2. Data and Methods

2.1. Dataset

In this work, the desired dataset for transfer learning to detect wildfire is achieved by the following steps:

- Step 1: Manage access to near real-time orbital satellite imagery from a global provider: Currently, several commercial satellites scan most places on earth several times (up to 10 times) daily with a resolution of 30–50 cm [12]. Thus, a well-trained ML system can detect objects or changes with a considerable size (mass) that can be considered a wildfire. This task includes investigating the available sources of images, resolution, availability, and cost for various satellite imagery sources. The selected data source for this work is the Sentinel 2 satellite, an European Space Agency (ESA) satellite, from Soar Earth Ltd. [12]. The Sentinel 2 satellite revisits the same location in approximately five days, which is unsuitable for wildfire detection applications. However, for the purpose of developing the method, imagery from this satellite was used. The revisit frequency of the satellite to a particular location depends on the number of satellites in the mission and the orbit altitude from Earth. Therefore, the suggested approach in this article will be more effective when it relays satellite imagery that surveys the same area more frequently and has a revisit frequency of less than one day, such as every 12–24 h or less (WORLDVIEW-3 (<1 day), SKYSAT (3 to 12 times per day with the entire constellation (latitude-dependent) Suomi-NPP (101.44 min) , n.d NOAA VIIRS, Terra (99 min) and Aqua/MODIS, etc.) [30,31]. The availability of the satellite images for locations studied depends on the periodic availability for these various satellite missions. In this work, we focused more on proving the concept of using satellite imagery to predict wildfires based on limited data and computational resources rather than which satellite provides the most daily images of the area.

- Step 2: Determining the study site: The preferred study site is a forest with different landscapes to aide in generalizing the ML model to various land topography. San Isabel National Park, Colorado, US, was selected as the study area. The chosen site has several distributed green zones, mountains, snow, and infrastructures (roads). A sample of the selected images is shown in Figure 1. In addition, the San Isabel National Park area in Colorado is a hotspot for monitoring and inspecting wildfire-related threats early due to climate change and abundance in large-scale wildfires globally.

- Step 3: Collecting and creating training data: Several images should be collected during the daytime in different seasons to consider ground and light variations. Due to the limited availability of satellite images, especially with wildfire, an augmented imaging process has been developed to generate adequate pictures for training the NN model. To generate the datasets to train the CNN, we started with satellite images from the San Isabel National Park for a typical fire season (May–November); then, we developed an algorithm to superimpose the original satellite images with artificial fire images at random locations. Finally, the direction of the smoke was estimated from seasonal wind direction data for the San Isabel forest area during the fire season, changed from north to east [4], as shown in Figure 2.
2.2. Architecture of Object Detection Models and Transfer Learning

Artificial intelligent (AI) is one of the most pressing topics in contemporary society. Convolutional neural network (CNN) is inspired by the neural network nature of the human brain and can be deployed to create an image classification program. For example, computer vision is also a field in AI that focuses on problems relating to visual cues and images. Combining the CNN into computer vision can serve complex operations ranging from classifying images to solving scientific problems of medicine, astronomy, and even building self-driving cars [6,32,33].
In the developed model, an image is passed through an algorithm, and with every pass, the system learns more features so that future testing is more reliable and accurate. After enough training, the model was able to take a satellite image and give an output of “Fire” or “No Fire”, as shown in Figure 3.

Figure 3. Deep learning workflow: Images are passed to the CNN to learn features and classify objects automatically.

A cloud-based platform from Edge Impulse Inc. is used to create a CNN model based on the transferred learning algorithm for the primary task of binary and multi-class, multi-label classification. Recently, pre-trained models such as Inception, VGG16, VGG19, MobileNet, etc., have been created by researchers after training them on millions of images for the purpose of category-based classification [6,12,33–36]. The application of one of these pre-trained images classification models can serve as a base layer. The number of dense layers, output classes, level of accuracy, and computational efficiency are crucial factors that should be addressed carefully to design a successful CNN classifier system.

Additionally, trade-off hyperparameters tailored our system architecture to different performance points. For example, we can adjust the tunable hyperparameters, such as the input image resolution, width multiplier, and drop-out ratio, to obtain the desired performance by the model.

MobileNetV2 is a CNN architecture introduced by Google in 2018 [28]. It was designed for efficient image classification and object detection on mobile devices. The architecture is based on the inverted residuals and linear bottlenecks (IRLB) module, allowing the network to have smaller parameters while maintaining high accuracy. MobileNetV2 also introduces a linear bottleneck layer to reduce computation complexity and improve performance, leading it to be a highly efficient and effective architecture for mobile applications.

This work adopts the transfer learning approach to accelerate the convergence rate and reduce the need for extensive training examples to optimize the weight matrices.

First, we import the MobileNetV2 architecture and its corresponding weights to begin the transfer learning process. Second, we release the final fully connected layer of the model and replace it with a new fully connected layer tailored to our specific classification task. Next, we load our smaller application-specific dataset. Then, we use this dataset to train the modified neural network model. Finally, we evaluate the model’s performance.

To achieve high-performance neural network model architecture and generalization, we need to select several hyperparameters for tuning the system to achieve the best performance in terms of classification accuracy and network lightness, such as dropout rate, number of neurons in the final dense layer, and the depth multiplier.

2.3. Network Depth Multiplier

The depth multiplier parameter in MobileNet refers to the scaling factor applied to each convolutional layer’s depth (number of channels). Modelling with various channels and computational cost allows for fine-tuning the model’s capacity and efficiency. On the other hand, increasing the multiplier is a trade-off between the accuracy, computation and the risk of overfitting in non-linear and complex problems. Using the multiplier parameter in MobileNet allows for flexibility in balancing model performance and efficiency for a given task [28,36].
2.4. Dropout Rate

Dropout is a regularization technique commonly used in deep learning to prevent overfitting. It works by randomly setting a fraction of the input units to zero during training, helping to eliminate the complexity of the model and improve generalization to new data [37]. The effect of dropout on the performance of MobileNet will depend on the specific application and the dropout level used. In general, using dropout can enhance the performance of MobileNet by reducing overfitting and improving the ability of the model to generalize to new data [37]. However, using too high of a dropout level can also negatively impact the model’s performance by reducing the network’s capacity and preventing it from learning valuable patterns in the data [38].

2.5. Dense Layer

The effect of adding a dense layer to MobileNet will depend on the specific application and the design of the dense layer. A dense layer, also known as a fully connected layer, is one in which all the neurons in the layer are connected to all the neurons in the preceding and following layers. Dense layers are often used in deep learning to learn complex non-linear relationships in the data. Adding a dense layer to MobileNet can improve the network performance by allowing it to learn more complex patterns in the data [38]. However, adding too many dense layers or making the layers too large can also negatively impact the network performance by increasing the parameters and computation time [39,40].

3. Network Computational Performance Evaluation

The impact of several hyperparameters on the network computational and classification performances have been investigated. Network computational performance is assessed based on a simulation of the network performance at a specific processing unit. Arduino Nano 33 BLE Sense was used for our analysis. A tiny development board with a Cortex-M4 microcontroller supported by Edge Impulse Inc. was utilized to estimate the output efficiency, specifically, an estimate of inferencing time, peak RAM usage, and Flash usage. We applied this device for comparison between different network architectures. Three computational performances indicators were developed, as follows:

**Flash usage indicator (FUI):** Flash usage represents the maximum flash memory employed if the trained neural network model is deployed on the target device. (i.e., Arduino Nano 33 BLE for our project.) The FUI for the network \((i)\) is defined as follows:

\[
FUI = \frac{\text{Flash usage for network } (i)}{\text{Flash usage for a reference network}}
\] (1)

**Peak RAM usage indicator (PRI):** Peak RAM usage represents the maximum RAM utilized if the trained neural network model is deployed on the target device. The PRI for the network \((i)\) is defined as follows:

\[
PRI = \frac{\text{Peak RAM usage for network } (i)}{\text{Peak RAM usage for a reference network}}
\] (2)

**Inferencing time indicator (ITI):** Inferencing time represents the time required to obtain an output from the trained neural network model when deployed on the target device. The ITI for the network \((i)\) is defined as follows:

\[
ITI = \frac{\text{Inference time for network } (i)}{\text{Inference time for a reference network}}
\] (3)

Network classification performance was assessed through the test error rate, representing the percentage of testing samples falsely classified in the model testing session. The optimization goal is to decrease the test error rate while maintaining a lightweight and accurate neural network model (i.e., minimum computational indicator \((FUI, PRI,\) and \(ITI)\). Furthermore, to facilitate benchmark comparisons between network models, an overall performance indicator \((OPI)\) for the network \((i)\) was introduced as follows:
\[ OPI(i) = 100 \times \left( \frac{(FUI + PRI + ITI)/3}{e_{test \ error \ rate}} \right) \] (4)

The best network architecture will have the maximum OPI.

4. Results and Discussions

A Python code for the random algorithms was used to generate artificial wildfire images for the San Isabel National Park study area with an augmented fire image at different locations and wind directions. A total of 614 images were created; 76% for training, and 24% for testing. The dataset was uploaded and analysed using the data explorer on the Edge Impulse Development Studio, as shown in Figure 4. The data explorer shows a complete view of all data in the project. Figure 4 illustrates that all images are labelled and classified correctly, with the need for a non-linear classification network mode.

4.1. Effect of Dropout and Number of Neurons in the Dense Layer

To study the performance effects of the dropout rate and the number of neurons in a dense layer, on the performance of the neural network model, a MobileNetV2 with a multiplier of 0.35 and image size 96 × 96 was used. The training and testing sessions were implemented for the dropout rate range 0.0–0.2 with an increment step of 0.05 and 0–32 neurons in the dense layer with an increment step of 8. Since the purpose of this study was to compare the effects of hyperparameters, such as dropout and the number of neurons in the dense layer for the same network architecture (i.e., no reference network), the actual values were applied to simulate the network performance on the selected target device (i.e., Flash usage, peak RAM usage, and inferencing time) rather than the performance indicators listed in Equations (1)–(4)).

Figure 5a–d shows the results of this study. The network performance generally increased with the number of neurons in the dense layer. The highest network classification accuracy is achieved when the number of neurons is 32 with a dropout rate of 0.15, as shown in Figure 5a. Furthermore, it was noted that the dropout parameter has a small apparent effect on the network performance with little to no neurons in the dense layer. This type of effect can be related to the application dataset and image resolution, which is relatively low (96 × 96 pixels) and shows a high scattering of two classes (Fire, No Fire), as shown in Figure 4. This makes most of the extracted features at each layer crucial for the classification task so the dropout of some of these features will not guarantee improved network performance. On the other hand, adding more layers will help the network learn complex non-linear relationships in the data.

Figure 5b represents evidence of the direct relationship between Flash usage and the number of neurons on the dense layer with no effect observed when the dropout rate was changed. This was expected since adding more processing units in the dense layer will increase the number of parameters in the network. At the same time, the dropout process was implemented by randomly disabling neurons during the training session only to improve network prediction performance. The disabled neurons will be activated during the testing session since they are still part of the network architecture and requires the same computational space.
Figure 5c shows that the peak RAM usage is increased when a dense layer is added to the network architecture. Again, the dropout had no effect since this parameter was used during the training process and not during on-device neural network model simulation.

Figure 5d highlights that the variation in the network interference time positively correlates with the increasing number of neurons in the dense layer without affecting the dropout rate. It is noteworthy to mention that adding more processing units in the dense layer increases the network’s number of parameters and processing time. In addition, changing the dropout had no effect, and the observations are consistent with those in the above study.

Figure 5. Effect of the number of neurons in the dense layer on model accuracy, Flash usage, peak RAM usage, and model inference time.

4.2. Effect of the Network Depth Multiplier and Image Resolution

To study the effect of the network depth multiplier and input image resolution, ten networks were examined and evaluated using the same testing process implemented with the study in Section 4.1. Figure 6 shows that raising the input resolution from $96 \times 96$ to $166 \times 166$ pixels highly improved network performance. MobileNetV2 $166 \times 166$ has a test error rate of about 2%. In addition, it is noted that reducing the depth multiplier decreases the classification performance of the MobileNet network. Furthermore, it was observed that increasing the dropout rate had no noticeable effect on all MobileNet models tested. Increasing the number of neurons in the dense layer improves network classification accuracy when low input image resolutions ($96 \times 96$ pixels) are used. However, with higher input image resolutions, ($166 \times 166$ pixels), it does not seem to be as affected. Adding a new dense layer improves network performance since the dense layer provides the network with new classification boundaries with a limited number of features extracted from low-resolution images. Increasing the network size and input image resolution improves the classification performance at the cost of increasing the storage environment required for the trained network and makes constraints when the model is deployed on mobile or limited-resource devices. For example, as shown in Figures 7 and 8, all computational indicators FUI, PRI, and ITI were dramatically increased with the use of high-resolution images.
input images with no depth reduction, e.g., MobileNetV2 16 × 166, chosen as the reference network to calculate all performance indicators, Equations (1)–(3).

Figure 6. Effect of dropout rate on model performance for the tested MobileNet architectures.

Figure 7. Effect of the number of neurons in the dense layer on model performance for the tested MobileNet architectures.

To determine the network accuracy and relative computational cost, the overall performance indicator (Equation (4)) was calculated for all tested networks, as shown in Figure 9. The MobileNetV2 166 × 166 0.5 classified input satellite imagery with an accuracy of 95%. Additionally, it is lighter and faster than MobileNetV2 166 × 166 by about 65%. Therefore, the developed NN model for wildfire alarms can be deployed with reasonable accuracy on limited-capacity mobile devices for the provided wildfire detection application using this version.

In general, increasing the size of a model (e.g., increasing the number of neurons or layers) can lead to improved performance on the training set because the model has more capacity to fit the data. However, this can also increase the risk of overfitting when the model is too complex and begins to fit noise in the data rather than the underlying signal. On the other hand, decreasing the model size can reduce the risk of overfitting but also decrease the model’s ability to capture the relevant patterns in the data, leading to reduced performance. Therefore, it is essential to balance model capacity and overfitting by carefully tuning the multiplier and other hyperparameters as shown in this study.
5. Conclusions

This paper introduces a systematic approach to selecting a neural network architecture tailored to mobile and resource-constrained environments. The chosen network significantly decreases the number of operations and memory needed while retaining high accuracy, i.e., the required computational cost. In addition, image augmentation was used to overcome the limitation of training examples for wildfire satellite imagery. Several MobileNetV1 and MobileNetV2 networks were tested based on input image resolution and network hyperparameters (dropout rate, network depth, and the number of neurons in the dense layer) to maintain high classification accuracy and on-device computational efficiency. The results show that when the number of neurons in the dense layer increases, the neural network model’s computational and storage requirements also increase, therefore resulting in a slower network interference time. At the same time, the network prediction performance did not noticeably improve with these factors. The developed total network performance indicator displays an effective way to select an efficient network architecture and hyperparameters with limited training examples. The network design and hyperparameters were chosen to allow for high prediction accuracy while maintaining an efficient computational process compared with a basic neural network model (MobileNet V2). Thus, the optimized neural network model can be a good option for mobile or embedded AI-applications. The proposed methodology can be used to design a small ML application that can locally and rapidly analyse satellite imagery within the spacecraft and predict the probability of a wildfire existing in the captured images. In turn, this will reduce the size of information that needs to be encoded and transmitted to the DSN centre as
opposed to sending all the image data to Earth to be processed and analysed by the current transmission and communication methods.
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