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Abstract: Fire detection is a critical safety issue due to the major and irreversible consequences of fire, from economic prejudices to loss of life. It is therefore of utmost importance to design reliable, automated systems that can issue early alarms. The objective of this review is to present the state of the art in the area of fire detection, prevention and propagation modeling with machine learning algorithms. In order to understand how an artificial intelligence application penetrates an area of fire detection, a quantitative scientometric analysis was first performed. A literature search process was conducted on the SCOPUS database using terms and Boolean expressions related to fire detection techniques and machine learning areas. A number of 2332 documents were returned upon the bibliometric analysis. Fourteen datasets used in the training of deep learning models were examined, discussing critically the quality parameters, such as the dataset volume, class imbalance, and sample diversity. A separate discussion was dedicated to identifying issues that require further research in order to provide further insights, and faster and more accurate models. The literature survey identified the main issues the current research should address: class imbalance in datasets, misclassification, and datasets currently used in model training. Recent advances in deep learning models such as transfer learning and (vision) transformers were discussed.
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1. Introduction

Fire represents an event with potential catastrophic consequences—property and environment damage and bodily injury—if not properly contained and the combustion prerequisites are met. This is especially applicable to forest fires (Saha et al. [1], Kala [2], Elogne et al. [3]), the chemical and oil industry (Lowesmith et al. [4], Aydin et al. [5], Solukloei et al. [6]), various process industries (Park et al. [7], Zhou and Reniers [8]), buildings (Østrem and Sommer [9], Ibrahim et al. [10]), transportation (Wang et al. [11]), and ecosystems and wildlife (Davies et al. [12], Lindenmayer et al. [13], Liu et al. [14], Batista et al. [15]).

Fire prevention is the first line of defense against large-scale-disaster-caused fires, while fire detection—coupled with fire containment and warning systems—can be viewed as the last line of defense. Conventional fire detection relies on sensory systems sensitive to fire by-products, such as smoke, heat or gaseous compounds resulting from the combustion process. Smoke and gas detectors are not effective outdoors, and in indoor conditions and they can be activated inadvertently. Video surveillance cameras in the visible spectra can only detect flame when the fire has already fully developed. Smoke and heat detectors require a temperature high enough or a minimum smoke density to activate, limiting their applicability to the early detection of small fires. Indirect fire detection based on sensing the presence of smoke consists of measuring the backscattered light emitted by a light source (emitting on a very narrow spectrum) and reflected on smoke particles. These devices usually have a long response time and cannot detect fires that do not generate smoke. Since most flame types generate some type of gases, systems based
on their detection provide faster and more accurate results. Metal-oxide gas sensors are the most common fire detection systems based on this principle, Curbat et al. [16], Derbel [17]. Smoke detectors are designed and operate based on the standard definition of smoke: “the airborne solid and liquid particulates and gases evolved when a material undergoes pyrolysis or combustion” [18]. Based on this definition, smoke detectors refer only to the detection of fire particulates and not to gas detection. A comprehensive review on chemical sensors for fire detection was conducted by Fonollosa et al. [19]. Gas sensors offer an advantage over smoke sensors as they can operate faster than smoke sensors (gases are usually released faster than smoke). Another advantage of gas sensors is the fact that by triggering a gas alarm, they provide protection to building occupants (fire in buildings produces more casualties due to toxic emissions rather than actual burns) [20].

A critical issue of smoke detectors is their inability to discriminate between smoke particles from genuine fires and particles generated by other sources, such as dust or dense water vapor. This results in a high rate of FPs, which raises serious concerns related to costs. For example, in a briefing paper Chagger and Smith [21] reported that the Fire and Rescue Service Authorities claimed that the associated cost of false alarms was as high as 1 billion pounds per year. The same source reported that 53% of the alarms were FPs during the period 2011–2012.

The correct discrimination of genuine fires from nuisances (especially in early phases) from processing information from a single sensor has been long recognized as very difficult and error-prone (Ishii et al. [22]). Multi-sensor systems for heat, CO/combustion by-products and smoke detectors have been considered to overcome this issue. Such systems, consisting of multiple different sensors, operate in conjunction with algorithmic solutions that improve the overall sensitivity compared to individual sensor sensitivity. For example, adding heat and CO sensors to smoke sensors improves the sensors’ performance significantly, (Fonollosa et al. [19]).

This review paper presents recent studies and perspectives on machine learning (ML) algorithms applied for fire detection systems. A special focus was set on discussions of the performance metrics, datasets used for machine learning models training (structure, class imbalance, etc.) and misclassification issues. In order to produce more precise models, a workflow was suggested in the Conclusion section based on a misclassification cost function that accounts for case-specific implications of FPs and FNs.

2. Materials and Methods

A bibliometric analysis was conducted in the Scopus database using the following Boolean expression.

(KEY (“fire” “deep learning”) OR KEY (“fire” “artificial intelligence”) OR KEY (“fire” “machine learning”) OR KEY (“fire detection” “machine learning”)) returned 2332 documents, which were exported as Scopus files while retrieving the author keywords and indexing keywords fields. The file was processed by means of the bibliometric analysis tool VOSviewer (a software tool for constructing and visualizing bibliometric networks) conducting a co-occurrence analysis of keywords. A total number of 13,521 keywords were identified and the minimum number of occurrences of a keyword was set to 10. Out of the total number of keywords, 505 keywords met the threshold. The first 10 keywords (sorted by the total link strength) are presented in Table 1.

The co-occurrence graph of the keywords is presented in Figure 1. A number of six clusters containing 148, 115, 107, 48, 46 and 41 items were generated. It is interesting to note that the term “deforestation”, although not included in the search expression, occurred 401 times, suggesting a significant research effort in the direction of the relationship between fires and forest degradation.

In order to gain further insight into the terms and the relationships between them occurring in the main flux of publications on the topic of fire detection using artificial intelligence, a co-occurrence analysis was conducted on the abstracts of the documents returned by the search process. A term was included if it occurred more than 20 times.
The list of terms was cleaned, removing the terms with general use (no necessarily related to the topic), resulting a number of 235 items. The analysis tool returned three clusters containing 112, 66 and 57 items, respectively. The co-occurrence graph resulting from the analysis of the abstracts is presented in Figure 2.

Table 1. Top ten keywords and resulting from Scopus query.

<table>
<thead>
<tr>
<th>Pos</th>
<th>Keyword</th>
<th>Occurrences</th>
<th>Total Link Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>“fires”</td>
<td>1315</td>
<td>14,293</td>
</tr>
<tr>
<td>2</td>
<td>“machine learning”</td>
<td>836</td>
<td>8501</td>
</tr>
<tr>
<td>3</td>
<td>“deep learning”</td>
<td>736</td>
<td>7665</td>
</tr>
<tr>
<td>4</td>
<td>“deforestation”</td>
<td>401</td>
<td>5339</td>
</tr>
<tr>
<td>5</td>
<td>“fire hazards”</td>
<td>422</td>
<td>4919</td>
</tr>
<tr>
<td>6</td>
<td>“learning systems”</td>
<td>348</td>
<td>4696</td>
</tr>
<tr>
<td>7</td>
<td>“fire detection”</td>
<td>535</td>
<td>4167</td>
</tr>
<tr>
<td>8</td>
<td>“fire detectors”</td>
<td>259</td>
<td>3424</td>
</tr>
<tr>
<td>9</td>
<td>“smoke”</td>
<td>269</td>
<td>3191</td>
</tr>
<tr>
<td>10</td>
<td>“forest fires”</td>
<td>277</td>
<td>2960</td>
</tr>
</tbody>
</table>

Figure 1. Co-occurrence graph for key words from the Scopus query results.

From Figures 1 and 2 and from Table 1, it follows that many items returned by the SCOPUS search engine may discuss topics diverging from the review topic, that is fire detection with machine learning algorithms. Further analysis was performed, as presented in the flowchart in Figure 3. A number of 136 articles were selected for full-text review based on the exclusion criteria. Another 42 more references with relevance to the topic but not directly related were included, resulting a total number of 178 references.
From Figures 1 and 2 and from Table 1, it follows that many items returned by the SCOPUS search engine may discuss topics diverging from the review topic, that is, fire detection with machine learning algorithms. Further analysis was performed, as presented in the flowchart in Figure 3. A number of 136 articles were selected for full-text review based on the exclusion criteria. Another 42 more references with relevance to the topic but not directly related were included, resulting in a total number of 178 references.

Figure 2. The co-occurrence graph of terms contained in the abstracts.

Figure 3. The flowchart of the selection of the research articles discussed in this review.
3. Results and Discussion
3.1. Machine Learning and Deep Learning Techniques in Fire Detection Sensory Systems

Machine learning (ML) and deep learning (DL) techniques have developed recently at a very high rate and have been implemented in sensor systems in order to improve their precision and sensitivity. The main purpose of applying ML techniques to fire detection is to improve its sensitivity, detect genuine fires in early stages and not trigger false alarms. In terms of ML terminology, fire detection is a binary (or sometimes a multi-class) classification problem. The standard metrics for the assessment of a classification ML algorithm, precision, recall, sensitivity, specificity, the F1-score and the ROC curve must be assessed in accordance with the costs associated with false positives (FP) and false negatives (FN). Generally, in fire detection problems, an FN incurs costs significantly higher than an FP. Therefore, both precision and recall metrics are important, which up to a point, justifies the selection of the F1-score as a relevant metric. The ROC curve is also important in calibrating the ML model and selecting the optimal hyperparameters in order to minimize the misclassification costs. ML techniques have been extensively used in remote sensing, for example for geological surveys, Han et al. [23]. Typical ML techniques in sensory systems are Decision Trees (DTs) and Random Forests (RFs), Support Vector Machines (SVMs), k-Nearest Neighbor and K-Means Clustering. As suggested by many studies, ensemble methods [24] (bagging, stacking and boosting) offer significantly better performance than individual algorithms. The DL techniques with large applicability are the Neural Networks (NNs), Convolutional Neural Networks (CNNs), various types of recurrent neural networks, Long Short-Term Memory (LSTM), and Gated Recurrent Units (GRU)

DL techniques are different from ML techniques in the following ways:

- DL are more suitable for big data and for data with a large number of features, such as images or video streams. However, the computational cost of DL techniques is significantly higher than that of ML techniques; in some cases, expensive hardware with special capabilities is required, such as GPUs.
- Feature extraction is performed automatically in the case of DL techniques (such as CNNs processing images or video streams). This is not possible in the case of ML techniques, which require some form of manual feature extraction.

In the case of fire detection using machine learning algorithms, the choice of the algorithms depends mainly on the fire settings and layout. The following settings in which occurrence of fire can have serious to catastrophic effects were identified in the literature:

3.1.1. Forest Fire

Forest fires have several particular features, and multidimensional and synergetic effects, distinguishing them from other fire types:

- Due to the large areas on which they can occur, forest fires are extremely difficult to detect in early stages, when suppression could be achieved effortlessly;
- Forest fires are a non-negligible source of GHG emissions (CO, CO$_2$, CH$_4$, NO$_x$ and particulate matter) and have a direct effect on the atmospheric chemistry and atmospheric heat budget (Saha et al. [1]);
- Forest fires cause a decrease in the terrestrial ecosystem’s productivity and exhaustion of the forest environment carbon stock, Amiro et al. [25];
- Forest fires cause soil fertility, crop productivity and water quality and quantity degradation, Venkatesh et al. [26].

3.1.2. Civil and Industrial Facilities

Fires occurring in industrial facilities have effects that depend mostly on the flammable material. CO, CO$_2$, and smoke are the fire by-products occurring most frequently, independently of the flammable material’s nature. In civil structures, such as tunnels or confined spaces, the rapid oxygen exhaustion is another life-threatening factor that poses addi-
tional risks to the personnel, including fire-fighting personnel. The nature of the industrial environment can cause avalanche effects caused by fires, such as explosions.

3.1.3. Office and Residential Facilities

In such cases, the flammable materials consist mainly of textiles, furniture and plastic material. These types of fires cause the release of volatile organic compounds (approximately two times more than in the case of industrial fires, Alharbi et al. [27]). In the case of such fires, the main factor that contributes to casualties consists of smoke and poisonous gases resulting from combustion.

3.2. Machine Learning Algorithms for Forest Fire Detection

Early efforts to develop accurate and precise early warning systems for forest fires were reported as early as the 2000s. Iliadis et al. [28] developed a fuzzy sets-based expert system to assign a forest fire risk score to the prefectures of Greece. The basic unit of the expert system presented in [28] is the fuzzy expected interval, defined as narrow intervals of values that provide the best description of the forest fire problem in a country or a part of a country for a certain time period. The advent of remote sensing and satellite imagery offered a new development direction for fire detection systems.

Real Time Object Detection (RTOD) algorithms include CNN family (R-CNN, Region-Based Convolutional Neural Networks, Fast R-CNN), and YOLO (You Only Look Once). YOLOv3 is currently considered the RTOD algorithm that offers the best trade-off between accuracy and detection speed, Li et al. [29]. YOLOv3 is based on DarkNet53, which consists of 53 convolutional layers, including the last fully connected layer. The YOLOv3 architecture is presented in Figure 4 [30].

![Figure 4. YOLOv3 architecture. Blue and red lines represent two-fold up-sampling. Reprinted/adapted from Ref. [30] under the terms and conditions of the CC BY license. ©2019, MDPI.](image-url)

Based on the YOLOv3 architecture, Li et al. [29] proposed a novel architecture (ALFRNet), presented in Figure 5 (details on the implementation of the blocks DLFR, HAG and ADC are given in [29]).

The performance of the ALFRNet architecture was assessed by means of the P-R curve considering two values of the IOU (Intersection Over Union) parameter, as shown in Figure 6.
The architecture structure proposed in [29] compared to YOLOv3. Reprinted/adapted with permission from Ref. [29]. ©2022, Elsevier.

Figure 5. The architecture structure proposed in [29] compared to YOLOv3. Reprinted/adapted with permission from Ref. [29]. ©2022, Elsevier.

Figure 6. P-R curves for IOU parameter 0.5 (left) and 0.75 (right). Reprinted/adapted with permission from Ref. [29]. ©2022, Elsevier.

The original dataset consisted of 2431 smoke images obtained by a web crawler. Data augmentation was applied through methods such as High-pass filtering, Gamma transformation, Rotation, Retinex, Laplace Transformation, Salt-and-pepper noise addition, and Gaussian Noise addition. The augmented dataset contained 4326 images. A comparison with YOLOv3 from the performance point of view was conducted based on the mean average accuracy metric ($\text{mAP}$), which is a quantitative indicator to assess the detection effect of multi-category targets, defined as

$$\text{mAP} = \int_0^1 P(R) dR$$

Another performance indicator was the Frame per Second, which estimates the detection speed. The FPS is defined as the inverse of the time required to process each picture frame. The performance of the ALFRNet compared to YOLOv3 is presented in Table 2.
Table 2. ALFRNet vs. YOLOv3 performance comparison. Reprinted/adapted with permission from Ref. [29]. ©2022, Elsevier.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>$mAP_{\text{IOU}=0.5}$ [%]</th>
<th>$mAP_{\text{IOU}=0.75}$ [%]</th>
<th>FPS</th>
<th>No. of Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv3</td>
<td>84.94</td>
<td>74.77</td>
<td>33</td>
<td>61,576,342</td>
</tr>
<tr>
<td>ALFRNet</td>
<td>87.26</td>
<td>79.95</td>
<td>43</td>
<td>23,336,302</td>
</tr>
</tbody>
</table>

The architecture proposed in [29] reached a better performance (assessed through $mAP$) and a significantly higher detection speed. The ALFRNet number of parameters was less than half compared to those of YOLOv3, which allows deployment on a lighter hardware.

Shamsoshoara et al. [31] produced a two-class (“fire” and “no fire”) labeled dataset containing aerial video recordings and heatmaps of fires, collected by drones during a prescribed burning piled detritus in a pine forest (located in Northern Arizona). Two machine learning problems were discussed in [31]: (1) the binary classification of video frames and (2) developing segmentation methods to determine the flame borders. The binary classification model was based on the Xception network (proposed by Chollet [32]). Xception was developed by replacing the standard Inception modules with depth-wise separable convolutions. The training set consisted of 25,018 frames of type “fire” and 14,357 frames of type “non-fire”. Data augmentation methods such as flipping and random rotation were used to generate new frames and address the issue of bias for unbalanced classes. A test 8617-frame dataset consisting of frames including 5137 fire-labeled frames and 3480 non-fire frames was used to assess the loss and accuracy, as presented in Table 3:

Table 3. Accuracy and loss for the test, validation and training datasets [31]. Reprinted/adapted with permission from Ref. [31]. ©2021, Elsevier.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>0.7623</td>
<td>0.7414</td>
</tr>
<tr>
<td>Validation</td>
<td>0.9431</td>
<td>0.1506</td>
</tr>
<tr>
<td>Training</td>
<td>0.9679</td>
<td>0.0857</td>
</tr>
</tbody>
</table>

From Table 3, it can be observed that the model has a significant underfitting issue (the accuracy value is much lower for the test set than for the training set). From the analysis of the confusion matrix presented in Table 4, it can be observed that a significant number of false negatives (799) were predicted. The P and R values (not provided in the article) were 0.757 and 0.8295, respectively.

Table 4. The confusion matrix [31].

<table>
<thead>
<tr>
<th>Predicted Label</th>
<th>Fire</th>
<th>Non-Fire</th>
</tr>
</thead>
<tbody>
<tr>
<td>True label</td>
<td>3888</td>
<td>799</td>
</tr>
<tr>
<td>Fire</td>
<td>1248</td>
<td>2680</td>
</tr>
</tbody>
</table>

The classification and segmentation models are presented in Figure 7 left and right, respectively.

Six samples of the test set along with the expected ground truth masks and the generated masks from the trained network are presented in Figure 8. The first image row consists of the input frames to the model and the second image row represents the ground truth (the expected mask). The third image row represents the mask generated by the trained network. The image segmentation algorithm performance was assessed in terms of P (0.92), R (0.84), ROC-AUC (0.9985), the F1-Score (0.8775), sensitivity (0.8312), specificity (0.9996) and the IoU (0.7817).
A summary of studies on fire detection based on image processing and deep learning is presented in Table 5.

Figure 7. The classification (left) and the segmentation models (right). Reprinted/adapted with permission from Ref. [31]. ©2021, Elsevier.

Figure 8. The performance of the segmentation algorithm for six frames from the test set. Reprinted/adapted with permission from Ref. [31]. ©2021, Elsevier.
Table 5. Deep learning custom architectures and models for fire detection through image processing.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Dataset</th>
<th>Fire Type</th>
<th>Architecture</th>
<th>Metrics</th>
</tr>
</thead>
</table>
| Zhan [33] (2022) | I. Data of 6913 smoke images intercepted from the video dataset by using screenshots.  
II. A total of 5832 images from the video dataset of the FLAME dataset [31].  
III. A total of 1093 images simulated smoke generation when a forest fire occurred. | Forest    | ARGNet adjacent layer composite network based on a recursive feature pyramid with deconvolution and dilated convolution and global optimal non-maximum suppression. | mAP50: 90  
mAP75: 82  
FPS: 122  
Jaccard index: 0.84 |
| Zhang [34] (2016) | Images captured from a video stream (every five frames). A total of 21 positive and 4 negative sequences. Images were resized at 240 × 320. Fire patches were annotated manually with 32 × 32 boxes. Train set: 178 images, 12,460 patches (1307 positive, 11,153 negative). Test set: 59 images, 4130 patches (539 positive, 3591 negative). | Forest    | Three convolutional layers  
Three pooling layers  
Two fully connected layers  
Softmax activation in the output layer | Accuracy: 0.931  
Detection rate: 0.845  
False positive rate: 0.039  
Time per image: 2.1 s |
| Reis [35] (2023) | FLAME dataset [31]. A total of 14,357 negative and 25,018 positive instances in the training dataset, and 3480 no-fire and 5137 fire instances in the test dataset. | Forest    | DenseNet121 (Huang [36]) CNN-based architecture with each layer directly connected to all previous layers. A total of 121 convolution layers, four dense blocks, three transition layers, and a SoftMax layer in the output layer. Image input 224 × 224 × 3. | Accuracy  
P  
R  
F1-Score  
Cohen’s Kappa  
Confusion matrix |
| Song [37] (2021) | UIA-CAIR/Fire-Detection-Image—Dataset (620 three-channel JPEG files) consisting of 110 positive samples and 510 negative samples. Image augmentation (translation, flipping and rotation) was applied to the positive samples in order to balance the classes. The total number of images after data augmentation was 950 (190 training images, 760 test images), normalized to 64 × 64 × 3. | Outdoor   | C1: 64 5 × 5 convolution kernels by a step size 2.  
Pooling layer (MaxPooling).  
C2: 128 5 × 5 convolution kernels by a step size 2.  
Pooling layer (MaxPooling).  
C3: 256 5 × 5 convolution kernels by a step size 2.  
Pooling layer (MaxPooling).  
1024-node fully connected layer  
Activation function: LeakyReLU (C1-C2), ReLU (C3) | Accuracy:  
For the training set 99.5%;  
For the test set 94%. |
Table 5. Cont.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Dataset</th>
<th>Fire Type</th>
<th>Architecture</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fernandes [38] (2004)</td>
<td>Committee of neural networks connected sequentially; each unit eliminates the pattern that it classifies as atmospheric noise and passes on the pattern that is considered smoke. The model was trained with the same smoke signatures and noise patterns that caused false alarms in the previous neural network.</td>
<td>Forest</td>
<td>A total of 1410 patterns containing smoke signatures, 17,174 atmospheric noise patterns with 21 points and 8334 atmospheric noise patterns with 41 points for each value of the added noise amplitude.</td>
<td>False alarm (%): 0.9 Misdetections (%): 15.5</td>
</tr>
<tr>
<td>Ahn [39] (2023)</td>
<td>A total of 10,163 images of early and indoor fires from AI HUB [40]. False fire alarm response items for video fire detectors: direct sunlight and solar-related sources, electric welding, black body sources (electric heater), and artificial lighting (incandescent lamp, fluorescent lamp, halogen lamp), candles, rainbow, laundry, flags, red cloths, yellow wires, light reflections, and cigarette smoke.</td>
<td>Indoor</td>
<td>YOLOv5 pre-trained model. The default YOLOv5 hyperparameters values were used. The epoch number was 300 and batch size 32. The training, validation, and test dataset volumes were 70, 20, and 10% of the image dataset.</td>
<td>P (Val/Test): 0.94/0.91 R (Val/Test): 0.93/0.97 mAP: 0.96/0.96</td>
</tr>
<tr>
<td>Muhammad [44] (2018)</td>
<td>CNN consisting of five convolution layers, three pooling layers, and three fully connected layers. Input layer size $224 \times 224 \times 3$</td>
<td>Indoor/Outdoor</td>
<td>A. Foggia [45]: 31 videos in indoor and outdoor environments. A total of 14 positive class and 17 negative class. B. Chino [46]: 226 images: 119 positive class, 107 negative class consisting of fire-like images: sunsets, fire-like lights, and sunlight coming through windows</td>
<td>FPR: w FT: 0.0907 w/o FT: 0.0922 FNR: w FT: 0.0213 w/o FT: 0.016 Accuracy: w FT: 0.94 w/o FT: 0.90</td>
</tr>
<tr>
<td>Ref</td>
<td>Dataset</td>
<td>Fire Type</td>
<td>Architecture</td>
<td>Metrics</td>
</tr>
<tr>
<td>-----</td>
<td>---------</td>
<td>-----------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>Yar [47] (2023)</td>
<td>YOLOv5-based, modified to detect both small fire areas and large fire areas.</td>
<td>Building(B) Indoor electric(I) Vehicle(V)</td>
<td>Building fire: 723 Indoor electric fire: 118 Vehicle fire: 1116</td>
<td>P (B/I/V): 0.8/0.95/0.87 R (B/I/V): 0.64/0.95/0.86 F1-Score (B/I/V): 0.7/0.95/0.86 mAP (B/I/V): 0.7/0.96/0.92</td>
</tr>
<tr>
<td>Valikhujayev [48] (2020)</td>
<td>CNN consisting of four convolution layers with dilation rate 1, 2 and 3, each convolution layer followed by a MaxPooling layer; a final Dropout layer; and two FC layers each followed by a Dropout layer.</td>
<td>Indoor/Outdoor</td>
<td>Total of 8430 fire images. Total of 8430 smoke images.</td>
<td>Train set accuracy: 0.996 Test set accuracy: 0.995 R: 0.97 Inference time</td>
</tr>
</tbody>
</table>
3.3. Smoke Detection

Especially during the early stages of the fire, smoke is almost translucent and it has a low contrast, diffuse boundaries and a rapidly changing shape. Standard smoke detection methods employ image processing approaches to extract smoke features, Gong et al. [49]. Other approaches include frameworks for high-definition video streams using fused spatial and frequency domain features, Liu et al. [50], wavelet analysis, Gubbi et al. [51] and statistical properties, Yuan et al. [52]. Deep learning-based algorithms treat the smoke detection task as either an image classification problem (Muhammad et al. [53]) or a video classification problem (Lin et al. [54]). A less conventional approach was reported by Lin et al. [54], where smoke detection was achieved through a 3D convolutional network, extracting both spatial and temporal features. In general, these deep learning models are trained on smoke datasets collected in controlled environments. The problem occurs when weather conditions (fog, rainfall, nebulosity, etc.) considerably modify the conditions under which the algorithm was trained. A standard approach to deal with these occurrences is dehazing the images, Berman et al. [55]. More advanced methods include synthesizing fog on images or developing smoke datasets in foggy environments, Gong et al. [56]. Sathishkumar et al. [57] employed transfer learning models VGG16, InceptionV3 and Xception and a heterogenous dataset collected from several sources to develop models with the purpose of detecting fire and smoke in still images. A four-classe dataset, as presented in detail in Table 6, was used.

Table 6. The dataset considered in [57]. Reproduced/adapted from [57] under a Creative Commons Attribution 4.0 International License.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Classes</th>
<th>Fire</th>
<th>No Fire</th>
<th>Smoke</th>
<th>Smoke Fire</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td></td>
<td>2161</td>
<td>2150</td>
<td>490</td>
<td>510</td>
</tr>
<tr>
<td>Validation</td>
<td></td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Test</td>
<td></td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
</tbody>
</table>

Due to the unbalanced nature of the dataset (as it can be observed in Table 6), image augmentation techniques (shifting, rotating, scaling, flipping, blurring, padding, translation and affine transformations) were applied. The transfer learning models were trained in two modes, Feature Extractor mode and Fine-Tuning mode. The performance (measured by the confusion matrix) was considerably higher in the Fine-Tuning mode.

The studies summarized in Table 5 aimed mainly at detecting the flame caused by fires. Depending on the fire environment and flammable material, smoke can be released in early phases of the fire, before the flame develops fully and extinguishing becomes more difficult. For this reason, the accurate and rapid detection of smoke can contribute significantly to the successful extinguishing of fires. It is known that smoke is more difficult to detect than flame (Muhammad et al. [44]). Smoke detection techniques in images based on manually designed features involve identification of the color, shape, texture and other specific features and their variations in different scenes, followed by analysis and discrimination by means of machine learning classifiers, Wu et al. [58]. The principal difficulty in smoke detection in images based on machine learning techniques is the fact that smoke changes rapidly and randomly, and the uncertainty of different types of features is significant, so the manual-based methods cannot express accurately the essential features of smoke. This results in poor accuracy and robustness for a real application. Deep learning techniques have good performance in smoke detection applications, as shown in LeCun et al. [59]; however, there are several issues and limitations, such as a long training time, a necessity for large and diverse datasets, and their deployment on embedded platforms (Zeng et al. [60]). Smoke segmentation is considerably more challenging than smoke detection, requiring the accurate identification and separation of smoke components from the background scene at the pixel level, followed by a transformation from coarse-grained recognition to fine-
grained recognition. The object is thus represented as a set of fine pixels, and then pixels with similar features are clustered together and defined as the same class, Khan et al. [61]. Max-pooling and average-pooling operations are considered suitable for capturing local dominant details and global contexts of objects such as smoke, Yuan et al. [62].

Khan et al. [61] developed a smoke detection and segmentation framework for clear and hazy environments based on a Convolutional Neural Network. The full pipeline proposed in [61] consists of two modules: (i) smoke detection module using a lightweight CNN model and (ii) a module performing semantic smoke segmentation. The architecture proposed in [61] is presented in Figure 9.

![Figure 9. The architecture of the smoke segmentation model presented in [61]. Reproduced/adapted with permission from Ref. [61]. ©2021, Elsevier.](image)

Three datasets were used in [61], as follows:

- **DS1**, consisting of four different classes: (1) “smoke”, (2) “non smoke”, (3) “smoke with fog”, and (4) “non-smoke with fog”. The total number of images was 72,012 with 18,532 for each “smoke” and “smoke with fog” and 17,474 for “non-smoke” and “non-smoke with fog”, individually.

- **DS2**, consisting of seven videos of smoke, captured in different environments: smoke at long distance, smoke in a parking lot with other moving objects, and smoke released by a burning cotton rope.

- **DS3**, consisting of 252 images annotated from DS1 by considering two classes (“smoke” and “smoke with fog”).

The performance of the proposed framework (DeepSmoke) was compared to SegNet (Badrinarayanan et al. [63]), DeepLab (Chen et al. [64]), FCN (Long et al. [65]), and DeconvNet (Noh et al. [66]), as shown in Figure 10.

![Figure 10. DeepSmoke [61] performance compared to other architectures. Reproduced/adapted with permission from Ref. [61]. ©2021, Elsevier.](image)
Ma et al. [67] proposed a four-stage smoke segmentation algorithm based on improved double Truncation distance Self-adaptive Density Peak Clustering (TSDPC):

- Super pixel segmentation;
- Redefinition of sample point local density;
- Adaptive double truncation distance;
- Automatic selection of cluster centers.

The performance metrics were the mean intersection over union (mIoU) and volume overlap error (VOE). The dataset consisted of 22 smoke images, in which the smoke area was marked manually. The results produced by the proposed model were compared to other algorithms, as shown in Figure 11.

![Figure 11. Smoke segmentation results: (a) original image; (b) Fuzzy C-Means; (c) K-means; (d) Density Peak Clustering; (e) Watershed; (f) Mean Iteration Threshold; (g) TSDPC; and (h) Manually labeled images. Reproduced/adapted under the terms and conditions of the CC BY license from Ref. [67]. ©2022, MDPI.](image)

Further tests were conducted on a public dataset [68] consisting of 400 smoke images and ground truth maps. A comparison between TSDPC, Particle Swarm Optimization and peak-graph-based fast density peak clustering (Guan et al. [69]) in terms of accuracy and F1-Score is presented in Table 7.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>PGDPC</td>
<td>45.57%</td>
<td>39.14%</td>
</tr>
<tr>
<td>PSO</td>
<td>64.11%</td>
<td>45.81%</td>
</tr>
<tr>
<td>TSDPC</td>
<td>64.74%</td>
<td>51.27%</td>
</tr>
</tbody>
</table>

The main difficulty in smoke detection is the complex mixture of the background and itself, with borders not clearly defined; in fact, the term “border” is not even applicable to small smoke, a more appropriate term being “transitions”. Smoke images have properties similar to those of liquids (time-varying texture, color, and shape). This makes the task of separating the smoke from the background highly challenging. It is particularly difficult to detect smoke in foggy environments. Image augmentation techniques employed usually in image processing with CNNs (position augmentation and color augmentation) can improve significantly the performances of models based on CNNs. Several studies discussing smoke detection are summarized in Table 8.
Table 8. Smoke detection architectures, datasets and performance metrics.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Architecture</th>
<th>Dataset</th>
<th>Image Augmentation</th>
<th>Performance Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kim [70] (2023)</td>
<td>Enhanced bidirectional feature pyramid network (BiFPN) applied to the YOLOv7 head portion integrated with a convolutional block attention module.</td>
<td>Aerial photos of wildfire smoke and forest backgrounds. A total of 3500 forest fire smoke pictures, 3000 non-forest fire smoke pictures, respectively. All images resized to the size of 640 × 640.</td>
<td>Rotation Flipping</td>
<td>AP: 0.786 FPS: 153</td>
</tr>
</tbody>
</table>
| Ashiquzzaman [71] (2020) | Deep architecture: six convolutional layers (each followed by one Batch Normalization and one MaxPooling layer), and three fully connected layers (each followed by a Batch Normalization layer). Activation function: ELU. | Foggia et al. [45]: 12 fire videos, 11 smoke videos and 1 normal video. Keyframes manually selected. Classes: Fire; Smoke; Negative. | N/A | P: 0.84 R: 0.79 F1: 0.81
| | | | | 1 | 0.91 0.89 0.9 |
| | | | | 2 | 0.87 0.95 0.91 |
| | | | | Confusion matrix |
| He [56] (2021) | VGG16 (He et al. [72]). A total of 13 convolution layers and 3 full connection layers. Each group of 3 convolution layers followed by MaxPooling. A total of 3 fully connected layers before the output. Activation function SoftMax, 1000 classes. | Type | Train | Test | N/A | Accuracy: 0.999 P: 0.999 R: 0.999 F1-Score: 0.999 |
| | | Smoke | 6662 | 1680 | |
| | | Smoke and fog | 6842 | 1680 | |
| | | Non-smoke | 6720 | 1681 | |
| | | Non-smoke and fog | 6720 | 1681 | |
| Hu [73] (2022) | Architecture built on YOLOv5 by replacing the SPP module with the Soft-SPP and adding the VAM module. | Available online [74] | N/A | AP: 0.79 FPS: 122 |
| Liu [75] (2019) | First channel: AlexNet-based network with a residual block to extract generalizable features. Second channel: a dark-extracted convolution neural network is used to train the dark channel dataset. | Pos Class | Neg Class | N/A | Accuracy: 0.986 Binary cross-entropy: 0.077 |
| | | Train | 3967 | 3967 | |
| | | Val | 430 | 430 | |
| | | Test | 500 | 500 | |
| Yuan [76] (2023) | VGG16 (Simonyan [77]) was used as backbone for obtaining contextual features from the input image. A 3D attention module developed through fusing attention maps along three axes. Multi-scale feature maps obtained through Atrous convolutions and attention mechanisms followed by mixed pooling of average and maximum. | A total of 1000 virtual smoke images but with different background images (Yuan, [78]) | N/A | MAE (DUTS dataset [79] was used for performance comparison). |
Accurate and fast smoke detection can significantly improve the overall accuracy of fire detection by reducing the number of FNs, which in general is more important than the number of FPs in the case of fire detection with machine learning algorithms.

In some types of fires such as wildfires occurring during daytime, smoke is a critical element for fire detection. During the early stages of fire development and spread, smoke is the only detectable object. It is therefore essential to include smoke detection capabilities in the models designed for wildfires.

Li et al. [80] developed a fire segmentation method based on deep learning with the purpose of assisting the firefighting teams in realistically assessing the fire scale and formulate a response plan accordingly. An encoder–decoder structure was proposed as follows: the encoder consists of a deep CNN and atrous spatial pyramid pooling. The encoder generates feature maps with four different resolutions. The decoder fuses the features and restores the feature size by means of up sampling. The dataset used to assess the performance of the model proposed was the FLAME dataset [31]. The loss in the segmentation accuracy was compensated by introducing two different image features in order to enrich the fire information. Compared to the original deeplabv3+ (Chen et al. [81]) upon which the architecture is based, it was reported that the segmentation speed was considerably higher.


The fire lifecycle in civil and industrial environments, either indoor or outdoor, is different from that of wildfires. The main difference is given by the nature of the flammable material and the availability of the air supply. Wildfires are characterized by a large surface area, where they can occur and develop before being detected; from this point of view, fires in civil and industrial facilities can be detected during their early stages. On the other hand, a wide range of conditions exist for civil and industrial facilities: the flammable material’s nature, the air supply, the possibility to cause more devastating effects (explosions, damage to the buildings structure, etc.), and the risk to personnel and assets.

Pincott et al. [82] used the TensorFlow Object Detection API with Faster Region-based CNN (R-CNN) Inception V2 and SSD MobileNet V2 to develop two fire detection models for indoor environments. The R-CNN performed an initial scan of the target image for possible objects and generated a large number of proposed regions. A CNN processed these regions and fed them to an SVM classification layer. The detected and classified region was represented through bounding boxes. A similar architecture was used for the second model. The two models are represented in Figure 12.

The performances of the two models, quantified by means of the confusion matrix, are presented in Figure 13.

The F1-Scores reported for the two models were as follows: R-CNN, 0.85 (Fire class) and 0.91 (Smoke class); SSD: 0.68 (Fire class) and 0.74 (Smoke class). The overall performance was better for the R-CNN model than for the SSD. Both models were trained on the same dataset containing 480 images. The R-CNN model still had a high rate of FNs (10.99% Fire images misclassified as Smoke and 14.29% Fire images misclassified as Normal), which is not suitable for an efficient fire detection system. The main cause for the high rate of misclassification was most likely the low number of images in the training set.

Avazov et al. [83] compiled a two-class dataset consisting of 9200 nighttime and daytime flame images. No details on the scenery and image metadata were mentioned. Image augmentation by rotation (90°, 180° and 270°) was applied to increase the dataset volume. A number of 24,385 fire images were used in the training dataset alongside with 10,000 flame-like images. The test set consisted of 3215 flame images and no flame-like ones. All images were resized to 416 × 416 and two YOLO versions were considered, YOLOv4 and YOLOv3. The test set accuracy reached the highest value (96.3%) for YOLOv4 for a model size of 245 MB and a training time of 72 h. It can be argued though that the absence of negative samples in the test set can artificially increase the accuracy of the model. Another disputable point is the class imbalance in the training set. The FP number was reported
for all models, with YOLOv4 having the best performance. However, the number of FNs could be more important than FPs for this kind of problem.

**Figure 12.** (a) The Region-based CNN model based on Inception V2; (b) The Single Shot Detector model based on MobileNet V2. Reprinted/adapted with permission from Ref. [82]. ©2022, Elsevier.

**Figure 13.** The confusion matrix for the R-CNN with Inception V2 model (a) and for the SSD with MobileNet V2 model. (b) Reprinted/adapted with permission from Ref. [82]. ©2022, Elsevier.

Kim et al. [84] collected images and video clips from public sources in order to train a four-stage deep learning fire detection architecture, presented in Figure 14.

**Figure 14.** The four-stage deep learning architecture proposed in [85]. Reprinted/adapted under the terms and conditions of the CC BY license from Ref. [84]. ©2019, MDPI.
The sequence of operations performed in the network is presented in Figure 15. Flame/smoke objects were detected for each frame of the video. The CNN/Faster R-CNN features in the detected bounding boxes temporally accumulated for a period, during which the fire decision was taken by the majority voting process.

![Time sequence diagram of the fire detection process](image)

**Figure 15.** Time sequence diagram of the fire detection process [84]. Reprinted/adapted under the terms and conditions of the CC BY license from Ref. [84]. ©2019, MDPI.

The performance of the architecture quantified through accuracy, FP rate and FN rate was 95%, 3.04% and 1.73%, respectively. This paper does not report important information on the train/test sets.

Jadon et al. [85] proposed a lightweight architecture (FireNet) in the form of a shallow neural network suitable for low-cost hardware such as Raspberry Pi, with the main objective of achieving a tradeoff between accuracy and a high processing speed (high frame rate). A linear network architecture with three cascaded three-layer pairs (Convolutional–Pooling–Dropout) followed by a flattening layer and three FC layers was used. Low resolution images (64 × 64) were used as input.

A custom dataset was compiled gathering images from [45], Flick and Google. In the attempt to compensate for the low diversity of the Foggia [45] dataset, the authors added fire and non-fire images containing fire-like objects. In the end, a highly diverse training dataset with 1124 positives (fire images) and 1301 negatives (non-fire images) was compiled. In the same way, the test dataset consisted of 46 fire videos (19,094 frames) with 16 non-fire videos (6747 frames) and 160 negatives containing fire-like elements.

The complete detection system consists of a camera connected to a Raspberry Pi microcontroller and two cloud services (Amazon S3 for uploading fire images and Twilio—a cloud-based message service). Several metrics were reported and compared to the metrics for the Foggia [45] dataset. All metric values were slightly higher for the Foggia [45] dataset, which was explained by the limited image diversity in this dataset. Some degree of overfitting can be noticed in the training curves (training and validation accuracy recorded for 100 epochs). The accuracy curve for the test set would have been more relevant and it would have probably shown a more significant degree of overfitting.

Shees et al. [86] proposed an improved FireNet version (FireNet-v2) keeping the same architecture and reducing the number of filters in the first three convolutional layers, which resulted in a significantly lower number of trainable parameters. The confusion matrix for the architecture FireNet-v2 is presented in Table 9.

<table>
<thead>
<tr>
<th>True class</th>
<th>Predicted Class</th>
<th>FireNet Dataset [85]</th>
<th>Predicted Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fire</td>
<td>Fire</td>
<td>314</td>
<td>Fire</td>
</tr>
<tr>
<td>No Fire</td>
<td>Fire</td>
<td>4</td>
<td>553</td>
</tr>
<tr>
<td></td>
<td>No Fire</td>
<td>3017</td>
<td>40</td>
</tr>
</tbody>
</table>

From the values reported in Table 9, it can be noticed that the Foggia dataset was heavily unbalanced, which considerably reduced the relevance of the accuracy value. The architecture FireNet-v2 resulted in an accuracy of 98.43% (Foggia [45] dataset) and 94.95% (FireNet [86] dataset). However, it was not mentioned to which dataset, training or test, these values refer.

Saponara et al. [87] developed a deep learning architecture consisting of an input layer (for the input size 64 × 64 × 3), four convolution layers with ReLU activation function, two MaxPooling2D, two AvgPooling2D layers, a Dropout layer (0.6), and a final FC layer with SoftMax activation function. The kernel size for the first convolution layer was 5 × 5 and 3 × 3 for the rest. A balanced dataset containing 200 images was compiled and uploaded to the Ground Truth Labeler app in Matlab. Although the SoftMax activation function was used, the architecture performed a binary classification.

The performance of the architecture was evaluated using the dataset from [85] (Jadon et al.). The accuracy, R, P and F1-Score were 93.6%, 100%, 92.4% and 96.04%, respectively. The most important and interesting finding of this study was the fact that the architecture did not report any FNs. In the context of the low volume of the dataset and no information on the class imbalance, this result is rather ambiguous.

Special civil structures exist in which standard computer vision techniques are less efficient in accurately detecting fires compared to outdoor environments. The lighting condition is the main factor that determines the difference as well as the high computational cost for vision-based algorithms. Such civil infrastructure elements are tunnels, in which fire is the disaster with the highest degree of criticality, considering the effects and the probability of occurrence. Moreover, in such environments, firefighting action and equipment are difficult to deploy and the environment is highly changing and unpredictable. In the case of tunnels, false alarms can be more disruptive and incur higher costs than in the case of other environments. It is therefore important to develop systems with a lower rate of FPs. Sun and Xu [88] developed a standard multi-neural network architecture based on temperature data from tunnel sensors. A dataset consisting of temperature time series recorded at different locations along the tunnel was used. A new dimension was added to the test set consisting of the accumulation values (the sum of all temperature values in the time series for each location). The dataset was labeled accordingly (Fire/No-Fire) and then it was divided randomly into several subsets. A number of neural networks equal to the number of subsets were created and each one was trained using the previously generated subsets. An experimental setup presented in Figure 16 was built to test the performance of the algorithm. The setup consisted of a tunnel experimental platform with the dimensions 90 m × 3 m × 3 m and a 20 m section containing 8-layer PVC-sheath cables as a fire source. A two-meter, 2 kW electric heating wire was placed in the middle of the first layer to cause the ignition of the cables.
A three-stage experiment was conducted based on the fire observation and experimental operation: (i) the initial stage (from 0 to 360 s), (ii) the fire developing stage (from 361 s to 3750 s) and (iii) the extinguished stage (from 3751 s to 4405 s). It was reported that the algorithm was capable of issuing early warnings (in less than 3 s) in tunnel fires with a high accuracy (96.8%) using only one temperature sensor for 60 m of tunnel length.

Another reason for which systems based on computer vision are not efficient in tunnels is the fact that smoke generated by fires cannot be dissipated and hinders the visibility of the cameras. For this reason, other sensory systems, such as temperature, can increase the system reliability. In such cases though, not only is the momentary value of the temperature important but also its rate of change. Machine learning systems with memory features such as RNN can be employed to address this feature. Wu et al. [89] developed a fire and smoke detection system based on temperature sensors placed along the tunnel. The architecture was based on LSTMs and is presented in Figure 17.

Figure 16. The experimental set up and the sensor distribution. Reprinted/adapted with permission from Ref. [88]. ©2022, Elsevier.

Figure 17. (a) Typical LSTM cell; (b) the LSTM architecture proposed in [89]. Reprinted/adapted with permission from Ref. [89]. ©2022, Elsevier.

It is a well-known fact that LSTM architecture performance depends significantly on the activation function. It is worthy to mention that this study correctly considered several activation functions and assessed the performance of the architecture. A training dataset was compiled by means of performing tunnel fire simulations using the Fire Dynamics
Simulator v 6.7. A number of 400 fire scenarios (16 fire locations, five HRR values and five ventilation conditions) were considered. The results are presented in Figure 18.

![Figure 18](image)

**Figure 18.** Predictions of (a) fire location, (b) fire size (dissipated power) and (c) ventilation. Reprinted/adapted with permission from Ref. [89]. ©2022 Elsevier.

From Figure 18, it can be noted that the algorithm can determine the location of a fire with high accuracy. However, the accuracy in estimating the power dissipated by the fire is significantly lower.

The information on the power dissipated by the fire and its rate of change could be a critical parameter in its early stages, allowing a rough estimation of spread potential and the balanced allocation of fire extinguishing resources. Wang et al. [90] developed an experimental set up based on a stereo vision camera system HBV-1780-2 S2.0 with the purpose of locating the flame in the image and estimating the HRR from scaling the fire image. The architecture of the system is presented in Figure 19.

![Figure 19](image)

**Figure 19.** Computer vision-based framework for fire calorimetry and distance measurement. Reprinted/adapted with permission from Ref. [90]. ©2023, Elsevier.

The main element in the distance estimation was the object detection algorithm YOLOv5 while the HRR was determined by means of the transfer learning architecture VGG. The train dataset for VGG consisted of over 200 fire tests in the NIST Fire Calorimetry Database [91]. The distance measurement errors for four cases (0.5 m, 0.6 m, 0.7 and 0.8 m) were 0.009 m, 0.020 m, 0.017 m and 0.004 m, respectively. A fire scenario was set up using a 30 cm diameter pool filled with 200 mL of propanol. In order to vary the distance from the fire source, the camera system was moved randomly. The fuel-burning mass loss rate was recorded by means of a scale throughout the experiment. The fire images captured by the camera system were processed in real time (resizing to match the input size of YOLO, 244 × 244). The results of the experiment are presented in Figure 20.
The fire distance and flame height were estimated correctly (Figure 20b). However, the algorithm fails significantly to correctly estimate the HRR, especially during the early stages of the fire.

Kim and Ruy [92] used three-channel color images and one-channel IR data. An IR image is a 2D matrix with a single channel (gray scale) consisting of temperature values. The advantage of the IR channel is that it increases the discrimination capacity for non-fire situations in images containing flame-like elements. Transfer learning was employed in this study using the Xception API module from Keras [93] (trained with Imagenet [94]). The only modification to the Xception architecture was the replacement of the last FC layer with a Dropout layer and a binary classification FC layer. A custom dataset was generated consisting of images captured by a combined sensor (a camera in the visible wavelength interval and an IR sensor, capturing images in the infrared spectral region synchronously with the camera). The training set consisted of 10,836 images (6342 fire, 4494 fire-resembling objects) and the test set consisted of 14,206 images (7096 fire, 6923 fire-Like). In order to investigate the influence of the channel number on the effectiveness of the fire detection process, the existing RGB dataset was reduced to 1/10 (true: 600, false: 450). Other datasets were created, modifying the original RGB dataset: (i) Red, Red, Blue and Green, Green, Blue, in which red and green are mixed up, and (ii) Zero, Green, Blue and Red, Zero, Blue, in which red and green are not recognized. The performance of the algorithm for the five datasets discussed above is presented in Table 10.

Table 10. The influence of the number of channels on the algorithm performance [92].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>R [%]</th>
<th>P [%]</th>
<th>F1-Score [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red, Green, Blue</td>
<td>98.9</td>
<td>99.8</td>
<td>99.3</td>
</tr>
<tr>
<td>Green, Green, Blue</td>
<td>97.3</td>
<td>80.0</td>
<td>87.8</td>
</tr>
<tr>
<td>Red, Red, Blue</td>
<td>90.9</td>
<td>86.5</td>
<td>88.6</td>
</tr>
<tr>
<td>Zero, Green, Blue</td>
<td>16.9</td>
<td>91.1</td>
<td>28.5</td>
</tr>
<tr>
<td>Red, Zero, Blue</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The results of the automatic fire distance and HRR measurement. Reprinted/adapted with permission from Ref. [90]. ©2023, Elsevier.
The confusion matrix is presented in Table 11. The number of false negatives suggests that the model could benefit from further improvement, even though the number of false negatives is 0.

**Table 11.** The confusion matrix for the composite dataset [92].

<table>
<thead>
<tr>
<th>True class</th>
<th>Predicted Class</th>
<th>Fire</th>
<th>No Fire</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fire</td>
<td></td>
<td>6863</td>
<td>313</td>
</tr>
<tr>
<td>No Fire</td>
<td></td>
<td>0</td>
<td>7030</td>
</tr>
</tbody>
</table>

It was found that the performance of the model decreased significantly when the number of channels was reduced; adding an IR to the RGB channels increased the algorithm performance above that of the RGB dataset. Using the composite dataset (RGB + IR), correct predictions were made for cases where the RGB-only dataset reported FPs (high-luminosity objects), as well as correct predictions for the cases in which using the IR dataset only, FPs were reported (high temperature objects).

While fire detection systems for wildfires rely mostly on computer vision and CNN-based architectures, for indoor fires other models considering parameters such as the temperature and gas concentration are employed, as summarized in Table 12; algorithms with other objectives than fire detection/classification exist.
Table 12. Algorithms, data sources and objectives for different settings.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Algorithm</th>
<th>Setting</th>
<th>Dataset/Data Source</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu [95] (2021)</td>
<td>PSO</td>
<td>Tunnel</td>
<td>Temperature from sensor arrays</td>
<td>Identify the fire source locations</td>
</tr>
<tr>
<td>Fang [96] (2023)</td>
<td>Feed-forward ANN</td>
<td>Building consisting of a large number of rooms</td>
<td>Temperature from sensor arrays</td>
<td>Localization of the fire source</td>
</tr>
<tr>
<td>Yar [47] (2023)</td>
<td>YOLOv5 with Stem module in the backbone; larger kernels replaced with smaller kernel sizes in the neck section; a P6 module in the head section.</td>
<td>Building fire (seen from outside) Indoor electric fire Vehicle fire</td>
<td>Fire images: 723 building fire; 118 indoor electric fire; 1116 vehicle fire.</td>
<td>Fire detection and classification</td>
</tr>
<tr>
<td>Wang [100] (2023)</td>
<td>VGG16</td>
<td>Various indoor fires Vehicle fires</td>
<td>NIST Fire Calorimetry Database [101] consisting of HRR versus time values</td>
<td>Predict the HRR using flame images</td>
</tr>
<tr>
<td>Wang [102] (2022)</td>
<td>VGG16</td>
<td>Indoor fires in a ISO 9705 compartment</td>
<td>CFD-generated dataset (FDS 6.7.5)</td>
<td>Predict the HRR</td>
</tr>
<tr>
<td>Hu [103] (2023)</td>
<td>Feed-forward ANN</td>
<td>Indoor fire</td>
<td>CFD-generated dataset</td>
<td>Predict the maximum ceiling temperature</td>
</tr>
<tr>
<td>Hosseini [104] (2022)</td>
<td>Deep CNN</td>
<td>Outdoor: vegetation, industrial settings Indoor</td>
<td>Eight classes: Flame; White smoke; Black smoke; Flame and white smoke; Flame and black smoke; Black smoke and white smoke; Flame, white smoke and black smoke; Normal.</td>
<td>Fire and smoke detection and classification</td>
</tr>
<tr>
<td>Ref</td>
<td>Algorithm</td>
<td>Setting</td>
<td>Dataset/Data Source</td>
<td>Objectives</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------------------------------------------------------</td>
<td>---------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Chen [105] (2007)</td>
<td>Decision Tree</td>
<td>Aircraft cargo compartment</td>
<td>CO and CO₂ concentration; Smoke density</td>
<td>Fire and smoke detection</td>
</tr>
<tr>
<td>Kim [108] (2015)</td>
<td>Bayesian classification</td>
<td>Indoor environment with a hallway with two adjacent rooms</td>
<td>Frames extracted from videos</td>
<td>Fire and smoke detection</td>
</tr>
<tr>
<td>Smith [110] (2023)</td>
<td>Random Forests</td>
<td>Wildfire</td>
<td>Pixel maps</td>
<td>Predict the wildfire hazard</td>
</tr>
</tbody>
</table>
3.5. Transfer Learning in Fire Detection with Deep Learning Techniques

Transfer learning leverages the features learnt from a type of problem and a large dataset on a new problem. Pre-trained models have proven their superiority over trained-from-scratch models, due, in part, to the large volume of heterogeneous datasets used in the development of the model and due to the model complexity as well.

In general, transfer learning problems consist of preserving the backbone of the original network (freezing the model weights), replacing the last FC layer(s) and retraining the network with a specific dataset (a fire dataset in this case). Adapting a pre-trained model to a new dataset requires (optionally) unfreezing one or more layers at the head of the deep network and re-training the model with the new dataset. The output layer size is adapted depending on the number of classes in the new dataset. During the retraining, the weights of the network are kept unchanged and only the parameters of the replaced layers are modified. Alternatively, the whole model can be retrained (unfreezing all layers) with a reduced value of the learning rate, Usmani et al. [111].

Tsalera et al. [112] investigated the performance of several transfer learning models using Forest-Fire (Khan et al. [113]), Fire-Flame [114] and a set of images not used in the training process, consisting of images from 3rd-party sources. The dataset characteristics are presented in Table 13.

<table>
<thead>
<tr>
<th>Datasets Parameters</th>
<th>Forest Fire</th>
<th>Fire-Flame</th>
<th>Unknown Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classes</td>
<td>Fire/No Fire</td>
<td>Fire/No Fire</td>
<td>Fire/No Fire</td>
</tr>
<tr>
<td>Image acquisition</td>
<td>Terrestrial &amp; Aerial</td>
<td>Terrestrial &amp; Aerial</td>
<td>Terrestrial &amp; Aerial</td>
</tr>
<tr>
<td>Fire type</td>
<td>Forest</td>
<td>General</td>
<td>General</td>
</tr>
<tr>
<td>Resolution</td>
<td>250 × 250 pixels</td>
<td>Varies</td>
<td>Varies</td>
</tr>
<tr>
<td>View angle</td>
<td>Front &amp; Top</td>
<td>Front</td>
<td>Front &amp; Top</td>
</tr>
<tr>
<td>No of images</td>
<td>1900</td>
<td>2000</td>
<td>200</td>
</tr>
<tr>
<td>Class balance</td>
<td>Balanced</td>
<td>Balanced</td>
<td>Balanced</td>
</tr>
</tbody>
</table>

The transfer learning models considered in [112] were selected in accordance with the criteria of a high classification accuracy, generalization capabilities on new data and deployment on hardware with limited computational and communication capabilities (Table 14).

<table>
<thead>
<tr>
<th>CNN</th>
<th>SqueezeNet</th>
<th>ShuffleNet</th>
<th>MobileNet v2</th>
<th>ResNet50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layers</td>
<td>18</td>
<td>50</td>
<td>53</td>
<td>50</td>
</tr>
<tr>
<td>Parameters</td>
<td>1.24 × 10^6</td>
<td>1.4 × 10^6</td>
<td>3.5 × 10^6</td>
<td>25.6 × 10^6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CNN performance</th>
<th>Dataset</th>
<th>Accuracy (%)</th>
<th>Training time (s)</th>
<th>Accuracy (%)</th>
<th>Training time (s)</th>
<th>Accuracy (%)</th>
<th>Training time (s)</th>
<th>Accuracy (%)</th>
<th>Training time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Forest-Fire</td>
<td>97.11</td>
<td>45</td>
<td>97.89</td>
<td>68</td>
<td>98.95</td>
<td>151</td>
<td>97.63</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td>Fire-Flame</td>
<td>95.00</td>
<td>77</td>
<td>96.00</td>
<td>90</td>
<td>97.5</td>
<td>164</td>
<td>96.00</td>
<td>175</td>
</tr>
</tbody>
</table>

The selected CNNs were trained with the ImageNet dataset [94] and then re-trained with the specific objective of fire detection. The classification accuracy on the two datasets is presented in Table 13. The deepest network (MobileNet) reached the highest accuracy for both datasets (at the cost of the largest training time). The re-trained CNNs were evaluated on images outside the training domain (the Unknown image dataset), first with the original images and then with noised images (Gaussian noise or Salt & Pepper noise with two values of the PSNR, 10 dB and 15 dB). For images outside the training sets, ShuffleNet...
produced the highest classification performance for the cross-dataset with clear images. However, ResNet-50 outperformed all other CNNs for noised images.

Huang et al. [115] considered two classic models as backbone networks, ResNet-50 and MobileNet v2, to develop a fire detection technology using a Wavelet-CNN method, applying the 2D Haar transform to extract spectral features of the image, which were further delivered into the CNNs at different layer stages. The two architectures considered in [115] are presented in Figure 21.

The datasets considered in [115] were ImgDS1, containing 1135 fire images from the Corsican Fire Database [116,117], a few fire and non-fire images sampled and augmented from [45], and several random fire and non-fire images from online resources, in which fire was difficult to distinguish due to the stage composition and colors. The second dataset, ImgDS2, consisted of 119 fire images and 107 fire-like images [46]. The third dataset VDS3 consisting of 8 fire videos and 12 non-fire videos from the study of Gong et al. [118]. A number of 2190/2215 fire/no-fire images from ImgDS1 were used for the training process and 633/629 fire/no-fire images from ImgDS1 and ImgDS2 were used for testing. The performance of the models is presented in Figure 22.

Figure 21. CNNs with Wavelet transform and three-level decomposition of the input image: (a) ResNet50; (b) MobileNet v2. Reprinted/adapted with permission from Ref. [115]. ©2020, Elsevier.
The performances of different models were quantified through the standard metrics (accuracy, P, R, and F1-Score) as well as the FPR and FNR. The best performance was achieved by Wavelet-ResNet50. However, the performance in terms of processing speed was the highest for Wavelet-MV2 (20.45 FPS) and only 3.03 FPS for Wavelet-ResNet50. This suggests the fact that the wavelet layers, which partially replace the convolution layers, can reduce the processing time.

Reis and Turk [35] investigated the performance of transfer learning models InceptionV3, DenseNet121, ResNet50V2, VGG-19 and NASNet-Mobile on fire prediction performance using the FLAME dataset [31]. Details on the transfer learning architectures considered in [35] are provided in Table 15.

Table 15. Transfer learning architectures considered in [35].

<table>
<thead>
<tr>
<th>Architecture</th>
<th>No. of Classes, Input Size</th>
<th>Structure</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet121</td>
<td>Total of 1000 classes, input image size $224 \times 224 \times 3$</td>
<td>Total of 121 convolution layers Four dense blocks Three transition layers One SoftMax layer (output)</td>
<td>[36]</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>Total 1000 classes, input shape $229 \times 229 \times 3$</td>
<td>154-layer Three modules: (A) $5 \times 5$ convolution is divided into two $5 \times 5$ convolutions; (B) $7 \times 7$ convolution is divided into a $1 \times 7$ and a $7 \times 1$ layers; (C) $3 \times 3$ convolution is divided into two layers, $1 \times 3$ and a $3 \times 1$</td>
<td>[43]</td>
</tr>
<tr>
<td>ResNet50V2</td>
<td>Total of 1000 classes, input image size</td>
<td>Three network variants, with 50/101/152 layers</td>
<td>[119]</td>
</tr>
<tr>
<td>VGG-19</td>
<td>Total of 1000 classes, 143,667, 240 trainable parameters</td>
<td>Total of 16 convolutional, 5 max pooling, 3 FC layers and a SoftMax output layer</td>
<td>[77]</td>
</tr>
<tr>
<td>NASNetMobile</td>
<td>Total of 1000 classes, Total of 5,326,716 trainable parameters, input image size $224 \times 224 \times 3$</td>
<td>Scalable CNN architecture consisting of cells using the reinforcement learning method</td>
<td>[120]</td>
</tr>
</tbody>
</table>

The architectures were pre-trained from scratch with the ImageNet dataset (1000 classes) [94]. Then, the models with pre-trained weights and were retrained with the FLAME dataset, which was split into training, validation and test subsets. The process is represented in Figure 23.
Figure 23. Transfer learning and retraining with the FLAME dataset. (a). The transfer learning process (b). The retraining and coupling with SVM and RF algorithms. Reprinted/adapted with permission from Ref. [35]. ©2023, Elsevier.

Four typical inference results (two with the ground truth value “No Fire” and two with “Fire”) are presented in Figure 24.

Figure 24. Ground truth and inference results for the five transfer learning architectures. Reprinted/adapted with permission from Ref. [35]. ©2023, Elsevier.
From Figure 24, it can be noticed that both FP's and FN's resulted from inference. The only architecture that identifies correctly all situations was VGG19.

The main issue of the transfer learning architectures is the large number of trainable parameters, which results in a large inference time and high hardware requirements. For the smoke/fire classification problems, high performance architectures, which are usually pre-trained with millions of images and thousands of classes, may not always produce the best performance. Compact architectures such as SqueezeNet [121] can be faster than heavy, high-performance transfer learning models. SqueezeNet is a deep lightweight architecture which uses 1/50 of the AlexNet parameters but reaches the same accuracy [121]. Peng and Wang [122] developed a series of SqueezeNet architectures with the purpose of detecting smoke from video streams. The basic architecture of SqueezeNet is presented in Figure 25. The macro-architecture (Figure 25a) consists of a series of blocks (Fire blocks, Figure 25b), intercalated with pooling layers, plain convolutional layers and a SoftMax output layer.

A depth-wise separable convolution was used to optimize the SqueezeNet network instead of a standard convolution. Three SqueezeNet architectures were used: (a) the original SqueezeNet architecture (SqueezeNet1); (b) an architecture in which Batch-normalization layers were added after each fire block and convolutional layer (SqueezeNet2); and (c) a depth-wise separation convolution layer was used instead of the standard convolution layer (SqueezeNet3). A dataset containing 50,000 images (smoke/non smoke 0.5/0.5) was compiled from online public resources. The performance of the architectures and a comparison with high-performance, transfer learning architectures are presented in Table 16.

![Figure 25. SqueezeNet structure: (a) macro-architecture; (b) SqueezeNet fire module structure. Reprinted/adapted with permission from Ref. [122]. ©2019, Elsevier.](image-url)
Table 16. The performance metrics of the SqueezeNet architectures and comparison with high-performance architectures, as reported in [122]. Reprinted/adapted with permission from Ref. [122]. ©2019, Elsevier.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>P</th>
<th>R</th>
<th>Accuracy</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SqueezeNet1</td>
<td>97.92</td>
<td>93.77</td>
<td>95.80</td>
<td>95.71</td>
</tr>
<tr>
<td>SqueezeNet2</td>
<td>96.48</td>
<td>96.07</td>
<td>96.27</td>
<td>96.26</td>
</tr>
<tr>
<td>SqueezeNet3</td>
<td>97.95</td>
<td>96.31</td>
<td>97.12</td>
<td>97.10</td>
</tr>
<tr>
<td>Xception</td>
<td>94.14</td>
<td>96.49</td>
<td>95.30</td>
<td>95.36</td>
</tr>
<tr>
<td>MobileNet</td>
<td>94.43</td>
<td>99.53</td>
<td>96.91</td>
<td>96.99</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>99.00</td>
<td>96.58</td>
<td>97.78</td>
<td>97.75</td>
</tr>
<tr>
<td>ShuffleNet</td>
<td>94.43</td>
<td>98.44</td>
<td>96.39</td>
<td>96.47</td>
</tr>
<tr>
<td>ShuffleNetV2</td>
<td>98.99</td>
<td>97.33</td>
<td>98.15</td>
<td>98.13</td>
</tr>
<tr>
<td>AlexNet</td>
<td>94.27</td>
<td>96.06</td>
<td>95.16</td>
<td>95.20</td>
</tr>
<tr>
<td>VGG16</td>
<td>96.50</td>
<td>98.55</td>
<td>97.51</td>
<td>97.54</td>
</tr>
</tbody>
</table>

SqueezeNet3, which reached the best classification performance (F1-Score), had an average prediction time of 78.49 ms, while the prediction time of the fastest high-performance transfer learning architecture AlexaNet was 89.19 ms for a model size of 226 MB compared to 1.20 MB (SqueezeNet3).

A summary of transfer learning models, datasets and the performance metrics is presented in Table 17.
### Table 17. Transfer learning models based on image datasets.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Transfer Learning Architecture</th>
<th>Dataset/Classification Type</th>
<th>Dataset Volume/Classes</th>
<th>Image Augmentation</th>
<th>Performance Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khan [123] (2022)</td>
<td>FFireNet derived from MobileNetV2 by freezing the original weights and replacing the FC output layer.</td>
<td>Forest Fire Dataset [124]/Binary classification</td>
<td>Total of 1900 RGB forest environment images, resolution 250 × 250. Train/Test: 80/20.</td>
<td>Rotation 1–50° Scaling 0.1–0.2 Shear 0.1–0.2 Translation 0.1–0.2</td>
<td>TP: 189 TN: 185 FP: 5 FN: 1</td>
</tr>
<tr>
<td>Bahhar [128] (2023)</td>
<td>YOLOv5 Xception MobileNetV2 RestNet-50 DenseNet121</td>
<td>Images captured from FLAME [31] dataset (29 FPS video streams)/Binary classification</td>
<td>25,018 fire class 14,357 no fire class 70% training set 20% validation set 10% test set</td>
<td>Image augmentation (Horizontal flip Rotation)</td>
<td>F1-Score: 0.93</td>
</tr>
<tr>
<td>Alexandrov [129] (2019)</td>
<td>Local Binary Patterns [52] Haar YOLOv2 Faster R-CNN Single Shot Multibox Detector (Liu [130])</td>
<td>Image captures from video streams of wildfires recorded from UAVs. Real smoke + Forest background dataset (Favorskaya) [109]) Simulative smoke + Forest background dataset (Zhang [131])</td>
<td>6600 Fire 15,600 No-Fire 12,000 images 12,000 images</td>
<td>N/A</td>
<td>FN: 0 (LBP and Haar) FPS: 14.62 (Haar); 22.4 (LBP)</td>
</tr>
<tr>
<td>Xie [132] (2023)</td>
<td>YOLOv5 with a Small Target-Detection Layer</td>
<td>Total of 20,000 flame images collected by a fire brigade/Binary classification.</td>
<td>640 × 640 RGB images Total of 13,733 images in the test set</td>
<td>Image augmentation (Rotation, Flip) Brightness balance</td>
<td>mAP: 96.6% FPS: 68</td>
</tr>
<tr>
<td>Ref</td>
<td>Transfer Learning Architecture</td>
<td>Dataset/Classification Type</td>
<td>Dataset Volume/Classes</td>
<td>Image Augmentation</td>
<td>Performance Metrics</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------</td>
<td>------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------</td>
<td>-------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Majid [133] (2022)</td>
<td>VGG-1622 GoogLeNet ResNet50 EfficientNetB0</td>
<td>Majid [133] (2022) VGG-1622 GoogLeNet ResNet50 EfficientNetB0</td>
<td>Total of 3988 fire images, and 3989 non-fire images. Training/Test: 80/20. 224 × 224 RGB images.</td>
<td>N/A</td>
<td>F1-Score: VGG16: 73.73% GoogLeNet: 87.06% ResNet50: 93.27% EfficientNetB0: 94.00%</td>
</tr>
<tr>
<td>Dogan [135] (2022)</td>
<td>Ensemble learning based on ResNet18, ResNet50, ResNet101 and IResNetV2</td>
<td>Compilation from FIRE Dataset [136,137]/Binary classification: Wildfires; Outdoor fires; Building fires; Indoor fires.</td>
<td>PNG files 865 positive class 785 negative class (including fire-resembling objects)</td>
<td>N/A</td>
<td>Specificity Sensitivity P F1-Score Accuracy Confusion matrix</td>
</tr>
</tbody>
</table>
Issues requiring further discussion can be formulated as follows: The positive samples from the Forest Fire Dataset [124] contain (1) both fire and smoke images and (2) fire-only images. Not differentiating between smoke and no-smoke images can be detrimental to the accuracy of the model. In fact, it was reported that some images in which dense fog is represented were misinterpreted as FPs. FPs occur mainly for autumn images, in which leaves’ chromatic range is similar to that of fire. A significant FN number resulted, especially in the case of VGGNet. No image analysis was presented in [125] to explain the cause of FNs. The same problem occurred in [127]. The training, validation and test sets considered in [127] were considerably unbalanced. This issue was not approached and there was no discussion on how the class imbalance affects the model performance. Class imbalance issue was spotted for [128] too. There was no discussion on how the training, validation and test set were generated (if class stratification was preserved).

3.6. Image Datasets for Fire Detection Models

Datasets for computer vision are a key element in constructing a highly accurate fire detection model based on deep learning techniques. Most studies do not thoroughly discuss the quality, the content and the class balance of the datasets. Several publicly available fire image/video datasets are presented in Table 18.
Table 18. Image/video streams datasets for CV-based fire detection.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>File Format</th>
<th>Classes</th>
<th>Environment</th>
<th>Content</th>
<th>Sensor Type/Collection Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLAME [134]</td>
<td>Raw video Image files</td>
<td>Fire No Fire</td>
<td>Wildfires</td>
<td>Total of 39,375 JPEG frames resized to 254 × 254 (training and validation, 1.3 GB). Total of 8617 JPEG frames resized to 254 × 254 (test), 301 MB. A total of 2003 fire frames 3408 × 2160 for fire segmentation problems, 5.3 GB. Total of 2003 ground truth mask frames, 3408 × 2160 for fire segmentation problems, 23.4 MB.</td>
<td>Full HD and 4K camera: Zenmuse X4S camera, Phantom 3 Camera Thermal Camera: FLIR Vue Pro R Drones: DJI Matrice 200, DJI Phantom 3 Professional</td>
</tr>
<tr>
<td>FIRESENSE [139]</td>
<td>Video files (AVI)</td>
<td>Fire No-Fire Smoke No-Smoke</td>
<td>Buildings Urban Forest</td>
<td>Smoke: 13 positive files, 9 negative files. Fire: 13 positive files, 16 negative files.</td>
<td>Not provided</td>
</tr>
<tr>
<td>MIVIA Fire Detection Dataset [140]</td>
<td>Video files (AVI)</td>
<td>Fire No-Fire</td>
<td>Buildings</td>
<td>11 positive video files 16 negative video files Various resolutions from 320 × 240 to 800 × 600.</td>
<td>Not provided</td>
</tr>
<tr>
<td>MIVIA Fire Detection Dataset [141]</td>
<td>Video files (AVI)</td>
<td>Smoke Smoke and red sun reflections Mountains Clouds Red reflections Sun</td>
<td>Outdoor, non-urban</td>
<td>Total of 149 files, each consisting of an approximately 15 min recording.</td>
<td>Not provided</td>
</tr>
<tr>
<td>KMU [142]</td>
<td>Video files (AVI)</td>
<td>Fire Smoke Normal</td>
<td>Indoor Outdoor Wildfire</td>
<td>Indoor/outdoor flame, 22 files, 216 MB. Indoor/outdoor smoke, 2 files, 17.9 MB. Wildfire smoke, 4 files, 15.6 MB. Smoke- or flame-like moving objects, 10 files, 13.6 MB.</td>
<td>No provided</td>
</tr>
</tbody>
</table>
Table 18. Cont.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>File Format</th>
<th>Classes</th>
<th>Environment</th>
<th>Content</th>
<th>Sensor Type/Collection Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fire &amp; Smoke [143]</td>
<td>Image files (JPG) Annotations (XML)</td>
<td>Fire</td>
<td>Indoor, Outdoor, Urban</td>
<td>Total of 100 files, 1920 × 1080 or above. Various lighting conditions, varied distance and view point.</td>
<td>Mobile phones Crowdsourcing contribution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No-Fire</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>No-Fire</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wildfire dataset [145]</td>
<td>Image files (JPG, PNG)</td>
<td>Smoke and Fire Smoke only</td>
<td>Forest</td>
<td>Train dataset: Test dataset Validation dataset Maximum resolution: 19,699 × 8974 Minimum resolution: 153 × 206 Total dataset size: 2701 files, 10.74 GB</td>
<td>Source: online platforms such as government databases, Flickr, and Unsplash</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fire-like objects, Forested areas, Smoke-like objects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FlameVision [146]</td>
<td>Image files: JPG for detection tasks, PNG for classification. Total of 4500 annotation files for detection tasks.</td>
<td>Fire</td>
<td>Wildfire, Outdoor</td>
<td>Classification dataset: 5000 positive, 3600 negative images, split into train, validation and test. Total dataset size: 4.01 GB</td>
<td>Source: Videos of real-life wildfires were collected from the internet.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No-Fire</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ForestFireSmoke [147]</td>
<td>Image files (JPG)</td>
<td>Fire</td>
<td>Forest</td>
<td>Training set: 10,800 files class-balanced from all three classes. Test set: 3500 files class-balanced from all three classes. Total size: 7.12 GB.</td>
<td>Not provided</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Smoke</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Normal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VisiFire [99]</td>
<td>Video files</td>
<td>Fire</td>
<td>Outdoor</td>
<td>13 fire videos 21 smoke videos 21 forest smoke videos 2 normal videos</td>
<td>Not provided</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Smoke</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Normal</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 18. Cont.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>File Format</th>
<th>Classes</th>
<th>Environment</th>
<th>Content</th>
<th>Sensor Type/Collection Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSDF [49]</td>
<td>Image files</td>
<td>Smoke (SnF) Non-smoke w fog (nSF) Non-smoke wo fog (nSnF) Smoke and fog (SF)</td>
<td>Outdoor</td>
<td>6528 SnF images 6907 nSnF images 1518 SF images 3460 nSF images</td>
<td>Source: collected from public online resources; photos taken under laboratory conditions.</td>
</tr>
<tr>
<td>DFS [148]</td>
<td>Image files</td>
<td>Large flame Medium flame Small flame Other</td>
<td></td>
<td>Total of 9462 images, of which: 3357 Large flame; 4722 Medium flame; 349 Small flame; 1034 Other.</td>
<td>Source: collected from public online resources.</td>
</tr>
</tbody>
</table>
The FLAME dataset [114] is the most widely used, being reported in Shamsoshoara et al. [31], Reis et al. [35], Tsalera et al. [112], Wang et al. [149], Harkat et al. [150], Bouguettaya et al. [151], Pourbahrami et al. [152], Zhan et al. [33], Sun et al. [153,154]. Other datasets exist that include fire images, such as Aerial Image Database for Emergency Response Applications (AIDER), Saini et al. [155], Kyrkou et al. [156], consisting of images collected using a UAV platform and classified into five classes: “collapsed building”, “fire/smoke”, “flood”, “traffic accidents”, and “normal”.

Another recent dataset (FASSD) was created by Wang et al. [157]. It is highly heterogeneous and consists of typical images and videos in existing open-access flame or smoke datasets, Internet crawlers, computer graphics artwork, Sentinel-2 (10 m resolution) and Landsat-8 (30 m resolution) remote sensing images. It includes fire, smoke, and confusing non-fire/non-smoke images taken at various distances (near and far), different scenes (both indoor and outdoor) and different ambient light intensities (night and day). Images from various sensor types were included (surveillance cameras, unmanned aerial vehicles and multi-source satellites). It consists of 101,087 images, as follows: 59,177 positive samples (labeled), and 41,910 images with more than 60 kinds of fire-like and smoke-like images as negative samples. A number of 82,666 flame objects and 57,742 smoke objects were included. A computer vision dataset consisted of a number of 95,314 images and a remote sensing dataset included 5773 remote sensing images.

3.7. Remote Sensing Based on Image Capture

3.7.1. Optical Cameras

Remote sensing cameras acquiring light in the spectral range 400 nm to 700 nm are considered optical (RGB) cameras. A low cost, high spatial resolution, adaptability to various lighting conditions and size are the main arguments for their use [158]. One of the drawbacks of the optical cameras is their limited field of view, which makes it necessary to use more cameras to cover a larger viewing angle. Recently, cameras with a 360° viewing angle have been developed and employed in forest fire detection applications, Barmpoutis et al. [159]. Novac et al. [160] employed a type of optical camera combining an RGB standard camera with a depth sensor (developed by Microsoft in 2009 to solve the problem of depth information), to identify the forest fire properties, such as size and height. The common issues the RGB cameras face are as follows: the impossibility of detecting smoke during dark, it finds it very hard to detect wildfires in dense forests, and its sensitivity to environmental conditions (shadows, sunlight intensity and angle, and clouds).

3.7.2. Thermal IR Cameras

IR sensors are sensitive to electromagnetic radiation in the spectral ranges MWIR (3000 to 5000 nm) and LWIR (8000 to 14,000 nm). Their main advantage over RGB cameras is the fact they are insensitive to illumination and are able to detect fires behind obstructing objects by means of the thermal radiation emitted. A typical use case for a thermal IR camera is the dataset described and processed in the study of Shamsoshoara [31]. The main issues the thermal IR camera faces are its low spatial resolution and the thermal distance problem, as discussed in the study of Cetin et al. [161].

3.8. Performance Metrics, Class Imbalance and Data Augmentation

Fire detection and classification models report as their performance metrics accuracy, precision, recall and the F1-Score. For fire detection problems, the criticality is to correctly classify the positive samples (minimize the FN rate)—that is, maximize the recall. Minimizing the FP rate is also important, which is a high value of specificity (false fire alarms can have some economic costs) but far less important than FN rate. From these points of view, the most important metric is the recall, followed by sensitivity. The F1-Score can also offer relevant information on the performance of the classifier. In practices of fire detection systems, positive samples occur much less frequently than negative samples. For such
a dataset, very high values of accuracy (Song et al. [37]) can be reached, which makes accuracy an inappropriate metric for assessing a fire detection model’s performance (de Almeida Pereira [162]). A more comprehensive picture of a model performance is provided by the confusion matrix.

Most machine learning algorithms for fire detection and classification are of a Blackbox type. Al-Bashiti et al. [163] used two large and complex databases. (i) Short [164]—a spatial description of wildfires occurring in the US from 1992 to 2015, containing 50 parameters: discovery day of wildfire (a numerical value ranging between 1 and 365), year of wildfire (a numerical value ranging between 1992 and 2015), latitude and longitude of the wildfire occurrence, wildfire cause (in thirteen categories), and the state where the wildfire occurred. (ii) A database collected from the burned areas of Montesinho natural park, (Northeast region of Portugal) containing 517 wildfires that occurred from January 2000 to December 2003. Geographic features, temporal variables, and average monthly weather parameters (temperature, relative humidity, wind speed, and rainfall), as well as distinct weather-based indices: the Fine Fuel Moisture Code (which influences ignition and fire spread, Duff Moisture Code, Drought Code, Initial Spread Index, which correlates with fire velocity spread, Buildup Index, and Fire Weather Index, defined in the Canadian system for rating fire danger [165]. The objective of the study was to identify hidden patterns in the two datasets by means of several Blackbox machine learning algorithms: deep-learning, Decision Trees, Extreme Gradient Boosted Trees (ExGBT), Logistic Regression and Genetic Algorithms. Such algorithms do not offer any information, for example, on how misclassification occurred. The explainability method of Shapley Additive exPlanations (SHAP), presented in the study of Lundberg and Lee [166], was applied to ExGBT to analyze its performance. SMOTE was applied to the second database in order to achieve class balance. A feature importance plot was obtained by means of SHAP analysis, revealing what the most important feature for each class was.

Class imbalance in the datasets used for the model training was very scarcely mentioned throughout the works surveyed in this review. Class imbalance is a major issue in the problem of deep learning burn-severity mapping, the other being the scarcity of annotated large-scale datasets, no comprehensive comparison of deep learning algorithms and the uncontrolled influence of input spectral channels. Hu et al. [167] considered a large Landsat-based bi-temporal burn-severity assessment dataset (Landsat-BSA) and restructured it through visual data cleaning based on raw annotated MTBS data [168] (around 1000 large fire events in the United States from 2010 to 2019). The objective was to compare the performance of deep-learning segmentation models and highlight the UNet [169] series on pixel-wise burn severity classification. The class imbalance issue was addressed by converting the loss function to down-weight easy examples. In such a way, the training was focused on hard negative examples. Other loss functions for imbalanced datasets can be mentioned, as follows:

- Cross-entropy loss, commonly used for multi class datasets. Not particularly effective in case of highly imbalanced datasets.
- Dice loss. Used frequently in image segmentation problem. Dice loss consists of minimizing the overlap between prediction and ground truth. Dice loss weights FPs and FNs equally, which is one of its limitations. For highly imbalanced data such as small burned areas with a large unburned background, the FN detections can be weighted higher than FPs to improve the recall rate.
- Lovász loss (Berman et al. [170]) is used in image segmentation problems (flaw detection in industrial production lines, tumor segmentation, and road line detection). Lovász Softmax loss is appropriate for multiclassification tasks.
- Online Hard Example Mining (OHEM) loss, Shrivastava et al. [171]. OHEM puts more emphasis on misclassified examples, but unlike focal loss, OHEM completely discards easy examples.
- Focal loss, Lin et al. [172]. It was designed to address one-stage object detection situations in which an extreme imbalance (in the order of magnitude 1:1000) exists between
classes. It is defined based on the standard binary cross-entropy loss introducing a modulating factor, which reduces the loss contribution from easy examples and extends the range in which a sample receives low loss.

- For semantic segmentation problems, a list of loss functions were reviewed by Jadon [173]: Tversky loss (a generalization of Dice loss coefficient, adding a weight to FPs and FNs), Focal Tversky loss (focuses on hard examples by down-weighting easy and common samples), Sensitivity Specific Loss, Shape-aware loss, Combo Loss (a weighted sum of Dice loss and a modified cross-entropy), Exponential Logarithmic Loss, Distance map-derived loss penalty term, Hausdorff Distance Loss, Correlation Maximized Structural Similarity Loss, and Log-Cosh Dice Loss.

Other standard techniques in tackling the problem of imbalanced datasets are oversampling and undersampling, described extensively in textbooks such as that of Fernandez et al. [174]. Data augmentation for time series was reviewed by Iwana and Uchida [175]. Tian et al. [176] developed an AI-based fire detection system designed to assist first aid first responders in the initial emergency response to fire events involving mixed or unknown materials. The dataset consisted of data collected from samples of burning materials using a cone calorimeter and a FTIR gas analyzer. Data were augmented using two algorithms:

- Suboptimal Warping Time Series Generator (SPAWNER), Kamycki et al. [177]. The SPAWNER algorithm creates a new time series by computing the average two random time series with the same class label. Before averaging the two time series, they are aligned using dynamic time warping (a standard method that warps the time dimension of two time series to find an optimal alignment between them, Sakoe and Chiba [178]).

- Discriminative Guided Warping is a dynamic time warping algorithm that aligns two time series using high-level features using a reference time series to guide the warping of the time step of another time series.

For image datasets, data augmentation consists of increasing the diversity of images by adding new samples to the dataset; these new samples are derived from existing images by applying various geometric manipulations (rotation, flip, resizing, shift, and cropping) or modifying the contrast, saturation and luminosity (Biswas et al. [41], Sousa et al. [179]), contrast-constrained histogram equalization, Gauss noise and optical distortion (Sun et al. [180]).

Conventional approaches (e.g., CNNs) rely heavily on a set of standard fire characteristics and are not flexible enough to adapt across a wider range of fire conditions. Advanced algorithms have been proposed to address the limitations of the current machine learning techniques for fire detection. Zhao et al. [181] proposed a hybrid approach that mixes the traditional methods with DL techniques. The algorithm enhances the flame feature detection by extracting the texture and color information from images, using the HSV (Hue, Saturation and Value) model and CLBP (Complete Local Binary Pattern). The algorithm employs YOLOv8, which compared to previous YOLO versions, uses the Distribution Focal Loss in the regression loss to deal with imbalanced class problems. The heterogenous dataset consisted of the FLAME forest fire dataset and a non-fire dataset consisting of normal forest images and sunlight images. The standard performance metrics (accuracy, precision, recall and F1-Score) were used to compare the model performance with 11 other models from the literature. The model performed slightly better than any other considered.

Another issue occurring frequently in fire detection problems is the presence of flashing lights, red objects and a high-brightness background. In urban environments or buildings, artificial lighting devices can interfere with the operation of computer vision-based fire detection systems. Sun et al. [180] used scene prior knowledge and causal inference mechanisms to reduce the influence of disturbance-causing objects. A three-stage procedure was proposed as follows: (i) artificial lighting device images were collected and transfer learning was employed to train a YOLOv3 model; (ii) the artificial lighting regions were masked with a novel segmentation method; and (iii) an Inception v4 transfer learning
model was used to carry out the classification task. The focal cross-entropy loss function, Lin et al. [172], was used to address the class imbalance.

Transformer-based algorithms represent a recent trend in improving the performance of the fire detection models based on machine learning algorithms. Shahid and Hua [182] proposed an approach based on transformers for image recognition, Dosovitskiy et al. [183]. The algorithm proposed in [182] processed a fire image as a collection of patches and captured the dependencies among various patches. It was reported that the detection accuracy improved (using two publicly available datasets). Lin et al. [184] developed a small-object forest fire detection model integrating a Swin transformer backbone [185]. Integrating the Swin transformer into the mask R-CNN leveraged its self-attention mechanism to capture the global information and improve local information to obtain a larger sensory field and contextual information. Yang et al. [186] proposed a lightweight fire-detection network combining a CNN and a transformer to model global and local information, with the purpose of reaching a tradeoff between accuracy and detection speed. Wang et al. [187] proposed a decoder-free fully transformer-based detector to achieve early smoke and flame detection, with the purpose of improving the detection performance for fires with varying sizes. In the first stage, data augmentation was performed to enhance the capability of generalizing; a detection-oriented transformer backbone network was treated as a single-layer feature extractor to produce fire-related features, which were then fed into an encoder-only single-layer dense prediction module. Zhang et al. [188] proposed a deep learning model featuring a vision transformer to issue fire warnings. A dataset consisting of 1500 images (1000 images used for training and 500 for test). Two important findings were reported, as follows: (i) after 50 epochs, the accuracy of image recognition reached a flat value of approximately 97.4%, and (ii) the training effect of the vision transformer on large datasets is more significant than that of traditional transfer learning models (DenseNet, VGG). Qian et al. [189] proposed a multi-scale two-component, fully integrated model, with one component for large-target forest fire detection and one for small targets, with the objective of enhancing the system capability of identifying both large-scale and small-target fires. In order to reduce the model sensitivity to noise, occlusion and scale variation, a new edge loss function was proposed.

4. Conclusions and Recommendations for Further Investigation and Limitations

A diverse and significant volume of research has been identified on the topic of fire detection models based on machine learning algorithms. From a machine learning perspective, fire detection is a classification problem (binary classification or multi class classification in some cases). The most widely used algorithms are based on computer vision (streaming video or imaging) and further processing by CNNs. Although most studies describing computer vision and CNN-based algorithms report all standard performance metrics, very few discuss the importance of every metric for this specific type of problem. Studies discussing the problem of minimizing the FNs and FPs, respectively, (in this order of importance) are scarce. Even fewer studies report ROC or P-R curves (for example, [162]). Most studies surveyed in this review report accuracy as the main performance metric, which has limited relevance for this type of problem, especially in the context of significant class imbalance, when a high accuracy value can be misleading. Further research is required in the direction of algorithm optimization, with the purpose of minimizing the FP and FN rates (in this particular order). In general, transfer learning models have higher performance metrics than most models developed from scratch. In such cases, the learning rate must be reduced so that the weights of the first layers do not undergo significant changes and only the last newly added FC layer(s) weights are updated, in such way that the model adapts to the new problem. Further research and experimentation are required in the issue of the fine tuning and learning rate optimization.

Some approaches to improve the algorithm performance include the detection of smoke in the images [119], which can enhance the discrimination performance of the model, improving ultimately the model performance.
Given the importance of the dataset for the performance of the model, a survey of fire-related datasets was included in this review, presenting the most important information on twelve fire datasets used in fire detection problems. Some common issues shared by most datasets analyzed in this review can be summarized as follows:

- Very few references report critical dataset properties, such as class imbalance and content diversity and difficulty (fire resembling objects that could confuse the algorithm);
- The volume of the datasets is insufficient in some cases, such as the Fire & Smoke dataset [143];
- It is not clear whether mixed datasets that contain various types of fires (forest, urban) such as MIVIA [140] and Flame Vision [146] offer any advantage over specialized datasets (i.e., forest fire only, building fire only, etc.).

The inference time is a performance metric of secondary importance. It is expected that a model with low FP and FN rates and a high inference time is more desirable than a fast model with higher FP and FN rates. Another important model feature is the size, which was discussed in several studies (e.g., [85]), and the model suitability to be deployed on edge devices was assessed.

Fire detection systems in civil and industrial facilities have some features that differentiate them from systems designed to detect wildfires. Systems based on computer vision may not be as effective in such environments due to the confined spaces (e.g., tunnels) where smoke accumulation considerably obstructs the visibility. In fact, it can be noticed from the low performance of the model developed in Pincott et al. [83], based on image processing only (high FP and FN rates) that computer vision and CNN is not a suitable choice. In such cases, other parameters such as temperature and fire byproducts’ concentrations of gaseous components (CO, CO$_2$) can improve its effectiveness.

As a general, covering remark, it can be stated that despite a large number of both experimental and theoretical studies existing, employing various model architectures (from vanilla CNN to transfer learning architectures) and datasets, the reliability of the fire detection systems based on machine learning algorithms is the main concern that limits the development of such systems.

Some specific conclusions and recommendations for further research, derived from the general conclusion, can be summarized as follows:

- The implications, and ultimately, the cost of FPs and FNs must be thoroughly assessed. In this respect, a practical, result-oriented workflow, could be the following:
  - (i) Defining a misclassification cost function that quantifies the FPs and FNs implications; this depends on the fire type (e.g., forest fire, civil building fire, ship fire, etc.) and requires a thorough assessment of the FPs and FNs consequences; in the context of the reliability concept mentioned earlier, the lower the misclassification cost function value, the higher the reliability of the model.
  - (ii) Adjusting the model hyperparameters in such way that the model performance, defined in terms of relevant metrics (recall, sensitivity, confusion matrix, ROC-AUC and P-R curve), would minimize the misclassification cost function. Ideally, the misclassification cost function should be used for model training instead of standard cost functions for classification (categorical cross-entropy, binary cross-entropy, etc.).

- Further investigation should be carried out in order to understand the mechanisms that lead to misclassified samples (which are scarcely discussed, e.g., [42]). This could be particularly useful in the case of CNN-based algorithms, where visualizing the processed image after each layer could explain how features are extracted explain how/why misclassification occurred.

- Very few studies discuss the class stratification when training/validation/test sets were prepared. Even fewer discuss cross validation, (e.g., [45]). In a more general context of classification problems, it is important to mention that issues such as overfitting occur frequently and sometimes are not thoroughly investigated. The
general approach consists of splitting randomly a dataset into training and test subsets (and sometimes validation subset) with or without cross-validation. However, it is known that most datasets consist of samples with some degree of similarity. A fairly well-designed and trained model can produce results that could falsely induce the conclusion that overfitting is low or inexistent. Using for test samples from other datasets (that could be considered outliers for the train/test datasets) can sometimes reveal the true degree of overfitting.

- Although several public datasets exist, more effort is required to build new, high-quality datasets, or to improve the existing ones. Amongst the dataset features that are important for the fire classification problem, several were spotted that deserve special attention: dataset volume, class imbalance, positive samples difficult to classify or negative samples resembling positives (discussed in very few studies, e.g., [49]), and content diversity.

- Discussing the implications of class imbalance and addressing this issue has been scarcely spotted throughout the literature collection considered in this review. This is especially important, since class imbalance issues were identified for quite a few datasets examined in this review.

- For computer vision-based techniques, an interesting approach could be adding a new spectral channel to the RGB channel (Kim and Ruy [92]) or another feature to the dataset. A recent trend is the so-called sensor fusion philosophy, which consists of collecting and processing information from two or more different types of sensors, such as an RGB camera and a thermal IR camera. Not only has optical/IR detection been reported but also other sensor combinations. Benzekri et al. [190] used a network of wireless sensors to record parameters such as temperature and carbon monoxide concentration as input data for a wildfire detection DL algorithm.

- Although the literature search process resulted in a large number of relatively recent studies, both theoretical (based on datasets only) and experimental (involving some kind of practical approach), no report on any operational, production scale system was identified.

Some limitations of this review and debatable points can be summarized as follows:

- The main source of information for this review was the SCOPUS database. The choice of SCOPUS was justified by its comprehensiveness and by the fact that it already includes other databases (such as IEEE Xplore, arXiv, ChemRxiv). However, the search could be extended over other important information sources, such as SCIE.

- Some topics covered in this review (such as transfer learning in fire detection problems) are over represented in the literature set considered in this review. Transfer learning in fire detection problems could be a topic for a standalone review.
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