A Hybrid Non-Linear Unsteady Vortex Lattice-Vortex Particle Method for Rotor Blades Aerodynamic Simulations
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Abstract: This study presents a hybrid non-linear unsteady vortex lattice method-vortex particle method (NL UVLM-VPM) to investigate the aerodynamics of rotor blades hovering in and out of ground effect. The method is of interest for the fast aerodynamic prediction of helicopter and smaller rotor blades. UVLM models the vorticity along the rotor blades and near field wakes with panels that are then converted into their equivalent vortex particle representations. The standard Vreman subgrid scale model is incorporated in the context of a large eddy simulation for mesh-free VPM to stabilize the wake development via particle strength exchange (PSE). The computation of the pair-wise interactions in the VPM are accelerated using the fast-multipole method. Non-linear UVLM is achieved with a low computational cost viscous-inviscid alpha coupling algorithm through a strip-wise 2D Reynolds-averaged Navier–Stokes (RANS) or empirical database. The aerodynamics of the scaled S76 rotor blades in and out of ground effect from the hover prediction workshop is investigated with the proposed algorithm. The results are validated with experimental data and various high-fidelity codes.
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1. Introduction

Computational rotary wing aerodynamics is challenging because of the intrinsic three dimensional and unsteady nature of the complex rotor-wake interactions in most flight conditions. Because of this complexity, the balance between fidelity and computational cost is hard to achieve, especially in the early design phases where a high number of configurations must be analyzed. Improving the physics captured in earlier stages reduces the risk of over-promising the performance level of novel concepts to clients before it can be further analyzed or tested [1]. The aim of this article is to obtain engineering accuracy with faster methods than the highest fidelity methods for the cases examined in this paper.

Hovering rotor free of any azimuthal asymmetries is a special case where the aerodynamic forces can reach a steady state [2]. The complex wake forming around the rotor can be hard to predict for special cases, like in the proximity of the ground or with the presence of obstacles. Therefore, most rotorcraft aerodynamics are investigated using a free wake approach where no assumptions for the wake shape are needed, unlike fixed wing simulations where many studies have been conducted with fixed wake to avoid the numerical complexity of wake evolution [3,4].
Rotor blades are often modeled using low fidelity methods, for instance, the Blade Element Momentum Theory (BEMT) that fails to capture important features of the rotor aerodynamics such as the unsteadiness of the wake development and interactions caused by the proximity with other lifting geometries or arbitrary obstacles. The error margins associated with these methods are responsible for high security factors leading to structural over-design, affecting the performance of rotors [4].

Accurately capturing the wake development and reaching a steady state of the forces on the rotor plane for hovering cases requires simulating many rotor rotations with a relatively small increment in time, making the overall process time consuming. Higher fidelity software typically use 3D URANS, although a higher fidelity rotorcraft aerodynamics has been reported using detached-eddy simulation (DES) where only three rotor revolutions were simulated because of CPU time limitations [5]. Unfortunately, this work reports no mesh nor timestep refinement study. Large-eddy simulations (LES) and direct numerical simulation (DNS) would be even more computationally expensive. Conservation of vorticity in the wake of lifting surfaces can be overlooked in typical URANS solvers, as discretization errors can convert irrotational vortices (reversible drag) into false entropy (irreversible) drag [6]. It is generally accepted that CFD methods need high-density grids to overcome numerical dissipation and avoid losing important flow field characteristics in rapidly changing regions [7]. On the other hand, Colmenares et al. [8] state that the different solutions such as adaptative mesh refinement and overlapping grids are increasing the computational cost without eliminating the numerical dissipation efficiently. For accurate blade loading predictions, the wake mesh must be carefully refined to resolve the vortex structures at least for the two first wake passages [9]. Therefore, the total number of grid cells and the computational complexity of CFD simulations can become large even for a single four bladed rotor. For example, the reported computational time for two of the results compared with in this article are about 5 days on 240 cores to solve 18 rotations on a mesh of 40 M cells [10] and 5 days on 512 cores to solve 15 rotations on a mesh of 88 M cells [11]. The computational complexity of the problem can be significantly reduced for the axisymmetric hovering case by casting the equations as a steady-state problem in a noninertial reference frame and meshing only a quarter of the domain assuming periodic conditions for the flow in the azimuthal direction, solving 7.5 M cells in 24.8 h on 232 cores [9]. This method is not in line with the present article’s long term objectives where full unsteady motions of a helicopter rotor will be needed at an even lower computational cost for flight simulation applications. In the URANS category, there are other computational complexity reduction methods that can retain unsteadiness such as the Actuator Disk Method (ADM) and Actuator Line Method (ALM), where the meshed geometry is replaced by a source term in the momentum equations, thus modeling the force of the lifting surface on the background mesh flow. These methods originally developed for the aerodynamic prediction of wind turbines [12] are gaining attention in the rotorcraft field [13–15]. For instance, in [13], the blades fully resolved meshes are modelled using 25–40 ALM points, allowing the LES to be solved on a background mesh of 15–20 M cells and to reach 40 rotations in about 24 h on 512 cores. This is still too computationally expensive for certain applications such as in the early design stages or flight simulation. In this work, we consider methods that have the potential to run about 10× faster.

Hence, the need for a medium fidelity tool using the potential methods with source, doublet and vortex [16] with a fast turnaround time and an accurate aerodynamic forces prediction that has been felt in both fixed wing and rotary wing fields. These methods are well suited for helicopter aerodynamics because of the desired vorticity conservation [16]; however, the potential flow methods are limited to incompressible, inviscid and irrotational flows due to the underlying hypothesis.

The inclusion of a viscous effect was traditionally performed by solving an inviscid flow field and increasing the effective geometry thickness (either displacing the geometry or adding a transpiration velocity) according to the solution of the boundary layer equations. Unfortunately, that coupling is too weak to predict stall, so these methods have to
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rely on Valarezo semi-empirical delta pressure criterion for the stall prediction [17]. The 3D inviscid flow field was historically first provided by panel methods because of their computational efficiency. The 3D incompressible flow field lacks the ability to capture shockwaves. Euler equations can be used instead to predict the inviscid compressible flow field, but without the proper viscous-inviscid treatment, the position of the shockwave can be as much as 30% off the experimental position and Euler solutions require a volumetric mesh which is more complicated to generate than boundary element panels for the early design stages [18]. Development of the so called quasi-three-dimensional viscous methods emerged combining the low computational cost of 3D potential methods and stripwise airfoil data. This data could be either experimental, empirical or generated from higher fidelity numerical models such as 2D or 2.5D RANS algorithms that allow the capturing of viscous effects, such as stall or transonic effects, like shockwaves, or the combination of both for unswept and swept planforms [17,19,20]. The coupling can be performed using the circulation (Γ) [21] or the angle of attack (α) [17] coupling variable. The circulation method changes directly the lift generated at different stations while the alpha method changes the flow angle of attack which indirectly changes the lift of the section. Here, the alpha-based algorithm is used for its capability in capturing the post-stall regime [22]. The addition of the non-linear aerodynamics into the potential methods increases its fidelity to the so called mixed fidelity model. It enables the incorporation of any non-linear aerodynamic effect on the blades that can be captured in sectional data, such as viscous effect, compressibility, transonic flow, centrifugal forces, ice accretion, control surface deflection, etc., in a fast 3D aerodynamics software. The method has proven to be accurate for fixed wing aerodynamic and aeroelastic design in both time and frequency domains [17,23]; however, only preliminary work had been conducted to extend these innovations in the rotorcraft context [24] until recent work extended the method for the prediction of the heat transfer coefficient in ground effect and forward flight [25].

Potential methods using the free wake approach require the constraint of panelized wake connectivity and wake alignment along the objects surface. Thus, wake panels are tightly connected to their neighbors leading to unrealistic deformations when panel control points are convected in separated directions. Ferlisi [26] explains that for a hovering rotor in ground effect, some of the flow might go up the rotor hub while most of the flow is convected outward on the ground plane, leading to some straight line vortex elements to extend through the rotor plane and causing numerical convergence issues which motivates alternative wake representations. UVLM with wake panels has recently been reported for a rotor in ground effect [25], although this panel stretching difficulty is not addressed and the simulation convergence in ground effect is not discussed. Their simulation results show increasing differences with experimental data as the rotor approaches the ground. The authors attribute the differences for the closest ground effect cases on a discretization or induced velocities calculation, but unfortunately do not perform detailed studies to support this hypothesis.

These panel stretching issues have pushed researchers to turn their attention toward so called hybrid methods in the context of the rotary-wing where the wake panels are converted into a vortex particle representation. In the vortex particle method (VPM), the incompressible vorticity governed flow is discretized using vortex particles at predominantly compact regions where the vorticity exists. VPM is suitable for helicopter aerodynamics because vortex particles convect and preserve vortical structures in a Lagrangian frame. Moreover, the convection of vortex particles in the Lagrangian frame frees the VPM from the numerical dissipation that is inevitable in conventional mesh-based methods and consequently overdiffuses the vorticity strength in the low grid density regions. The singular VPM was introduced by Rosenhead [27] and a regularized version [28] was developed by introducing the core size σ to remedy the numerical instabilities of the singular version when the particles cluster to each other. The comprehensive overviews on the VPM discretization can be found in the studies of Winckelmans [29,30].
The viscous diffusion can be incorporated in VPM using various approaches such as random-walk [31], particle strength exchange (PSE) [32], vorticity redistribution [33,34], vortex core spreading [35], etc. The addition of a viscous effect enables the viscous VPM to model the vortex mixing and decaying that is crucial for complex dynamic simulations, such as the travel of vortex rings [29,30] and viscous flows with the presence of the wall and objects [36,37]. Furthermore, it led the way to the aforementioned hybrid schemes where viscous VPM is combined with panels methods [38–41].

The remarkable developments of these viscous diffusion schemes combined with spatial adaption techniques allow the VPM to overcome numerous challenges in turbulent flow modeling, particularly in rotary-wing simulations. Several studies for turbulent flow using direct numerical simulations (DNS) [42,43] and large-eddy simulation (LES) [44–46] have been conducted via the mean of VPM. In LES, it typically employs the conventional Smagorinsky subgrid-scale (SGS) model into the mesh-free Lagrangian viscous VPM. In the turbulence breakdown region occurring downstream of rotor blades, the SGS model enables the use of larger grid scales by dissipating the energy at the smallest resolved scales while still ensuring numerical stability over the long simulation times needed to reach a periodic state of the forces on the blades.

The execution of VPM suffers from a numerical complexity of $O(N^2)$, where $N$-vortex particle pairwise interactions are required to discretize the governing equations. The direct calculation of mutual interactions between particles inevitably becomes economically impractical even on high performance computing clusters for a large system of particles or for long-run unsteady simulations where the number of particles constantly increases. This difficulty was resolved by using the Barnes-Hut tree code [3] or fast multipole method (FMM) [47] to reduce the numerical complexity $O(N^2)$ of a direct computation to $O(N \log N)$ and $O(N)$, respectively.

The UVLM has successfully been used to model a hovering rotor in a hover out of ground effect at a high Reynolds and low Mach condition [8], and it has also been applied to a smaller rotor [48] where the thrust coefficient was overestimated by 12%. Shortly after, non-linear UVLM (NL UVLM) with circulation coupling was used for the prediction of the aeroacoustics of low Reynolds number rotors [49]. Recently, Morency [25] applied the NL UVLM with alpha coupling to compute the heat transfer coefficient, but the hover simulations close to the ground were more challenging. The vortex panel method has also been used to simulate a rotor near a helideck [50], but the coefficient of thrust showed oscillations of the order of 20%. Difficulties with a strictly connected wake of panels motivated the rotorcraft aerodynamic community to consider alternative wake representation, such as the VPM. One advantage of the VPM is that it can be mixed with any lifting surface modeling such as 2D blade elements [39], vortex lattice method [26,51] and the panel method [40,52,53]. VPM has proven to be a useful prediction tool for the wake representation of hovering rotors both in and out of ground effect. The VPM computational cost is usually reduced using tree code [40] or FMM [39,52] algorithms. The panel method has often been preferred instead of the UVLM to represent the lifting surface because of its ability to model the thickness effect. The panel method with VPM codes typically use the Prandtl-Glauert or the Karman-Tsien compressibility correction to account for higher Mach number flows and sometimes add sectional profile drag to improve the rotor power prediction. The NL-UVLM can avoid these corrections because it encapsulates 2D aerodynamic effects such as the non-linear viscous lift slope and stall, thickness, compressibility and drag via a low cost coupling algorithm with a database. Furthermore, the UVLM has a simpler mesh representation than the panel method because it needs only to discretize the camber line surface instead of the upper and lower surfaces. Moreover, since the camber effect is incorporated into the database, a simple plane mesh was found to be equally effective in its modeling capabilities [19]. The air flow around a rotorcraft is mostly incompressible, except for a very small region near the blade tip [52]. Therefore, the vortex method’s incompressible assumption is valid in the entire flow field away from the blades [52]. The alpha
coupling using compressible data locally incorporates the compressible effects in the vicinity of the blades.

This work connects the advances made in the NL UVLM and the VPM and also proposes an added LES viscosity term in the particle strength exchange (PSE) for stability improvement of a hovering rotor in and out of ground effect. Here, the UVLM is utilized to model the vorticity along the rotor blades while the inviscid wakes are represented by viscous vortex particles to circumvent the numerical instability due to the unrealistic panelized wakes stretching and deformation in the proximity of the ground. The standard SGS Vreman model [54], that guarantees zero eddy viscosity for the zero SGS dissipation flow and remains as accurate as the dynamic Smagorinsky model, is implemented in the context of LES to stabilize the wake development. The fast-multipole method is adapted to consider the mirror wall boundary condition by creating the reflected particles and using the FMM as usual. The viscous-inviscid coupling framework developed for fixed wing aerodynamics from the authors’ research group is extended for helicopter simulations. Two different types of viscous database, empirical data and 2D RANS viscous data, are used to embed the local effects of camber, viscosity and compressibility to the NL UVLM-VPM code. The aerodynamics of S76 rotor blades in and out of ground effect from the hover prediction workshop is investigated with the proposed NL UVLM-VPM. The results are validated with experimental data [55] and compared to various high-fidelity codes from the literature ranging from 3D URANS, 3D detached-eddy simulations (DES) to hybrid 3D URANS-VPM [10,11,56–60]. Table 1 summarizes the differences in modeling between the methods used in this work and the higher fidelity URANS 3D used for results validation.

**Table 1.** Summary of the modeling differences between the methods used in this work and higher fidelity URANS 3D.

<table>
<thead>
<tr>
<th>Method</th>
<th>UVLM</th>
<th>UVLM-VPM</th>
<th>NL UVLM-VPM</th>
<th>URANS 3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Unsteady</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Thickness</td>
<td>No</td>
<td>No</td>
<td>Yes (Via database)</td>
<td>Yes</td>
</tr>
<tr>
<td>Camber</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes (Via database)</td>
<td>Yes</td>
</tr>
<tr>
<td>Numerical wake dissipation</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Physical wake dissipation</td>
<td>No</td>
<td>Yes (VPM PSE in this work)</td>
<td>Yes (VPM PSE in this work)</td>
<td>Yes</td>
</tr>
<tr>
<td>Difficult wake stretching in ground effect</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Viscous effects (separation, stall, turbulence)</td>
<td>No</td>
<td>No</td>
<td>Yes (Via database)</td>
<td>Yes</td>
</tr>
<tr>
<td>Compressibility</td>
<td>Yes (Via correction)</td>
<td>Yes (Via correction)</td>
<td>Yes (Via database)</td>
<td>Yes</td>
</tr>
<tr>
<td>Shock wave position</td>
<td>No</td>
<td>No</td>
<td>Yes (Via database)</td>
<td>Yes</td>
</tr>
<tr>
<td>Rotating frame effects (centrifugal, coriolis, stall delay)</td>
<td>No</td>
<td>No</td>
<td>Yes (Though neglected in this work)</td>
<td>Yes</td>
</tr>
</tbody>
</table>

2. Methods

2.1. Unsteady Vortex Lattice Method (UVLM)

VLM is a surface generalization of the Prandtl lifting line. The lifting surface and the wake are modeled using vortex panels. Wake panels extend from the lifting surface trailing edge to infinity behind the lifting surface. Their circulation is set to their corresponding lifting surface trailing edge panel, thus enforcing the Kutta condition.

The local flow tangency shown in Equation (1) is applied on collocation points that are located at the center of the three-quarter chord line on every lifting surface panel:

$$u_{local} \cdot n = (u_{\infty} + u_i) \cdot n = 0$$

(1)
where \( \mathbf{n} \) is the normal unit vector of the panel, \( \mathbf{u}_\infty \) is the freestream velocity, \( \mathbf{u}_1 \) is the velocity induced by all the singularities and \( \mathbf{u}_{\text{local}} \) is the local velocity vector. The induced velocity generated by a straight-line vortex element at point \( P \) can be evaluated using the Biot-Savart law as follows:

\[
\mathbf{u}_p = \frac{\Gamma}{4\pi} \frac{\mathbf{r}_1 \times \mathbf{r}_2}{|\mathbf{r}_1 \times \mathbf{r}_2|^2} \left( \frac{\mathbf{r}_1}{|\mathbf{r}_1|} - \frac{\mathbf{r}_2}{|\mathbf{r}_2|} \right),
\]

(2)

where \( \Gamma \) is the unknown vortex panel circulation strength, \( \mathbf{r}_0 = \mathbf{r}_1 - \mathbf{r}_2 = (x_0, y_0, z_0) \) is the vector connecting the two control points of the straight line vortex elements and \( \mathbf{r}_1 = (x_1, y_1, z_1) \) and \( \mathbf{r}_2 = (x_2, y_2, z_2) \) are the vectors connecting the two control points of a straight-line vortex element to the evaluation point \( P \). The linear system of equation for the flow tangency at every collocation point becomes:

\[
A\Gamma = -\mathbf{u}_\infty \cdot \mathbf{n},
\]

(3)

where \( A \) is the matrix of induced velocity of every singularity along the normal at the collocation points.

UVLM is basically a succession of VLM solutions with time stepping. During each time step, the lifting surface is displaced according to its motion velocity (ex., rotational velocity for a rotor blade), shedding new constant strength wake panels behind the trailing edge panels. Then, the wake panel control points are displaced according to their local velocity.

During wake displacement, hovering rotor simulations are more likely to experience the singularity in the Biot-Savart law Equation (2) than fixed wing simulations since wake panels tend to roll up and cluster near the tip vortex beneath the rotor. The singularity might induce immense displacements to some vortex filaments, causing some of them to extend through the rotor plane and producing large unsteady aerodynamic forces. The Vatistas smoothing kernel \([61]\) can be used instead of the singular Biot-Savart equation where a core size \( \sigma \) smooths the singularity when the distance between the straight-line vortex element and the evaluation point tends to zero, as follows:

\[
\mathbf{u}_p = \frac{\Gamma_p}{4\pi} \frac{\mathbf{r}_1 \times \mathbf{r}_2}{(|\mathbf{r}_1 \times \mathbf{r}_2|^{2n} + |\sigma \mathbf{r}_0|^{2n})^{\frac{1}{n}}} \cdot \left( \frac{\mathbf{r}_1}{|\mathbf{r}_1|} - \frac{\mathbf{r}_2}{|\mathbf{r}_2|} \right).
\]

(4)

2.2. Lagrangian Vortex Particle Method (VPM)

The vorticity field of the free wakes modeled by viscous vortex particles are governed by the 3D vortex-velocity equations which are, for an incompressible flow in a Lagrangian frame of reference:

\[
\frac{D\mathbf{\omega}}{Dt} = (\mathbf{\omega} \cdot \nabla)\mathbf{u} + \nabla \cdot (\nu \nabla \mathbf{\omega}),
\]

(5)

\[
\nabla^2 \mathbf{u} = -\nabla \times \mathbf{\omega},
\]

(6)

where \( \mathbf{\omega} = \nabla \times \mathbf{u} \) is the vorticity field that is computed as the curl of the velocity field \( \mathbf{u} \) and \( \nu \) is the kinetic viscosity. The first term in the right hand side of Equation (5) is the vortex stretching term \( (\mathbf{\omega} \cdot \nabla)\mathbf{u} \) that plays a role in turbulence generation in 3D flows. It controls vortex stretching and deforming. The second term of Equation (5) represents the viscous diffusion.

The vorticity field at position \( \mathbf{x}_p \) is spatially approximated using a set of moving vortex particles located at \( \mathbf{x}_q \):

\[
\mathbf{\omega}_p = \sum_q \Gamma_q \zeta_q (\mathbf{x}_p - \mathbf{x}_q),
\]

(7)
where $\mathbf{\Gamma}_q = \int_{\text{vol}_q} \mathbf{\omega}_q dV \approx \mathbf{\omega}_q V_q$ is the vectorial vortex strength of the $q$-the particle that has volume $V_q$ and $\zeta_\sigma$ is a radial basis function. The 3D Gaussian smoothing function is used in this study:

$$
\zeta_\sigma = \frac{1}{(2\pi\sigma^2)^{3/2}} e^{-\frac{x^2}{2\sigma^2}}, 
$$

where $\rho = \frac{|x_p-x_q|}{\sigma}$ and $\sigma$ refer to the core size that is chosen no less than the inter-particle distance to guarantee the convergence of VPM [62]. In this work, $\sigma$ is set to the maximum distance with all the neighbor particles, both streamwise and spanwise, and is kept constant until the end of the simulation.

The system of ordinary differential equations representing the evolution of inviscid vortex particles are given in Equations (9) and (10). Equation (9) is used to update the particle position $x_p$ while the vectorial vortex strength $\mathbf{\Gamma}_p$ is computed using Equation (10). The position $x_p$ and the vectorial vortex strength $\mathbf{\Gamma}_p$ of vortex particles are advanced in time using the low storage 3rd order Runge Kutta scheme [63]. Note that Equation (10) is the transposed scheme for the stretching term and using it provides the conservation of the total vorticity [64]. The transpose scheme, hence, is preferable over the classical one although they are analytically equivalent:

$$
\frac{d}{dt} x_p = u_p(x_p,t),
$$

$$
\frac{d}{dt} \mathbf{\Gamma}_p = (\mathbf{\Gamma}_p \cdot \nabla) u(x_p,t).
$$

The velocity induced by the vorticity field in Equation (9) is approximated as follows:

$$
u_p = \frac{1}{\sigma^2} \sum_p g_\sigma(x_p-x_q) \mathbf{K}(x_p-x_q) \times \mathbf{\Gamma}_q,
$$

where $u_p = u(x_p,t)$, $g_\sigma = \text{erf}\left(\frac{\rho}{\sqrt{2}}\right) - \sqrt{\pi} \rho e^{-\frac{x^2}{2}}$ is the cutoff function derived from the Gaussian smoothing function $\zeta_\sigma$ in Equation (8), and $\mathbf{K}(x_p-x_q) = \nabla G = -\frac{x_p-x_q}{4\pi|x_p-x_q|^3}$ is the gradient of the 3D Green function $G$ for the stream function resulting from the unbounded Poisson problem of the vorticity field.

Hence, the gradient of the induced velocity vector field in Equation (10) is obtained as follows:

$$
\nabla u_p = \sum_q \nabla \mathbf{\Gamma}_q (g_\sigma \times \mathbf{K}).
$$

2.3. Viscous Diffusion and LES

In this study, the viscous diffusion is modelled using the particle strength exchange (PSE) originally developed by Degond and Mas-Gallic [32]. The idea behind the PSE is to approximate the Laplacian operator of a scalar $f$ in an integral form of Equation (14).

$$
\nabla^2 f \approx \frac{2}{\sigma^2} \int \left( f(x') - f(x) \right) \eta_\sigma(x'-x) dx'.
$$

This approximation then is discretized using particles. Considering $f_p = \sum_q f_q \eta_\sigma(x_p-x_q)$ as an approximation of $f_p$ using particles, the integration in Equation (13) at a certain target particle can be approximated using a set of neighbor particles located inside a surrounding supported domain $\Omega_p$ where the influence of the radial kernel
η(ρ) is large. The strength of particle, hence, is exchanged and the diffusion occurs amongst the particles inside the supported domain Ω_p:

$$\nabla^2 f_p = \frac{2}{\sigma^2} \sum_{q \in \Omega_p} (f_q - f_p) \frac{1}{\sigma^3} \eta(\rho) V_q.$$  \tag{14}

Replacing f by each component of the vector vorticity ω, the approximation of the 3D convection-diffusion vortex method for a uniform viscosity flow becomes:

$$\frac{d}{dt} \Gamma_p = (\Gamma_p \cdot \nabla) u(x_p, t) + 2 \nu \frac{\sigma}{\sigma^2} \sum_{q \in \Omega_p} (V_q \Gamma_q - V_q \Gamma_p) \frac{1}{\sigma^3} \eta(\rho).$$  \tag{15}

where η(ρ) = −\frac{1}{\rho} \frac{d\rho}{dr} in the case of radially symmetric kernels. It can be seen that η(ρ) = ζ(ρ) in this study as the Gaussian smoothing function is used. Note that the viscous term resulted from the PSE scheme can be directly incorporated in the vortex strength equation. Thus, it avoids the additional errors coming from the multi-step method where the convection and viscous steps are handled separately [30].

This formulation using all the particles and the fluid viscosity fails to capture the diffusion occurring at smaller scales than the smallest resolved vortex in the simulation. Therefore, the simulation does not capture the entire energy cascade from the Kolmogorov theory [65] and vorticity does not reach the finest scale where kinematic viscosity transforms the energy into heat. The vortex stretching becomes unstable if it is not properly counterbalanced by the viscous dissipation happening at the sub-grid scale. LES is constructed to model those smaller eddies and with proper SGS is expected to capture coherent structures at coarser spatial resolutions than DNS requires [66]. LES has been used in a vortex-in-cell (VIC) framework to study the wake produced by helicopter blades modeled by immersed lifting lines [67].

A priori, a LES-based VPM formulation can be obtained by replacing the instantaneous variables by the filtered variables with the additional eddy viscosity. In LES, the viscosity field with a sub-grid scale turbulent eddy viscosity is spatially non-uniform. The generalized form of Equation (15) is utilized to consider the non-uniform viscosity distribution [45,46]:

$$\frac{d}{dt} \Gamma_p = (\Gamma_p \cdot \nabla^\tau) u(x_p, t) + \frac{1}{\sigma^2} \sum_{q \in \Omega_p} (\nu_q + \nu_p) (V_q \Gamma_q - V_q \Gamma_p) \frac{1}{\sigma^3} \eta(\rho).$$  \tag{16}

To compute the eddy viscosity in LES, the subgrid scale model (SGS) developed by Vreman is considered due to its highly desired properties compared with the standard Smagorinsky SGS model [54]. The Vreman model guarantees zero eddy viscosity for the zero SGS dissipation flow. Moreover, the SGS dissipation is relatively small in the transitional region and near the wall. Hence, it features an appropriate transitional and near-wall behavior while remaining robust for high Reynolds number flows. The Vreman model also is as accurate as the dynamic Smagorinsky model and even more accurate in inhomogeneous LES compared with the standard Smagorinsky SGS model [54] that is well known to be too dissipative and lacks the mechanisms to capture multiple turbulence regimes that coexist in the flow. In the Vreman model, the eddy viscosity is defined as follows:

$$\nu^\tau = C_v \sqrt{\frac{\Pi_\beta}{\bar{u}_{ij} \bar{u}_{ij}}},$$  \tag{17}

where \( \bar{a}_{ij} = \frac{\partial \bar{u}_j}{\partial x_i} \) is the tensor that represents the gradient of the filtered velocity \( \bar{u} \) and \( \Pi_\beta = \beta_{11}\beta_{22} - \beta_{12}^2 + \beta_{13}\beta_{33} - \beta_{13}'^2 + \beta_{23}\beta_{33} - \beta_{23}'^2 \) is the invariant of the tensor \( \beta_{ij} = \sum_{m=1}^{3} \bar{a}_{mi} \bar{a}_{mj} \). The filter width \( \Delta \) is chosen to be the particle core size \( \sigma \). The Vreman
model coefficient $C_v$ is set to be 0.07 in this study. The eddy viscosity from Equation (17) has a significant ability to adapt and locally capture the different turbulent regimes occurring in the complex flow simulations, while only requiring a local filter width and the first-order derivatives of the velocity field. Because of these properties, applications of the model in the LES of more complex flows is promising. The model is expressed in first-order derivatives, does not involve explicit filtering, averaging, or clipping procedures, and is rotationally invariant for isotropic filter width [54].

2.4. Hybrid UVLM-VPM

2.4.1. Conversion of Straight-Line Vortex in Elements to Vortex Particles

In this section, the hybrid UVLM-VPM method to model the free wakes is discussed in detail. Replacing the vortex straight-line element by vortex particle is an alternative wake representation to overcome the limitation of the panel methods.

The process of converting vortex particles from vortex ring panels is depicted in Figure 1. In each time step, the blade’s panels’ positions are updated according to the translational and rotational velocities, while a new row of inviscid vortex wake panels is shed from the trailing edge of the blades according to the displacement. Then, the trailing and shed vortex straight-line elements of the inviscid wake panels are converted into their equivalent viscous vortex particles whose strength is proportional to the circulation difference between adjacent panels. Note that the upstream vortex lines of the vortex ring are kept unchanged to prevent the jump in circulation at the trailing edge. The strength of the new vortex particles converted from a single vortex straight-line element are computed as follows:

$$\Gamma_p = \frac{\Delta \Gamma d_l}{n}, \quad (18)$$

where $d_l$ is the vector length of the straight-line vortex element, $\Delta \Gamma$ is the circulation difference between two adjacent panels and $n$ is the number of vortex particles to approximate the straight-line vortex element.

$$\begin{align*}
\end{align*}$$

Figure 1. The process to convert vortex rings to vortex particles, (a) creation of shed wake panels, (b) conversion of the trailing and shed straight-line elements of wake panels to vortex particles, and (c) suppression of the trailing and shed straight-line elements of wake panels.

2.4.2. Induced Flow Variable Computations

The pairwise interaction of particle–panel, particle–particle, panel–particle and panel–panel all contribute towards the induced velocity and the induced velocity gradient to viscous particles update. The methods to compute the induced velocity and the gradient for different types of interactions between the particles and vortex straight-line elements are summarized in Table 2.
Table 2. Summary of induced velocity and induced velocity gradient calculations.

<table>
<thead>
<tr>
<th>Type of Interaction</th>
<th>Induced Variables</th>
<th>Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particles on panels</td>
<td>( \mathbf{u} )</td>
<td>Equation (11)</td>
</tr>
<tr>
<td>Particles on particles</td>
<td>( \mathbf{u} )</td>
<td>Equation (11)</td>
</tr>
<tr>
<td></td>
<td>( \nabla \mathbf{u} )</td>
<td>Equation (12)</td>
</tr>
<tr>
<td>Panels on particles</td>
<td>( \mathbf{u} )</td>
<td>Equation (4)</td>
</tr>
<tr>
<td>Panels on panels</td>
<td>( \nabla \mathbf{u} )</td>
<td>Equation (23)</td>
</tr>
</tbody>
</table>

The gradient of velocity induced by a vortex straight-line element at a viscous particle can be computed by firstly reformulating the Vatistas smoothing kernel in Equation (4) as in Equation (19):

\[
\mathbf{u}_p = \frac{\mathbf{r}_p}{4\pi} \mathbf{ABC},
\]

where scalar \( A, B \) and vector \( \mathbf{C} \) are given as follows:

\[
A = \left( |\mathbf{r}_1 \times \mathbf{r}_2|^2 + |\sigma \mathbf{r}_0|^2 \right)^{-1},
\]

\[
B = \mathbf{r}_0 \cdot \left( \frac{\mathbf{r}_1}{|\mathbf{r}_1|} - \frac{\mathbf{r}_2}{|\mathbf{r}_2|} \right),
\]

\[
\mathbf{C} = \mathbf{r}_1 \times \mathbf{r}_2.
\]

The spatial derivative of Equation (19) can be obtained as follows:

\[
\nabla \mathbf{u}_p = \frac{\mathbf{r}_p}{4\pi} \left( \mathbf{ABV} \mathbf{C} + \mathbf{AC} \otimes \nabla \mathbf{B} + \mathbf{BC} \otimes \nabla \mathbf{A} \right),
\]

where:

\[
\nabla \mathbf{A} = \frac{2|\mathbf{r}_1 \times \mathbf{r}_2|^2 (n-1)}{(|\mathbf{r}_1 \times \mathbf{r}_2|^2 + |\sigma \mathbf{r}_0|^2)^{\frac{n+1}{n}}} \mathbf{r}_0 \times (\mathbf{r}_1 \times \mathbf{r}_2),
\]

\[
\nabla \mathbf{B} = \mathbf{r}_0 \left( \frac{1}{|\mathbf{r}_1|} - \frac{1}{|\mathbf{r}_2|} \right) - \mathbf{r}_0 \cdot \left( \frac{\mathbf{r}_1}{|\mathbf{r}_1|^3} - \frac{\mathbf{r}_2}{|\mathbf{r}_2|^3} \right),
\]

\[
\nabla \mathbf{C} = \begin{bmatrix}
0 & z_2 - z_1 & y_2 - y_1 \\
z_2 - z_1 & 0 & x_1 - x_2 \\
y_1 - y_2 & x_2 - x_1 & 0
\end{bmatrix}.
\]

2.5. Fast Multipole Method (FMM)

The fast multipole method (FMM) [68] is adopted to reduce the complexity of the standard pairwise interaction from \( O(N^2) \) to \( O(N) \), thus accelerating the computations of the induced velocity and induced velocity gradient of the vortex particles with the price of a controllable error that comes from the replacement of the contribution of distant particles by multipole expansion of the group of particles. Figure 2 shows, for an increasing number of wake elements, the computation time for one step of the induced velocity computation using the \( O(N^2) \) direct method for the UVLM with wake panels compared with the \( O(N) \) induced velocity and velocity gradient for the VPM with FMM. Linear and quadratic reference curves having the same computational time at 200,000 elements as the VPM-FMM and UVLM, respectively, are also shown. The reference number of elements is taken large enough to ensure that the highest power of \( N \) is the dominant factor in the recorded computational time. The changes in the FMM time happening at 40,000 and 100,000 particles are caused by a predetermined switch in the number of FMM levels. The
FMM level is the number of times the boxes are recursively subdivided and is chosen to ensure an optimal number of particles in each multipole expansion. For LES computations, the gradient of the filtered velocity $\tilde{u}$ is precomputed using FMM for each particle. PSE is then employed at the leaf level of the octree grid using particle to particle interactions.

Figure 2. Time for wake evolution steps versus the number of elements for direct UVLM and FMM VPM.

2.6. Ground Modeling

The ground is simulated using the well-known mirror image method, where the no penetration condition is automatically satisfied when a symmetry of the simulation is carried about the desired ground plane (lifting surface and wake reflections are performed). The fast-multipole method is adapted to consider the mirror wall boundary condition by creating the reflected particles and using the FMM as usual.

2.7. Non-Linear Unsteady Vortex Lattice Method (NL UVLM)

UVLM is a 3D potential flow method. Hence, the aerodynamic force captures no viscous nor compressible effects, while capturing the induced drag component. The flow remains attached all the way to the trailing edge without separation, thus having a linear lift slope. Potential methods can model separation by shedding singularities at every known separation point. This can be useful when a separation point can clearly be predicted such as the leading edge of a delta wing [69] to simulate the non-linear lift increase. In the NL VLM, viscous effects such as separation are entirely contained within the higher fidelity database and the role of the 3D VLM is simply to find the local effective angle of attack. It has been shown by [18,20] that the slat/main/flap wakes of aircraft wings and even wing stall [22] can be modeled with a simple flat plate with trailing edge wake panels using NL VLM. This work assumes that the ability to capture separation on the blades carries to NL UVLM for rotary wing aerodynamics.

Non-linear coupling adds the possibility to simulate arbitrary sectional lift functions instead of the UVLM linear incompressible thin airfoil $\frac{dC_l}{d\alpha} = 2\pi$ and include other coefficients at converged sectional lift. In this work, 2D viscous profile data enables the inclusion of profile pressure and friction drag components that are not captured by UVLM alone. The method is general enough to handle the incorporation of any effect which can be reduced to a sectional lift and drag database ($C_l = f(\alpha)$ and $C_d = f(\alpha)$), given that a 2D database of the effects can be constructed. The computational cost of the viscous coupling is thus mostly encapsulated by the construction of the databases, which needs to be
completed only once per profile and condition combination. The runtime cost of this algorithm is negligible compared with the most time-consuming parts of the UVLM algorithm.

The viscous coupling in NL UVLM takes advantage of higher fidelity 2D aerodynamic computations at different spanwise sections to correct the inviscid 3D method. The $\Gamma$ and the $\alpha$ methods are two well-known algorithms that can achieve this task. The $\Gamma$ method [22] is less robust since it strongly relies on the under-relaxation to achieve convergence and the method fails in the post-stall region. There has been some development of a non-linear vortex lattice method for rotor blades based only on the $\Gamma$ method [49], later extended to propellers [70] and wind turbines [71]. Additionally, these methods use an arbitrary point at which the induced velocities are computed instead of using the fact that a blade section is a 2D incompressible thin profile with a lift coefficient slope $\frac{\partial C_l}{\partial \alpha} = 2\pi$. The $\alpha$ method proposed by Van Dam [17] is generally preferred as it is unambiguous even in post-stall situations and requires significantly less relaxation to achieve convergence in the non-linear region.

The viscous coupling considered in this work is the Van Dam $\alpha$ method [17] as modified by Gallay [19,22,72] to remove the dependency of the viscous slope in the coupling algorithm. In this modified $\alpha$, the collocation points are adapted to reflect a slope of $\frac{\partial C_l}{\partial \alpha} = 2\pi$ in the UVLM. Firstly, the effective angle of attack is obtained using sectional lift coefficient computed with the Kutta–Joukowski theorem in Equation (29) and the known sectional lift curve slope. The sectional lift coefficient $C_l$ is then interpolated at the effective angle of attack in the viscous database. Section lift is used to update the UVLM sections angle of attack. The circulation is recomputed at every iteration by solving the UVLM-VPm linear system of Equation (3). The viscous coupling algorithm is given as follows:

Viscous Coupling Algorithm

1. Solve the hybrid UVLM-VPm to obtain circulation distribution.
2. FOR every spanwise section DO
3. Compute $C_{l,inv}$ using Kutta-Joukowski theorem Equation (29)
4. Calculate the effective angle of attack $\alpha_e$:
   \[
   \alpha_e = \frac{C_{l,inv}}{2\pi} - \alpha_{local} + \alpha_{3D}
   \]  \hspace{1cm} (27)
   where $\alpha_{local}$ is the iterated variable initially set to the section free stream angle of attack $\alpha_{3D}$.
5. Interpolate the viscous lift ($C_{l,vis}$) at the effective angle of attack from a database.
6. Update with relaxation factor $\varepsilon$ the local angle of attack in the right hand side of the UVLM:
   \[
   \alpha_{local} = \alpha_{local} + \varepsilon \left( \frac{C_{l,inv} - C_{l,vis}}{2\pi} \right).
   \]  \hspace{1cm} (28)

END DO

6. Go to 1 until $|C_{l,inv} - C_{l,vis}| \leq 10^{-4}$

Convergence of the viscous coupling algorithm occurs as the lift at each spanwise section in the UVLM-VPm is identical to that of the local 2D viscous database associated to that section, while still enforcing a modified UVLM boundary condition. This modification is simply a change in the free stream angle of attack. This coupling procedure is excessively efficient because it requires no geometry handling, even for important profile geometry deviation from the UVLM incompressible thin airfoil, as the effects are included numerically by the coupling procedure via the viscous database. When convergence is obtained, the effective angle of attack is known at every station, enabling the interpolation of any other profile coefficient such as 2D drag, moment or heat transfer coefficient.
2.8. Force Calculations

The steady and unsteady aerodynamic forces can be computed on each panel side using the Kutta-Joukowski theorem and at the panel center using the unsteady Bernoulli formulation, respectively:

\[
\Delta F_{\text{steady}} = \rho_\infty \Gamma_{\text{local}} \times \mathbf{r} \quad (29)
\]

\[
\Delta F_{\text{unsteady}} = \frac{\partial \Gamma}{\partial t} \, dS \, \mathbf{n} \quad (30)
\]

where \( \rho_\infty \) is the freestream density, \( \frac{\partial \Gamma}{\partial t} \) is the rate of change of the panel circulation with respect to time and \( dS \) is the surface area of the panel. Each panel total force \( \Delta F = \Delta F_{\text{steady}} + \Delta F_{\text{unsteady}} \) is summed to compute three overall coefficients for rotary wing aerodynamics: the coefficient of thrust \( C_T \), the coefficient of torque \( C_Q \) and the figure of merit \( FM \), defined as follows:

\[
C_T = \frac{T}{\rho_\infty \pi R^2 (\Omega R)^2} \quad (31)
\]

where \( R \) is the rotor radius, \( \Omega \) is the rotational velocity of the blades and \( T = \sum \Delta F \cdot \mathbf{t} \) is the total force along the thrust axis \( \mathbf{t} \);

\[
C_Q = \frac{Q}{\rho_\infty \pi R^3 (\Omega R)^2} \quad (32)
\]

where \( Q = \sum (\Delta F \times \mathbf{r}) \cdot \mathbf{t} \) is the summation of the torque caused by each force at a distance \( \mathbf{r} \) away from the center of rotation, projected on the thrust axis:

\[
FM = \frac{C_{Q_{\text{ideal}}}}{C_Q} = \sqrt{\frac{C_T^2}{C_Q}} \quad (33)
\]

with a hovering efficiency computed by the ratio of the ideal minimum torque needed to generate this thrust as given by momentum theory over the actual torque of the rotor.

It is also useful to define the 2D (per unit span) sectional lift and drag coefficients as follows:

\[
C_l = \frac{L}{\frac{1}{2} \rho_\infty V^2 S} \quad (34)
\]

\[
C_d = \frac{D}{\frac{1}{2} \rho_\infty V^2 S} \quad (35)
\]

where \( L \) and \( D \) are, respectively, the lift and drag forces generated by the 2D section, \( V \) is the nondimensionalized speed and \( S \) is the surface of reference. In this work, the nondimensionalized speed is taken as the speed induced by the rigid body rotation at the section. The 2D reference area is the total area of the panels in the 3D section. Note that the lower-case index is used for a 2D coefficient compared with the upper-case index for the 3D coefficients.

3. Test Case

The test case treated in this work is the four bladed S76 1/4.71 scaled rotor model geometry with rectangular tip as presented in the AIAA 2nd Hover Prediction Workshop [73], both out and in ground effects. The blades geometry as described by Balch and Lombardi [74] extends from 269.0256 mm at the root to \( R = 1423.416 \) mm at the tip. The profiles used are SC1013-R8 at root position 0.189 R, SC-1095-R8 from 0.4 R to 0.8 R and SC-1095 from 0.84 R to 1.0 R, with linear transitions between the airfoil changes. The chord is 79.4918 mm from the root to 0.8 R and 78.74 mm from 0.84 R to tip, also with a linear
transition between the chord change. The blades have a $-10^\circ$ linear twist for most of the span, except for a small positive linear twist region near the root. The collective angle is taken at 75% of the span. The rotor solidity is 0.07043. The tip Reynolds number is taken to be $1.09 \times 10^6$ and $1.18 \times 10^6$ for the tip Mach number of 0.6 and 0.65, respectively. Only the rectangular tip shape is tested as the scope of this paper is to show the usability of a new method. Validations using other tip geometries (swept, tapered and anhedral tip geometries also exist) are deemed to be part of further work even though the viscous coupling algorithm with viscous sectional data computed with infinite swept wing assumption has been studied by the authors’ research group [20] for aircraft wings.

4. Rotor-Blade Modeling

A lifting surface paneling and temporal refinement study is first performed. Figure 3 shows the convergence of the coefficient thrust and the figure of merit for four different mesh and time discretizations when simulating the out of ground effect at a collective angle of $9.25^\circ$ and a tip Mach number of 0.65. The coarsest mesh discretizes each of the four blades using two chordwise panels and five spanwise panels, and the time step allows the blade to advance by an azimuthal increment $\Delta \Psi = 10^\circ$. Each level of refinement doubles the numbers of chordwise and spanwise panels and divides the time step by two. All the simulations were run for at least 24 rotations to ensure convergence, except for the finest discretization ($16 \times 40$ panels, $\Delta \Psi = 1.25^\circ$) that could only reach about 15.7 rotations in 42 days on 1 node of 40 cores. The convergence of the coefficient of thrust shows that most of the simulations behave similarly reaching a maximum thrust coefficient at the end of the three slow started revolutions and smoothly converging to a stable coefficient of thrust. Only the coarsest discretization is qualitatively different, reaching a second peak after the first one. The finest and the second finest discretization ($16 \times 40$ panels, $\Delta \Psi = 1.25^\circ$ and $8 \times 20$ panels, $\Delta \Psi = 5^\circ$) converge to a very similar coefficient of thrust that is slightly larger than the second coarsest discretization ($4 \times 10$ panels, $\Delta \Psi = 5^\circ$). The figure of merit convergence shows a little bit more variation where the coarsest discretization still has a second peak, the second coarsest discretization smoothly descends to a converged figure of merit and the two finest discretizations are slowly increasing towards convergence after the initial peak. Overall, the figure of merit convergence shows that the two finest discretizations are closely following each other, although the finest simulation could not be converged as far as the other discretizations because of the computational cost incurred.
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Table 3 shows the difference in percentage for the different converged coefficients and their peak value obtained at the end of the slow started rotations. The chosen reference for the difference is the second finest discretization as it is the finest that has obtained full convergence on all coefficients. It can be seen that the error consistently diminishes as the discretization is refined for all of the six columns. Comparison of the reference with the two coarsest discretizations shows an unexpected trend, as the variation in converged coefficients of thrust and torque are of an opposite sign, yielding a large difference for the figure of merit. On the contrary, comparison with the finest discretization is consistent where an increase in thrust also produces more power. The converged and peak coefficient of thrust between the two finest discretizations agree well (less than 1% difference). The converged and maximum coefficients of power show slightly more difference at about 1.5%, but this might be expected at different thrust values. The converged figure of merit is incredibly close (less than 0.1%), but caution is required since the finest discretization might not be fully converged. The largest difference between the two finest discretizations is found for the peak figure of merit with slightly more than 2%. Since the aim of this article is to provide converged hover results, the peak values are additional information of lesser importance than the converged results. The second finest discretization is therefore chosen for the remainder of this work as it shows similar converged results as the finest while obtaining convergence much faster. The four blades are each modeled using $8 \times 20$ vortex panels mesh on the camber line for the linear case and on a straight line from leading edge to trailing edge when viscous coupling is used, as the coupling adequately models the aerodynamic effects of camber, compressibility and viscosity at the different sections [19].

Table 3. Difference in percentage for the converged and peak coefficient of thrust, coefficient of power and figure of merit using the Mesh $8 \times 20$, $\Delta \Psi = 2.5^\circ$ as the reference for the different discretizations.

<table>
<thead>
<tr>
<th>Mesh, $\Delta \Psi$</th>
<th>Converged CT (%)</th>
<th>Peak CT (%)</th>
<th>Converged CP (%)</th>
<th>Peak CP (%)</th>
<th>Converged FM (%)</th>
<th>Peak FM (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2 \times 5$, 10.0°</td>
<td>8.90</td>
<td>9.93</td>
<td>-7.36</td>
<td>-11.93</td>
<td>22.67</td>
<td>30.87</td>
</tr>
<tr>
<td>$4 \times 10$, 5.0°</td>
<td></td>
<td>3.70</td>
<td>3.76</td>
<td>-3.33</td>
<td>-5.43</td>
<td>9.24</td>
</tr>
<tr>
<td>$8 \times 20$, 2.5°</td>
<td></td>
<td>-0.92</td>
<td>-0.37</td>
<td>-1.46</td>
<td>1.57</td>
<td>0.08</td>
</tr>
<tr>
<td>$16 \times 40$, 1.25° *</td>
<td></td>
<td>-0.37</td>
<td>-1.46</td>
<td>1.57</td>
<td>0.08</td>
<td>-2.10</td>
</tr>
</tbody>
</table>

* The finest mesh could only reach 15.7 rotations despite running for 42 days on 40 cores.

For the use of NL UVLM, an additional viscous discretization is needed. For a constant profile blade, as the Reynolds number varies linearly along the span, the viscous databases should minimally be provided for the root and tip conditions to enable spanwise linear interpolation [24]. Viscous data should also be provided at any cross section change. Thus, the databases are generated at root and tip and at every profile switch along the blades which occurs at $r/R = 0.4$, 0.8 and 0.84. This leads to five stations for given tip Mach and Reynolds numbers. The interpolations are accomplished via Akima splines within the database and by linear interpolation between sections. Two different sets of databases are tested.

First, an empirical correlation (later referred to as correlation) given by Bousman [75] is used. Equations (1) and (2) in the reference are used to generate the lift and drag database, where $C_{l_{\text{max}}}$ and the zero lift angle of attack can be recovered by averaging values in the reference Tables 7 and 8 and Figure 27, respectively. Though easy to generate, the reference is unfortunately lacking the details of the root profile and the coefficient of drag is assumed to remain constant ($C_{d_{0}}$). As the SC1013-R8 is a similar profile to the SC1095-R8 (albeit thicker), the latter is used at the root station, knowing that the thickness mostly affects the stalling characteristics and the considered test cases are all stall-free along the blades. The constant coefficient of drag assumption is reasonable at reduced angle of attacks but is a limitation at higher angle of attacks.
The second set of viscous data is generated using an in-house finite volume 2D RANS solver which solves the 2D RANS equations on a multiblock structured grid using a second-order, cell centered finite-volume method with a matrix dissipation scheme and accelerated to a steady-state solution using the full approximation storage multigrid scheme [76]. The 258 × 128 mesh is generated keeping the y+ values close to 1.0. For the turbulence model, the Spalart–Allmaras one-equation model [77] is employed. This numerically generated database is therefore constructed by solving 2D RANS using the correct airfoil geometry and the corresponding Mach and Reynolds at each of the five stations along the S76 rotor blades. The effect of Coriolis, centrifugal forces and the existence of crossflow in the rotating frame are neglected in this study. Even though the Reynolds number range on the rotor model might suggest important laminar to turbulent transition effects on the blades, the fully turbulent SA model is chosen in this study to remain as close as possible to most of the higher fidelity results from the 2nd Hover Prediction Workshop [73] where only two of the eight codes attempted to take into account transition. In the hover workshop result compilation, the differences between codes with and without transition (such as U of Tol and AFDD) were small, especially for the rectangular tip shape. The methodology of the NL UVLM presented here does not assume turbulent flow, as this assumption is encapsulated in the database that can be generated with a laminar, turbulent or transitioning higher fidelity 2D code.

Figure 4 shows the lift and drag curves at the blades tip and 0.84 R. The lift curves are qualitatively similar for both databases, but the 2D RANS data fortuitously predicted more lift than the empirical correlation relationships in the linear region at all of the five blade stations. The importance of the differences between the databases in this work is to observe the results sensitivity of the NL UVLM algorithm with respect to its inputs. The 2D RANS data expectedly generates more drag than the empirical correlation data having a constant drag assumption. The black dashed line is hidden under the superimposed red dashed line in Figure 4b as both sections have the same C_d0.
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**Figure 4.** Viscous database of SC-1095 from 2D RANS and data correlation. (a) Lift curves varying with effective angle of attack. (b) Drag curves varying with effective angle of attack.

5. Results

Comparisons are based on the 2nd Hover Prediction Workshop compilation as reported by Hariharan [73]. In that article, 3D URANS results are shown separately for the structured and unstructured solvers as well as hybrid 3D URANS near field and Lagrangian far field wake representations. Because UVLM-VPM and NL UVLM-VPM are also Lagrangian methods that conserve vorticity in the wake, they are expected to match the
hybrid 3D RANS—Lagrangian wake best, especially with the NL UVLM-VPM where a higher fidelity 2D lift and drag are used.

5.1. Out of Ground Effect (OGE)

Simulations of the out of ground effect are performed at a tip Mach number of 0.65. Figure 5 shows the effective angle of attack distribution along the span of the blades at a collective angle of 9.25°, the highest collective simulated with the NL UVLM-VPM. Interpolation in the databases at the given effective angle of attacks allows to conclude that all the cases simulated with NL UVLM-VPM are free of stall along the blade and only the peak loading region experiences significant non-linearity from the RANS database at high collective angles. Therefore, neglecting the 3D stall delay is not expected to cause significant differences for the blade loading near the root.

Figure 5. Effective angle of attack distribution along the span at a collective angle of 9.25° and tip Mach number of 0.65 out of ground effect using the RANS database in black and Bousman experimental correlation in red.

5.1.1. Global Coefficients

Figure 6 shows the coefficient of thrust with the collective angle for the hovering case far from the ground. The linear UVLM-VPM tends to under predict the aerodynamic forces as it does not model the compressibility effects. It is worth noting that the linear UVLM-VPM follows fairly well the structured codes results for the thrust prediction except for the two lowest collective angles. The addition of the viscous coupling algorithm increases the coefficient of thrust compared with the linear case because of the addition of viscous and compressibility effects, therefore having a lift slope higher than the incompressible thin airfoil theory in the linear region, as expected. Introducing locally the viscous and compressibility effects, the NL UVLM-VPM results tend towards the 3D URANS-Lagrangian wake methods, except at lower collectives where the linear UVLM-VPM already well predicts the thrust coefficient compared with the 3D RANS-Lagrangian method. Therefore, adding the non-linear coupling at lower collectives causes an overprediction of the thrust coefficient. As the collective angle is increased, the 2D RANS database predicts the experimental $C_T$ the most accurately compared with the correlation database and the linear case. The growing difference between the viscous coupling using 2D RANS and correlation is explained by the database used where the 2D RANS consistently predicted a higher 2D $C_T$ than the correlation at the given effective angle of attacks as shown in Figure 4 (note that all sections in all cases remain at lower effective angles of attack than stall values). The coupling algorithm results are therefore consistent with the databases.
used as increasing sectional 2D lift increases the overall $C_T$. Nevertheless, the 2D RANS database is much easier to generate at the exact desired conditions of the Mach and Reynolds numbers via a 2D RANS solver while the correlation database requires experiments on the given geometry in similar conditions which are usually much more expensive to obtain.

Figure 6. Coefficient of thrust $C_T$ varying with collective angle, comparisons between Hybrid UVLM-VPM and experimental data with (a) 3D RANS structured codes, (b) 3D RANS/DES unstructured codes, and (c) hybrid 3D RANS-Lagrangian codes.

Figure 7 shows the coefficient of thrust varying with the coefficient of torque. The UVLM-VPM shows a significant difference with the NL UVLM-VPM because it captures only the induced component of the drag, whereas the viscous coupling adds local viscous and pressure drag components. Note that the 2D database can include wave drag in a transonic regime. Therefore, the torque is much more accurately predicted with the NL UVLM-VPM as a more realistic drag is computed along the blades. Since the drag is interpolated at the computed local angle of attack from the viscous coupling algorithm, the results using correlation and RANS predict a similar torque at low $C_T$ (because they have a similar $C_D$); however, the RANS data predicts more drag as the local angle of attack is increased, meaning more torque as a collective is increased. On these plots, the RANS database is the closest to the other numerical methods and experiment while still predicting too low torque values at the highest collectives. The results compare well with 3D URANS-Lagrangian methods.
Figure 7. Coefficient of thrust $C_T$ varying with coefficient of torque $C_Q$, comparisons between hybrid UVLM-VPM and experimental data with (a) 3D RANS structured codes, (b) 3D RANS/DES unstructured codes, and (c) hybrid 3D RANS-Lagrangian codes.

Figure 8 shows a similar trend with the figure of merit, which is a measure of the efficiency of the rotor. Overall, the linear UVLM-VPM predicts too low torque, which causes its figure of merit to be close to unity. In contrast, when adding the viscous coupling, the figure of merit measures much closer to the experiment and higher fidelity values. Hence, the figure of merit for the NL UVLM-VPM using RANS database agrees well with the 3D URANS-Lagrangian methods. At the highest thrust coefficient, the low torque predicted by the NL UVLM-VPM directly translates into an overestimated figure of merit.
Figure 8. Figure of merit with coefficient of thrust $C_T$, comparisons between hybrid UVLM-VPM and experimental data with (a) 3D RANS structured codes, (b) 3D RANS/DES unstructured codes, and (c) hybrid 3D RANS-Lagrangian codes.

5.1.2. Error Compared with Experimental Results

From the qualitative figures presented in the previous section, the quantitative error of each method is compared with the experimental results. To reduce the amount of data, only the coefficient of thrust and the figure of merit are compared. Data cannot be directly compared, firstly because all methods have not been tested at the same collective and thrust as the experimental data and secondly because a direct comparison would not consider possible outliers in the experimental data. To perform the comparison, the trend lines are first obtained from the experimental data. A linear trend line is chosen for the coefficient of thrust as a function of the collective angle and a quadratic trend for the figure of merit as a function of the coefficient of thrust. Then, the trend lines functions are used to predict the experimental values at the collective angles of attack of the methods. The relative error is simply the difference of the predicted value of the method and of the experimental value divided by the predicted experimental value. Since the experimental data is only available up to a collective of about 8.6°, the values above that are ignored for the figure of merit comparison, since extrapolation is risky if the trend is not maintained outside the data points. In fact, some methods predict a plateau after that value, while others continue decreasing. From the available data, it is not possible to determine which is correct. Note that the values above 8.6° are kept for the thrust comparison, since most methods do not show deviation from the linear trend for the thrust prediction.
Table 4 presents the mean and median relative errors of all methods compared with experimental trends. For the CT error, the UVLM-VPM and the two NL UVLM-VPM have among the largest errors for the mean error, but interestingly, the two NL UVLM-VPM have among the lowest median errors. That is because the two NL UVLM-VPM mean CT are “polluted” by the two lowest collective CT that are very far from the experimental values, but the rest of their predictions are much closer to the experimental data. In fact, if those two points are removed, the mean CT errors of the NL UVLM-VPM become 2.2% and 3.7%, respectively, for the 2D RANS and correlation, which would be the lowest mean CT errors. The other methods have a much closer mean and median CT error, meaning that their error is more evenly distributed across all their data points. For the FM error, as expected, the UVLM-VPM has the largest mean and median FM error compared to the experimental results and the 2D RANS has a smaller error than correlation for the NL UVLM-VPM since it models the increased drag at a higher angle of attack. The NL UVLM-VPM with the 2D RANS has a FM error among the highest of the high-fidelity methods, while still being better than the KAIST results.

Table 4. Relative error compared with experimental trends.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean CT Error (%)</th>
<th>Median CT Error (%)</th>
<th>Mean FM Error (%)</th>
<th>Median FM Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UVLM-VPM</td>
<td>9.03</td>
<td>9.85</td>
<td>72.9</td>
<td>56.9</td>
</tr>
<tr>
<td>NL UVLM-VPM Correlation</td>
<td>8.85</td>
<td>5.73</td>
<td>9.73</td>
<td>8.72</td>
</tr>
<tr>
<td>NL UVLM-VPM 2D RANS</td>
<td>9.81</td>
<td>4.03</td>
<td>5.98</td>
<td>5.64</td>
</tr>
<tr>
<td>Boeing</td>
<td>7.08</td>
<td>8.22</td>
<td>5.37</td>
<td>4.97</td>
</tr>
<tr>
<td>Army AFDD</td>
<td>9.82</td>
<td>9.85</td>
<td>4.44</td>
<td>3.75</td>
</tr>
<tr>
<td>U. of Liv.</td>
<td>5.97</td>
<td>7.12</td>
<td>2.22</td>
<td>2.51</td>
</tr>
<tr>
<td>KAIST</td>
<td>9.97</td>
<td>10.8</td>
<td>7.39</td>
<td>7.44</td>
</tr>
<tr>
<td>U. of Tol.</td>
<td>6.74</td>
<td>8.66</td>
<td>2.58</td>
<td>3.58</td>
</tr>
<tr>
<td>GA Tech</td>
<td>3.70</td>
<td>3.88</td>
<td>3.73</td>
<td>2.56</td>
</tr>
<tr>
<td>UTRC</td>
<td>4.21</td>
<td>3.16</td>
<td>4.47</td>
<td>3.10</td>
</tr>
</tbody>
</table>

5.1.3. Spanwise Coefficients

Figure 9 shows the distribution of the thrust nondimensionalized with the local rotational velocity along the blades at a given coefficient of thrust value of $C_T/\sigma = 0.09$. To do so, the distribution of thrust from the two enclosing coefficient of thrust simulations are linearly interpolated at the given coefficient of thrust. Linear UVLM-VPM has a slightly different thrust distribution compared to both of the NL UVLM-VPMs which are almost indistinguishable. The main differences are the values at the root where the linear UVLM-VPM is higher than the NL UVLM-VPM and inversely in the region before the peak ($r/R \in [0.8, 0.95]$), where the linear UVLM-VPM is lower than the NL UVLM-VPM. It is worth noting that both the linear and the non-linear methods agree well with most of the higher fidelity methods away from the blades’ ends but do not show the thrust increase near the root displayed by most 3D URANS results. This might be caused by the cosine tip refinement paneling that stretches the root panels as that region is of lesser interest for rotary wing aerodynamics. They both capture well the magnitude and position of the maximum loading near the tip, although the peak bumps are too narrow, while the higher fidelity codes have a smoother varying loading at that point. The thrust distributions are especially close to those predicted by 3D URANS-Lagrangian methods. The linear UVLM-VPM tends more toward the GA Tech thrust distribution while the two NL UVLM-VPM are closer to the UTRC distribution.
Figure 9. Blade section thrust coefficient $C_t$ for $C_T/\sigma = 0.09$ comparisons between hybrid UVLM-VPM with (a) 3D RANS structured codes, (b) 3D RANS/DES unstructured codes, and (c) hybrid 3D RANS-Lagrangian codes.

Similarly, Figure 10 shows the distribution of torque along the blades at the given coefficient of thrust. The linear UVLM-VPM undoubtedly shows low torque along the blades as it only considers the induced drag component. Comparing the NL UVLM-VPM with the correlation and 2D RANS databases at a similar thrust loading highlights the drag component difference in the databases (correlation only models $C_{d0}$ which causes a slight underprediction of the torque distribution); however, both databases’ results are close to the 3D URANS-Lagrangian method. The linear and non-linear UVLM-VPM do not have the high values near the ends of the blades as most of the other methods have. It has a much deeper dip in the torque distribution located at the maximum local thrust location near the blades tip compared to the other methods.

The coefficient of pressure at sections $r/R = 0.6, 0.85$ and $0.975$ are plotted in Figure 11, Figure 12 and Figure 13, respectively. The NL UVLM-VPM allows to recover the coefficient of pressure by interpolating the calculated coefficient of pressure from the 2D RANS at the section effective angle of attack. The coefficient of pressure could not be plotted for the correlation database as only the coefficients of lift and drag are known, and not the coefficient of pressure. The differences in the solutions increase as the section is taken closer to the blades tip. Overall, the NL UVLM-VPM results remain between the two 3D URANS-Lagrangian methods at the two first stations and have a similar shape as the UTRC at $r/R = 0.975$. The coefficient of pressure and local distribution of thrust are tightly
related; thus, it is likely that the Boeing and GA Tech results for the coefficient of pressure at that section suffer from the bump in the distribution of thrust shown at Figure 9. The agreement with the Boeing coefficient of pressure is excellent at $r/R = 0.6$ and good at $r/R = 0.85$.

Figure 10. Blade section torque coefficient $C_q$ for $C_T/\sigma = 0.09$, comparisons between hybrid UVLM-VPM with (a) 3D RANS structured codes, (b) 3D RANS/DES unstructured codes, and (c) hybrid 3D RANS-Lagrangian codes.
Figure 11. Surface pressure coefficient $-C_p$ at $r = 0.6R$ and $C_f/\sigma = 0.09$, comparisons between hybrid UVLM-VPM with (a) 3D RANS structured codes, (b) 3D RANS/DES unstructured codes, and (c) hybrid 3D RANS-Lagrangian codes.
Figure 12. Surface pressure coefficient $-C_p$ at $r = 0.85R$ and $C_f/\sigma = 0.09$, comparisons between hybrid UVLM-VPM with (a) 3D RANS structured codes, (b) 3D RANS/DES unstructured codes, and (c) hybrid 3D RANS-Lagrangian codes.

Figure 13. Surface pressure coefficient $-C_p$ at $r = 0.975R$ and $C_f/\sigma = 0.09$, comparisons between hybrid UVLM-VPM with (a) 3D RANS structured codes, (b) 3D RANS/DES unstructured codes, and (c) hybrid 3D RANS-Lagrangian codes.
5.2. In Ground Effect (IGE)

Figure 14 shows the simulations in ground effect performed at a collective angle of 9.25°, a tip Mach number of 0.6 and a nondimensional distance of z/R = 1.2 over the ground plane simulated with the mirror image method. The LES viscosity needed to stabilize the simulation in the wake is highest (red in the figure) in the starting vortex at the four azimuthal angles of the blades at the beginning of the simulation. The diffusion there ensures that the starting vortex remains under control as time moves forward. The LES viscous diffusion is small in the vicinity of the rotor, thus not diffusing excessively the important vortex features such as the blades’ tip vortex. The simulations are time stepped until periodic variation is found, and the results are averaged over the last few rotations.

Figure 14. Vectorial $\mathbf{\Gamma}$ colored by the eddy viscosity of wake particles from the S76 rotor rotating with $M_{\text{tip}} = 0.6$, collective pitch angle of 9.25°, and hovering at 1.2 R from the ground plane.

A test of robustness is first performed. Keeping the S76 geometry and the maximum collective simulated in this work (9.25°), the UVLM-VPM is tested at different ground heights. Figure 15 shows the increase of thrust in ground effect compared with the theoretical equation and experimental results on a different four-bladed rotor geometry. The Cheeseman theoretical equation [78] can be used to model the increase of thrust when a rotor is in ground effect normalized by the out of ground effect thrust. This equation is found by modeling the rotor and its image as sources and assuming a constant inflow velocity over the rotor disk. The Cheeseman equation follows the experimental data well in hover for a rotor height of 0.75 radius and above but overestimates the thrust increase as the rotor further approaches the ground up to its discontinuity at a 0.25 radius. Also shown on the plot is the experiment results of the Lynx Tail Rotor geometry in ground effect [79]. Even if the geometries are slightly different, the UVLM-VPM with the inviscid mirror image method captures better than Cheeseman theory the increase of thrust in ground effect measured in the experiment where the ground is inherently viscous.

Results for the collective sweep at a height of 1.2 radius in ground effect generally show a similar behavior as the simulation’s out of ground effect, except that the linear UVLM-VPM does not under predict as much the coefficient of thrust in the higher collective region compared with the experimental data, as can be seen in Figure 16. Therefore, the addition of the viscous coupling offsets the predicted coefficient of thrust as it is expected, resulting in an over prediction of the coefficient of thrust, especially notable for the RANS database. The coefficient of torque and figure of merit show an identical trend as the case out of ground effect, where the NL UVLM-VPM with the RANS database is the closest to the experimental data and agrees better at lower thrust coefficients.
Figure 15. Increase of thrust in ground effect comparing the Cheeseman theoretical equation, experiment results on the Lynx Tail Rotor geometry and the UVLM-VPM on the S76 geometry.

Figure 16. Comparisons between hybrid UVLM-VPM with experimental data. (a) coefficient of thrust $C_T$ varying with collective angle, (b) coefficient of thrust $C_T$ varying with coefficient of torque $C_Q$, and (c) figure of merit varying with the coefficient of thrust $C_T$. 
6. Conclusions

In conclusion, this article details a new method towards rotor aerodynamics analysis that is the combination of the NL UVLM via the alpha coupling and the VPM with an added LES viscosity diffusion term. The added eddy viscous term is able to stabilize the simulations of a hovering rotor for both in and out of ground effects. A UVLM-VPM mesh independence test performed for the out of ground effect shows small differences in the results compared with those obtained with a finer mesh.

The non-linear UVLM-VPM greatly improves the torque prediction, which also improves the figure of merit, compared to the full potential UVLM-VPM, because the non-linear algorithm includes more physical drag components than the UVLM-VPM that only accounts for induced drag. For the case far from the ground, the results for the coefficient of thrust compare especially well in the region of interest with the experimental data and hybrid higher fidelity codes that conserve vorticity in the far wake. The sectional thrust and torque distributions as well as the coefficient of pressure enabled by the viscous coupling agree well with those given by the higher fidelity codes.

For the simulations of the in ground effect, only the comparison with experimental data is shown because the higher fidelity codes results are not available. The coefficient of thrust predicted by the linear UVLM-VPM is closer to the experimental data, so the addition of the viscous coupling does not improve significantly the coefficient of thrust prediction, but as for the out of ground effect case, the torque and figure of merit predictions are greatly improved by the non-linear coupling.

The new method could help simulate rotor aerodynamics where viscous effects are more important, such as smaller rotors, especially in a confined environment where UVLM alone can struggle. It also opens the door to new optimization the possibility of using this mixed fidelity tool with a relatively fast turnaround time. Note that discussions on the simulations’ time is deliberately excluded from this article as the focus is to demonstrate the usability of the results of the method and not to fully optimize the code. To give the reader an order of magnitude, the simulations of the in ground effect each take about three days on one supercomputer node with 40 cores parallelized with OpenMP in a C++ code, which is still much less in time and compute core resources than any reported 3D URANS rotor simulations.
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