Advancements and Opportunities in Characterizing Patient-Specific Wall Shear Stress Imposed by Coronary Artery Stenting
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Abstract: The success of drug-eluting stents (DES) is limited by restenosis and, to a lesser extent, late stent thrombosis. Mechanical stimuli have been implicated in these outcomes, with indices of wall shear stress (WSS) determined from computational simulations being reported most frequently. The current work summarizes state-of-the-art computational approaches applicable to patient-specific models aimed at further understanding changes in WSS indexes imposed by stent implantation. We begin with a review of best practices involved in the process and then summarize the literature related to stent-induced WSS alterations. Image-based reconstruction methods are also discussed, along with the latest generation boundary conditions that replicate cardiac physiology and downstream vasculature in the setting of coronary artery disease. The influence of existing material property data on WSS results obtained with geometries reconstructed from finite element modeling and fluid structure interaction (FSI) simulations is reviewed, along with the novel approaches being used to provide coronary artery plaque data that are currently missing from the literature. We also consider the use of machine learning tools that have the potential for impact when assessing the role of adverse stent-induced WSS in suboptimal clinical outcomes. We conclude by focusing on challenging cases that involve DES implantation, which may benefit from recent advancements in patient-specific computational modeling.
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1. Background

Cardiovascular disease (CVD) remains the leading cause of mortality in the USA, with greater than 1000 daily CVD deaths and approximately 8 million procedures annually. A total of 126 million Americans (49.2% of adults) have CVD, and ~50% suffer from coronary artery disease (CAD) [1]. Bare metal (BMS) and drug-eluting stents (DES) have revolutionized CAD treatment. Stenting is now the most common method of revascularization and percutaneous coronary intervention (PCI). Despite notable advances, current DES are still limited by in-stent restenosis (ISR) and, to a lesser extent, stent thrombosis (ST). Restenosis is defined by a diameter reduction via angiography [2] or intravascular imaging modalities such as optical coherence tomography (OCT) [3] from excessive neointimal hyperplasia (NH; new tissue growth) [4]. Early DES decreased
Despite LST representative corona undersizing studies positioning restenosis adverse computational for setting of one implantation of DES. The precise cause of poor clinical outcomes of DES in some patients remains unknown. Recent reports have pointed to procedural and biological contributors, with at least one recent classification system proposed to better differentiate contributors on a patient-specific basis. The malapposition of stent struts is likely a contributor within the procedural aspect of the proposed scoring system cited above. Malapposition is defined as a portion of the stent present at a distance greater than the strut’s thickness from the artery surface. Malapposition can occur late as a result of positive vessel remodeling due to an eluted drug, or early as the result of local plaque burden. Coronary anatomy such as bifurcation lesions can also impact the deformation and positioning of stent struts, leading to the unintentional underexpansion or undersizing of stents. Malapposition is a prominent contributor, and hence a marker, of LST and possibly NH.

Mechanical stimuli have also been implicated in poor clinical outcomes following DES implantation, with indices of wall shear stress (WSS) calculated from computational simulations being reported most frequently. Hence, the current review primarily focuses on indices of WSS and aspects of the patent-specific computational modeling process that can influence these indices. Distributions of WSS indices (see Section 3) are locally influenced by strut positioning after stenting and can also modulate artery response to the stent implantation process. Previous studies and reviews have suggested adverse flow patterns and that the potential for flow stagnation are accentuated in the setting of malapposed struts. Stenting has also been noted to cause endothelial denudation and arterial damage as part of the process of restoring artery patency. Studies going back decades have convincingly shown how WSS indices can determine where the neointimal tissue establishes in response to localized injury. The overexpansion of stents can therefore create the undesirable situation of more prominent arterial injury along with a greater percentage of the stented artery being exposed to adverse distributions of WSS.

WSS patterns correlate with sites of NH in BMS and can inhibit the endothelialization of stents, which prevents LST. In contrast to BMS, the data relating WSS to NH or LST for DES can be conflicting. This observation underscores the need for additional studies that link detailed wall shear stress distributions after stenting, as can be revealed by patient-specific computational modeling, to the local arterial response. Despite advances in modeling capabilities, there is a paucity of important data upon which advanced simulation methods rely for the accurate assessment of WSS distributions imposed by stenting as well as the vascular response to it. For example, the materials often used with computational models of stents employ hyperelastic constitutive relationships from a limited range of plaques despite the literature underscoring a need for more representative data. Similarly, some reports have suggested that the mechanism of action for a DES may differentially impact the relationship between NH and WSS seen in BMS, but such hypotheses have not been conclusively studied in vivo or with newer DES.

With the above background in mind, the current work summarizes state-of-the-art computational approaches that are applicable to patient-specific models, aimed at further
understanding WSS indices imposed by stent implantation. We begin with a general review of the steps involved in computational simulations and review the literature related to WSS indices that have historically been reported most commonly. Considering WSS alterations in response to stenting requires a brief summary of the reconstruction methods and the latest generation boundary conditions that replicate cardiac physiology and downstream vasculature in the setting of coronary artery disease. The roles of existing material property data as well as of those that are currently missing from the literature are also reviewed. We also consider the use of current tools from mathematical and statistical sciences, such as machine learning, that have the potential for impact when assessing the role of WSS from stents in the clinical outcomes of restenosis and/or stent thrombosis. Lastly, we focus on clinical sequelae with particularly poor clinical outcomes after DES implantation that may benefit from advancements in patient-specific computational modeling.

2. Requirements and Best Practices

Patterns of fluid flow can be described by partial differential equations representing conservation laws for quantities that include mass and momentum [45]. Predicting the effect of such flows in biomedical applications and other disciplines that prominently study fluid flow is costly and time-consuming when the user does not employ computational techniques. Computational fluid dynamics (CFD) is one commonly used approach in the simulation of fluid that passes within or around objects. CFD solves the governing equations of fluid motion through numerical methods (as finite element or finite volume methods) and provides an estimation of the velocity vector in a discretized computational domain, which is represented by a collection of organized mesh elements. The current work focuses on blood vessels, where CFD allows the user to replace the partial differential equations with algebraic equations that can be solved numerically within the discretized computational domain (i.e., mesh) via digital computers. Commercial and open-source CFD software packages are available to facilitate the completion of these calculations. Most of these current-generation software packages have user-friendly interfaces that accept several types of medical imaging data. The pipeline for each software package then allows a user to generate hemodynamic results by leveraging the governing mathematical equations. Despite the apparent ease with which CFD simulations can seemingly be conducted, it is worth mentioning that there are several important considerations that the user should be cognizant of, as discussed in more detail below.

The general requirements related to studying blood flow alterations using CFD include the creation of a model of vessel geometry from medical imaging data. In addition, CFD requires the user to prescribe flow and/or pressure information at the entrance of the vessel. It is also necessary to prescribe the hemodynamic state beyond the outlets of the model created in order to obtain realistic results (e.g., imposing downstream resistance to obtain a physiologic range of pressure). Rheological properties, including the density and viscosity of blood, should then be assigned. The last step in the process involves using a powerful computer or a high-performance cluster of computers to solve the governing equations for fluid flow throughout the vessel geometry, which is represented as a computational mesh.

More precisely, the first step in performing CFD simulations involves the creation of a computer aided design (CAD) model within the arterial regions of interest, often from medical imaging data. For coronary arteries implanted with stents, this is typically angiography data from computed tomographic (CTA) or fluoroscopic systems. These data are readily available and provide a clear definition of anatomy. While CTA data sets are inherently volumetric, geometries for CFD modelling from fluoroscopic imaging systems are also sometimes reconstructed using two or more planes under certain assumptions, and higher resolution information from the stented region is then obtained via registration with an intravascular imaging modality, as discussed in more detail below. CFD geometries can also be created from other imaging modalities (e.g., magnetic resonance
imaging). The models created can yield geometries on a patient-specific basis when it is desirable to focus on clinical questions for a specific patient [46] or for a group of patients with a similar pathology. Alternatively, idealized models are sometimes created to study blood flow that is generally reflective of a patient population. In such situations, the geometry within the model is typically informed by measurements taken from data within a collection of patients. The models may also offer guidance related to a specific clinical issue using a representative patient data set [47]. To date, our laboratory has primarily used SimVascular (simvascular.github.io), but there are other software packages that also permit the import and segmentation of medical imaging data, including ITK-SNAP (www.itksnap.org, accessed on 29 June 2022), Cardiovascular Integrated Modeling and Simulation (CRIMSON, www.crimson.software, accessed on 29 June 2022), Vascular Modeling Toolkit (VMTK, www.vmtk.org, accessed on 29 June 2022), Mimics (www.materialise.com/en/healthcare/mimics-innovation-suite, accessed on 29 June 2022, Plymouth, MI, USA), and others. Each of these programs facilitates the discretization of a CAD model after it has been created from imaging data by interacting with some type of meshing software. The parameters selected during the segmentation and meshing steps can have a large influence on the results obtained. For example, the accuracy of WSS distributions (see below for details on specific indices of WSS) substantially depends on the artery radius. Therefore, the care and reproducibility with which segments or 3D boundaries for the CAD model are created from the available imaging data is important in resulting WSS distributions.

In its simplest form (e.g., plane Couette flow), WSS is calculated as the product of viscosity and the rate of deformation (i.e., near-wall velocity gradient; Figure 1). For CFD, this change in velocity from the wall of an artery to the next nearest location is dictated by the arrangement of elements and local details of the computational mesh that has been created. The velocity on the wall is often zero due to a no-slip condition that is applicable to the interaction between the flowing blood and the vessel. Unfortunately, the computational costs (time and compute resources) of obtaining CFD results increases as a function of mesh density. This trade-off is often balanced in CFD studies through the use of adaptive meshing approaches [48–51], which can produce greater mesh density in spatial locations where it is most needed as a result of complex flow patterns. Such locations include the area near the vessel wall where, as mentioned above, improved accuracy is important for determining indices of WSS. As alluded to above, WSS indices are calculated from the velocity field and therefore cannot be directly quantified using transducers or non-invasive approaches in vivo. Hence, in the setting of careful reconstruction methods and results independent of the computational mesh (see below), CFD simulations allow for the computation of hemodynamic quantities such as WSS that are clinically difficult or even impossible to assess with a high degree of accuracy.

![Figure 1. The figure provides an illustration of the velocity profile experienced by endothelial cells lining an artery as a result of blood flow, and a general expression for wall shear stress (\(\tau_w\); WSS). In its simplest form, WSS can be defined as the frictional force imposed on the blood vessel wall. For](image-url)
this simple case, WSS is the product of viscosity (μ) and the shear rate, which is also known as the rate of deformation or near-wall velocity gradient (∂v/∂r). Adapted from Samyn and LaDisa [52].

In practice, a value for the density of blood is typically selected from the literature. A Newtonian assumption (i.e., constant blood viscosity) is also most often employed. Although blood is a shear-thinning fluid, approximating its behavior as Newtonian may be reasonable, depending on the range of shear rates experienced by the portion of the vasculature being studied and the indices being reported [53]. Newtonian and non-Newtonian (e.g., Carreau) models have been implemented [54–56], which may provide more realistic results at certain times during the cardiac cycle and near stent struts when other sources of realism have been included and when sources of uncertainty in the modeling process have been mitigated; for example, in patient-specific simulations where reconstruction accuracy or physiologic boundary conditions have been implemented [57].

One unique aspect of CFD software programs specifically designed for blood flow in vessels lies in their ability to impose boundary conditions that replicate normal and pathologic physiology. Methods imposed for patient-specific inlet boundary conditions include velocity-encoded (VENC; i.e., phase-contrast) flow data from magnetic resonance imaging (PC-MRI). The patient-specific inlet flow rate can also be obtained from angiography [58]. When such data are not available, other approaches such as waveforms from the literature are sometimes made to approximate patient-specific conditions by scaling according to the body surface area. In terms of outlet boundary conditions, the impedance spectra (i.e., time-varying opposition to blood flow) can be determined from flow and pressure measurements if they are obtained at the same location in the vasculature. Given the impracticality of the necessary measurements within a clinical setting, Windkessel models are often used as an approximation of the impedance spectra [59] at the outlets of computational models. It is increasingly common in CFD modelling of applications involving non-coronary arteries to employ Windkessel representations derived from blood pressure measurements and PC-MRI flow data for outlet boundary conditions. The use of these more recent outlet boundary conditions is often associated with backflow stabilization methods [60,61], which limit the need for the extension of outlets, as had been commonly applied in the past. Pronounced resistance introduced by ventricular contraction results in a non-linear and time-varying system for the coronary arteries [62]. Recent advancements related to boundary conditions also account for this physiology by including the ability to mimic cardiac function through the use of closed-loop lumped-parameter networks (LPNs) with CFD models. Although initially developed to model single ventricle physiology, closed-loop LPNs are now being used to characterize flow patterns in the coronary arteries and other vascular regions [63]. The parameters used with closed-loop LPN models are typically tuned based on clinically obtained data (e.g., cardiac output, stroke volume, blood pressure, and ejection fraction). Diameter-based scaling laws have also been widely adopted in cases where the coronary branches are included, and the specific approaches implemented to date have been nicely summarized in a recent book chapter by Chiastra, Dubini, and Migliavacca [64].

As mentioned above, upon setting boundary conditions, patient-specific simulations then use specialized computers to solve for the conservation of mass and the balance of fluid momentum. In some cases, the elastodynamic equations [65] are also solved, allowing for fluid–structure interaction (FSI) simulations that replicate local deformation. FSI simulations therefore represent an extension beyond CFD modelling that considers the elastic nature and pulsatility of the arterial system. FSI modelling has the potential to introduce more clinically relevant features when determining WSS indices by including realistic local deformations. For example, when again considering the simple case of WSS calculated as the product of the near-wall velocity gradient and viscosity, the movement of the vessel wall, as it occurs in vivo, will impact this calculation [66]. Most coronary artery stents are relatively rigid to prevent recoil with the stented region [67], but including local deformations in WSS calculations has the potential to provide more
realistic results and strains within intra-strut regions [66]. While the impact of FSI simulations on distributions of WSS in the literature has so far been dependent on available material properties, FSI studies conducted in idealized arteries with computational replicas of several commercially available stents show the advantages of circumferentially oriented sinusoidal strut patterns with limited connector elements and large open-cell designs, which have the smallest deviations in Von Mises stress and displacement when exposed to dynamic curvature [68]. Such studies provide support for design aspects that have been implemented by manufactures for decades. As with all the considerations above, adding the realism of deformable walls often leads to increased computational time. Hence, the need for this advancement should be considered relative to its importance, in relation to the quantities being reported. Conversely, simulating pulsatile blood flow for transient portions of the vasculature such as the coronary arteries, and best practices such as mesh independence, the presentation of results that are independent of the time step employed during a simulation, and the assurance that the results are periodic all represent considerations that are usually important regardless of the indices being studied.

3. Intravascular Reconstruction for Computational Simulations

Given the importance of geometry in the simulation process and WSS calculations reviewed above, it is not surprising that multiple approaches have been developed for the reconstruction of coronary arteries used in computational simulations [69–73], many of which using OCT data have recently been reviewed by Chiastra et al. [74]. We previously developed methods [73] to create patient-specific coronary artery reconstructions by combining conventional extravascular and high-resolution intravascular imaging. Our work in this area has featured the fusion of CTA with OCT data, but the conventional imaging data source could also be MRI or biplane angiography. Biplane (i.e., orthogonal) angiographic images are often used to determine the intravascular imaging pathway and have also been used to reconstruct a vessel lumen. Although biplane angiography is a common clinical process that is performed during PCI, non-orthogonal views, differences in data acquisition between planes, movement resulting from cardiac and/or respiratory dynamics, visibility of the imaging device, and general image quality are potential issues that may arise with this approach. Our approach (Figure 2) uses the conventional extravascular imaging data to establish boundaries for an optimization routine that determines the mathematical location of the intravascular imaging wire during pullback. The intravascular images provide high-resolution information from within the stented region, thereby theoretically permitting the use of volumes generated from biplane imaging planes despite the limitations mentioned above. Besides OCT, the high-resolution data can also come from IVUS. Both modalities can capture stent linkages. OCT has 10x the resolution of IVUS but requires contrast, and therefore some interventional cardiologists prefer IVUS. Our reconstruction and stenting approaches work with data from either modality. Briefly, intravascular images are processed to isolate lumen versus stent contours (i.e., segments) by thresholding. The pathway traversed by the wire during pullback is calculated by minimizing the total bending energy [73] within the volume delineated by the extravascular imaging data. Lumen segments are then registered longitudinally on the wire pathway using landmarks and according to the intravascular image spacing. These lumen segments are oriented such that they are orthogonal to the wire pathway and rotated so that the centroids are aligned with the vessel centerline. The aligned and oriented segments are then loaded into SimVascular for lofting and blending. The implanted DES from post-stenting OCT or IVUS is quickly replicated in reconstructions by a series of Boolean operations [66,73] or structural finite element modeling (FEM) [46]. Similar to full-scale structural FEM simulations that include stent recoil, the series of Boolean operations implemented for this approach can capture local stent malapposition.
Wu et al. recently created a reconstruction approach that is specifically tailored to coronary bifurcations [69]. Reproducibility and accuracy were assessed in five silicone bifurcation models created from patient-specific angiography, which then underwent OCT imaging and were compared to reference versions from contrast-enhanced microfocal computed tomography (μCT). The utility of the method was further scrutinized in seven diseased patient bifurcations of varying anatomical complexity. Agreement was high between reconstructions and reference morphology, as was reproducibility and the ability to conduct the reconstruction process within a reasonable amount of time (i.e., <1 h). This method has since been extended, with angiography and OCT data obtained directly from patients and with the addition of local linkages resulting from deployment through the optimization of several bifurcation stenting techniques [75].

Other approaches in the combination of conventional extravascular and high-resolution intravascular imaging data to reconstruct the stented flow domain are also presented with varying degrees of detail in the literature [70,76–79]. Recently, Li and colleagues described their process using 3D angiography and OCT imaging, which was featured for diseased coronary artery data sets [80] as well as those obtained after biodegradable vascular scaffold (BVS) implantation [58]. Their approach pays particular attention to the inclusion of side branches that are likely to impact the local flow field. A similar approach was employed for BVS by Migliori et al., who further quantified restenosis and neointimal thickening [76]. Gogas et al. developed a similar process that is highlighted via a BVS case study [77,78]. Their approach is noted for including semiautomated lumen extraction and strut detection via shape recognition algorithms within each OCT image. These data are then aligned while accounting for patient curvature.

The choice of which intravascular imaging modality is to be used in each approach (e.g., OCT vs. IVUS) depends on many factors, such as those present from a clinical perspective that are related to the need for contrast, onboard versus offline plaque characterization protocols as well as clinical preference and the availability of each clinical imaging system within a given catheterization laboratory. While acknowledging these considerations, studies have suggested that patient-specific arteries created from OCT and IVUS runs of the same atherosclerotic arteries may be highly correlated [81]. In contrast, when conducted after stenting, it appears that there can be significant differences in clinical endpoints such as the thickness and area of neointimal tissue that impact local blood flow patterns manifesting in the WSS imposed on the endothelium [82]. These differences seem to be a result of improved resolution afforded by OCT.

It is important to note that to date, the inclusion of stents in computational models of reconstructed arteries has ranged from the general contour traced out by stent struts in intravascular images while ignoring the local struts and their associated perturbations, to the incorporation of residual stresses and strains experienced during balloon folding and pleating and stent crimping. Particularly noteworthy is the work of Chiastra et al., which demonstrated the importance of including local stent struts in patient-specific
reconstructions exposed to steady inflow boundary conditions [55]. Local distributions of TAWSS are drastically different due to the geometry of the implanted stent, with 35% of the modelled left anterior descending coronary artery exposed to adverse TAWSS (i.e., <4 dyn/cm²) for the stented case; this was only 2.6% when local struts and their perturbations were ignored [64]. The inclusion of residual stresses and strains experienced during balloon folding and pleating and stent crimping was shown to significantly increase the accuracy of deformations obtained from stent deployment simulations [83]. Although the authors used a 316 L stainless steel stent when many current stents are made of cobalt chromium, their point is well-taken and interesting for several reasons. First, the detailed geometry after implantation impacts the local flow disturbances manifested in indices of WSS and the response of the artery to DES-induced damage, but also because issues in the DES manufacturing process unique to a given DES may also influence the potential for local stent malapposition, which has been associated with LST and NH [26,27], as mentioned above.

4. WSS Findings to Date and Related Indices of Interest

Mechanical stimuli have been shown to influence the onset and progression of CVD. As alluded to above, WSS is of particular interest in response to stent implantation. In prior studies, sites of low time-averaged WSS (TAWSS) were thought to correlate with the localization of atherogenesis and inflammation [84–88]. These studies motivated the early hypotheses related to whether alterations in WSS manifesting from stenting may ultimately contribute to NH. Although WSS is represented by vectors that change instantaneously throughout the cardiac cycle, most studies report time-averaged representations along the wall for the region of interest. This is likely carried out for simplicity and because the mechanisms by which a each WSS index leads to NH are not yet fully known. There is some evidence indicating that spatial and temporal WSS alterations may also serve as stimuli for neointimal thickening. Many CFD studies also report the oscillatory shear index (OSI) [87], which is a measure of WSS directionality. Lower OSI values indicate that WSS is predominantly oriented in the primary direction of blood flow, whereas a value of 0.5 indicates bi-directional WSS with a time-averaged value of zero. Sites of the vasculature exposed to low WSS magnitude and high OSI are theoretically less likely to experience fluid forces that allow for the washout of noxious and potentially atherogenic materials in contact with the arterial surface (e.g., LDL). In general, adverse values for these indices are expressed as thresholds (e.g., TAWSS ≤4 dyn/cm² for the coronary arteries [86]). Data from prior idealized and preclinical stenting studies suggest that an OSI greater than ~0.1 may also be considered adverse [47], as well as spatial and temporal WSS gradients greater than 100 dyn/cm² and ±200 dyn/cm²/s, respectively [88–90].

New indices that attempt to better capture the stimuli exposed in an artery continue to be derived. One such index is the WSS exposure time (WSSET). The WSSET is determined from the vectorized form of WSS and generally represents the accumulated amount of time WSS trajectories visit a mesh element over the cardiac cycle [91]. When applied in computational simulations of DES, WSSET provides some measure of drug transport associated with each DES in the setting of local hemodynamics stimuli and its potential relationship to NH or resorption in a patient-specific manner. Additional indices of interest include helicity (sometimes reported as a normalized version that considers local velocity and vorticity magnitude) and relative residence time (RRT). Local normalized helicity describes the alignment of streamlines into spiral patterns within arteries [92]. RRT is considered an aggregate index of TAWSS and OSI, as both are included in its calculation. As its name implies, RRT is interpreted as a measure of particle residence time near the wall, with elevated RRT being linked to cellular proliferation in other vascular beds [93,94]. Results from patient-specific models exposed to steady boundary conditions have noted values for WSS and RRT that tend to be localized to regions of NH adjacent to stent struts, within bifurcations and in zones where stents are overlapping [55].
Over the past two decades, numerous studies have been conducted to determine if adverse distributions of WSS unique to the geometry of the stented portion of an artery correlate with NH. For example, we previously showed that areas of low WSS established after BMS implantation modulate the development of NH in rabbit iliac arteries [32]. As NH occurs within a stent implanted into an otherwise healthy artery, the geometry and associated WSS distributions change over time to progressively alleviate deleterious WSS distributions initially created by stenting. Additional studies by our lab and others [32,89,95–98] further demonstrated that the geometric properties of a stent may contribute to adverse indices (e.g., low TAWSS) associated with NH. Idealized studies have further shown that the number, width, and thickness of stent struts as well as the severity of shortening, local scaffolding, and the degree of curvature created by a stent can introduce potentially adverse flow disturbances that may lead to NH [32,89,97,99,100]. More specifically, the thickness and number of stent struts are believed to have a greater impact on the development of NH than their width [99]. The thickness of struts causes protrusion of the stent into the flow domain, which in turn causes disruptive flow patterns and increases in the area of the vessel exposed to adverse WSS. This theoretical finding is supported by numerous controlled preclinical and clinical studies [31,101,102]. Similarly, by increasing the number of stent struts, a greater scaffolding of the lumen is accomplished by limiting the protrusion of the vessel wall between linkages, which then leads to increased longitudinal and circumferential uniformity within the stented region [99]. However, since all stent struts disturb blood flow, the relative ratio of the stent-to-vessel area can cause deleterious flow patterns depending on the orientation of the struts in relation to the flow direction. These findings from idealized stented models have also served as a means of understanding similar computational studies using more recent stent geometries [103,104]. While the understanding recounted above does not necessarily remain true in the setting of diseased human coronary arteries implanted with current DES, it does provide the intuition with which flow disturbances resulting from more realistic clinical scenarios can be interpreted. The effect of the stent struts on the local hemodynamics, which results in the behavior recounted above, has been previously discussed in detail [89,105] and generally involves struts redirecting local velocity vectors in a converging or diverging manner; this is based on the orientation of the struts in relation to the primary direction of the blood flow and depends on the overall geometry of the stent model. Helical flow structures can also result from any curvature upstream of the stent and in bifurcation regions [55]. Such details have since been associated with an index called the WSS topological skeleton, which is calculated from the divergence of the normalized WSS vector field and provides an additional characterization of the forces that may be experienced by cells along the stented vessel surface [106].

Recent computational studies have also provided further details on altered indices of WSS and stent thrombosis. For example, Ng et al. studied the acute impact of strut malapposition and underexpansion of stents using a 2.75 mm inner diameter isotropic benchtop silicon model with elastic material properties (density 1110 kg/m³; Young’s modulus 1.2 MPa; Poisson’s ratio 0.48, 0.45 mm thickness) and a 40% diameter stenosis [107]. Models implanted with fully apposed and malapposed sirolimus-eluting stents in the stenotic region were perfused with porcine blood for 1 h at 200 mL/min. The takeaway of their work was that underexpansion alone did not substantially impact thrombus formation, but thrombus assessment and quantification via OCT pullback was noted when underexpansion was co-localized with malapposition. Although malapposition in the absence of stent underexpansion was not studied, Gasior et al. conducted a related study in which a dedicated bifurcation stent was compared with other commercially available stents implanted in a bifurcation model [108]. Computational modeling with OCT and immunofluorescence following perfusion with porcine blood for the same duration and flow rate above revealed that indices of thrombus were more pronounced for stents in which malapposed struts and the associated WSS alterations were present at the side branch ostia.
When considering CFD simulations of stented human coronary arteries, the most common type of result reported to date has been the extraction of WSS distributions from steady simulations. There is merit to such studies as the vascular response to stimuli likely represents some integrated measure of exposure to mechanical stimuli over time, and it is reasonable to surmise that mean WSS provides a representative index of that exposure. However, data relating WSS to NH or LST for DES can be somewhat conflicting [23,37,38], which makes the details associated with computational modeling methods employed for a particular study important. Each study in this area has undoubtedly been useful and serves as a foundation for our understanding to date, but future work will expand on this work to include more detailed perturbations from the local contours of individual struts that impact our understanding of mean WSS as well as other indices that have recently been reported.

5. Optimizing the Stenting Procedure

The use of optimization in a mathematical sense allows for a systematic and unbiased approach to maximizing or minimizing a function relative to some design criteria. The use of optimization in stent design and model selection for patients is intriguing, given the idealized CFD findings reviewed above. The use of optimization in CFD is not new; Marsden and colleagues applied an optimization algorithm to surgically reconstruct vessels of children with a single functioning ventricle [109], while other notable work has also been conducted [110]. However, the application of optimization theory to stenting has so far been limited. Hence, in contrast to the abovementioned patient-specific work with realistic boundary conditions, in this section, we more generally review the optimization work related to the more idealized modeling of stents that has been performed. For example, our lab applied a surrogate management framework optimization algorithm for 3D CFD of stents using idealized BMS models [111,112]. Computational approaches such as this are not routinely implemented within stent development companies, possibly since a product can often be created and tested more rapidly than a computational analysis can be conducted. However, CFD is becoming more efficient [113] and can provide insights that cannot be obtained from bench-top testing or from the evaluation of prototypes using design matrices. Since any number of permutations can be modified computationally, optimization algorithms can facilitate the evaluation of theoretical and virtual approaches that could offer distinct advantages in a systematic and unbiased manner. Findings from an initial analysis showed that an existing optimization framework could be integrated with CFD of stents to determine the optimal angle of stent struts relative to the primary flow direction [111], and a follow-up study [112] recommended modified sizing matrices relative to those used by manufacturers of common stents for 2–5 mm diameter arteries (Figure 3). A more recent work applied multi-objective optimization to 12 mm stents within idealized cylinders to identify optimal strut width, thickness, angle, longitudinal spacing, and connector shape based on the percentage of vessel area exposed to low TAWSS, high TAWSS, and radial stiffness [114]. Results were generally consistent with those previously presented and with anecdotal stent design knowledge, but they also showed important differences based on whether strut cross sections were modelled as circular or rectangular.

![Figure 3](image_url)

**Figure 3.** Comparing diameter ranges of a commercial stent vs. its diameter ranges for optimal WSS. The number of repeating units from the manufacturer’s sizing matrix is shown (red values) with
that from optimization using a TAWSS cost function (black values). The geometry of one unit for the limits of each range is also shown. Adapted from Gundert et al. [112].

The study mentioned above, which showed differences in optimal strut design based on its cross-sectional shape, is interesting, particularly considering a recent work that featured a parametric level set method to optimize the topology of struts [115]. This approach allows for the systematic computational modification of structural topologies to arrive at novel strut structures that may not have previously been devised. Although in its infancy relative to other current state-of-the-art CFD simulations of stented arteries (e.g., steady flow, zero pressure outlet boundary conditions, sheet configuration), future work aimed at applying these approaches to patient-specific stent designs is exciting, given the existence of 3D printing/additive manufacturing techniques as well as current abilities to modify strut shapes through processes including wire electrical discharge machining.

Bench top studies from over a decade ago showed that the angle and orientation of stent struts can impact the potential for endothelialization [36]. More recent studies using intravascular imaging modalities have shown that stent malapposition can be associated with delayed neointimal healing via incomplete endothelialization. Malapposition also induces local disruptions in WSS indices that have previously been linked to neointimal proliferation and thrombus deposition in preclinical models as well as to clinical restenosis and stent thrombosis [116]. Hence, some subsequent studies have emerged to limit the likelihood of malapposition while also optimizing vessel wall stress (fluid and solid mechanics) and drug diffusion using surrogate modeling [117]. For example, by using constitutive parameters for a soft plaque [118] generally aimed at representing the combination of native vessel and plaque components [119], Ragkousis et al. were able to show [117] that the optimal deployment could be predicted computationally. Perhaps not surprisingly, malapposition was inversely proportional to stresses imposed on vascular tissue and the resulting drug diffusion, pointing to a delicate balance between implantation to optimize DES features upon delivery and local injury [120], which may adversely influence outcomes.

6. Limited Data from Atherosclerotic Arteries

There is some evidence in the literature to suggest that FSI simulations involving stents may not be necessary due to the rigidity imparted by many coronary stents on an artery [67,121]. However, the materials often used with FSI simulations involving stents as well as the flow domains obtained for CFD after the FEM of computationally deployed stents coincide with available hyperelastic constitutive relationships for a limited range of plaques [39–41] (e.g., lipid rich, fibrous, and calcified plaques [122,123]) and healthy arteries [124,125]. Our lab has also applied these methods [46], which can result in deformations with a reasonable level of agreement with reconstructed arteries. Strictly speaking, it therefore remains to be determined whether rigid wall simulations yield WSS results that are similar to FSI simulations following patient-specific assessment of local material properties. Put in another way, the utility of limited prior data falls short when the goal is to predict the likelihood of NH or LST using patient-specific computational models created with the use of imaging from the PCI period. The recent literature echoes this need for more data. Akyildiz et al. recounted how data were missing on the tensile and compressive properties of the coronary arteries because tissue was often obtained after autopsy, when mechanical properties had already degraded [42]. Chen and Kassab recently acknowledged the paucity of studies accounting for plaque substructure in constitutive models applied in coronary arteries [43]. McKittrick and colleagues further remind us that most models employed to date are from healthy vessels and do not capture the effects of disease, including the presence of atherosclerotic plaque [44]. Computational models of tissue prolapse [126] after stenting, which can impact WSS [90], have also used material properties and/or constants for their associated hyperelastic constitutive equations rooted in the references above. More clarity on material properties from a wider
range of plaque types and combinations has the potential to expand prior work in order to create more accurate models of intra-strut prolapse that may be associated with restenosis on a patient-specific basis.

Recently Narayanan et al. used inverse finite element methods to estimate the material properties of arterial plaque components [127]. The authors leveraged intravascular ultrasound imaging data acquired during imaging wire pullback in vivo and an in silico (i.e., simulated) target geometry corresponding to 60 mmHg above the acquired geometry for three patients. Consistent with the work above, five material regions were identified, which included fibrous, lipid, calcium, mixed, and healthy wall tissue.

In an effort to address requests for additional material characterization studies related to atherosclerotic coronary arteries, our group has begun testing plaques obtained from fresh human coronary arteries, which were harvested after the untimely passing of patients. These arteries are obtained as part of an organ donation protocol at a partnering institution. OCT imaging was performed at 0–90 mmHg and the physiologic blood pressure noted in the associated documentation. In our initial protocol, the arteries were then dissected for uniaxial extension testing and characterized using a hyperelastic constitutive model [124]. Cauchy stress was expressed as a function of the Green–Lagrange Strain. To create a validated computational approach and to characterize plaques too small to test empirically, inverse finite element analysis simulations were performed using the displacement from OCT at each pressure (Figure 4A). There was good agreement within the physiological range between the stress–strain curves obtained experimentally and those from inverse finite element analysis simulations (green square within Figure 4B), but there were large deviations in the super-physiological (beyond physiological) range of loading imposed during stenting (red square in Figure 4B). To mitigate this issue, biaxial material testing is now implemented to better represent in vivo loading during stenting (Figure 4C). Moreover, to translate this ex vivo loading approach beyond the physiological range to the clinic, a specialized angioplasty balloon that accommodates the OCT imaging wire has been fabricated. Deformations throughout each artery are captured via OCT at pressures according to an associated compliance table, and inverse finite element analysis simulations are again performed, yielding a constitutive characterization of the tissue across the strain range applied during PCI. Results with these methods are helping fill the void in the literature for plaque types alone and in combination, which may ultimately permit a pre-stenting plaque morphology assessment that could influence the DES choice to mitigate poor outcomes by further exploiting imaging in vivo.

![Figure 4. Current approaches to plaque characterization (A), results (B), and next-generation methods (C).](image)

7. Application of Machine Learning (ML) and Artificial Intelligence (AI)

There is an increasing number of studies using ML and AI for several of the aspects related to the patient-specific stenting simulations reviewed above. The most common utility for such approaches seems to be the characterization of plaque components from IVUS or OCT images. As alluded to above, such advances are helpful for the field to expand beyond data currently available in the literature and to better characterize intra-strut deformations as well as changes in the curvature at the proximal and distal edges of an implanted stent, which can impact WSS indices. Kolluru et al. used a decision tree classifier approach with a database of 300 images to label each voxel from OCT runs conducted with
cadaver coronary arteries as fibrotic, lipid-rich, calcified, or other [128]. Bae et al. recently published their work on the use of ML approaches to predict thin-cap fibroatheroma from IVUS results co-registered in OCT images [129]. Olender et al. also presented an alternative approach and extension to the characterization afforded by virtual histology with IVUS, which characterizes plaque components into dense calcium, necrotic core, fibrotic tissue, fibro-fatty tissue, or non-pathological features [130]. Other groups have also developed automated programs that leverage ML tools to detect stent linkages in IVUS [131] or OCT [132] images, delineate stent features and vessel areas in IVUS images [133,134], as well as automatically detect bifurcations within images from an OCT run [135].

Other intriguing work in this area has been carried out by Gharleghi et al., who recently applied deep learning techniques leveraging a 2 min steady simulation, artery geometry, and global features that included radii, curvature, and bifurcation angles to obtain TAWSS distributions representative of those obtained by transient CFD simulations [136]. This example study, along with related studies that have attempted to quantify [113] and reduce the time required to obtain patient-specific simulation results, represent important advancements that are critical for CFD/FSI simulations to be able to translate from the lab to clinical utility. While the initial simulations conducted with the end goal of obtaining a realistic patient-specific simulation and its associated WSS indices may be obtained in a ~1 day, it can easily take a month or more to tune boundary conditions, to adjust material properties until deformations are consistent with available measurements, to repeatedly quantify intermediary results, and to conduct mesh and time step independence analyses in order to generate WSS indices with a high level of confidence. It is also worth noting that although their findings were exciting and focused on the left main coronary bifurcation, Gharleghi et al. [136] and related work by Suk et al. [137] did not include stents and applied boundary conditions that were not patient-specific. Such advancements contribute substantially to the scale and complexity of the approach, thereby likely contributing the scarcity of such studies related to stenting.

Data reviewed in the Background section underscores the putative relationship between WSS indices and sites of restenosis after BMS implantation, while data relating such indices to outcomes for current-generation DES are still emerging. Groups have also applied ML tools to predict the likelihood of restenosis using angiographic and patient demographic data from the post-stenting period. Initial results suggest that such approaches may have improved predictive utility when considering the area under precision/recall curves relative to the existing restenosis scoring systems that used logistic regression, including Prevention of Restenosis With Tranilast and its Outcomes (PRESTO)-1, PRESTO-2, and Evaluation of Drug-Eluting Stents and Ischemic Events (EVENT) [138,139]. Interestingly, and to our knowledge, the ML classifiers tested identified features such as diabetes, multivessel disease, and post-PCI thrombolysis in myocardial infarction (PCI TIMI) flow as important features in the model, but did not consider stent-induced changes in WSS indices that can be revealed via CFD and/or FSI models.

8. Clinical Applications Using Patient-Specific Stenting

The best practices and considerations above have been implemented in several stenting studies with applications to specific clinical sequelae. One of the applications most poised for additional clinical guidance via computational modeling is the treatment of bifurcation lesions via provisional or two-stenting techniques. In particular, stenoses in the left main coronary artery (LMCA) can induce ischemia over a large fraction of the left ventricle and hence have the potential to result in substantial morbidity and/or mortality. One of the limitations to progress in this area is the fact that the PCI of LMCA lesions was considered harmful until recently (Class III in ACC/AHA guideline recommendations) and therefore often contraindicated during the clinical trials of DES [140,141]. Treatment with DES is now more reasonable with the recent lowering of the LMCA lesion classification, but without an abundance of available data for specific DES. Beyond being more limited in data and experience as compared to other coronary artery locations due
to its prior classification, the LMCA has several unique considerations that also likely influence poor outcomes. Its derivation from the aorta makes it structurally unique, including a modest adventitia, a considerable smooth muscle content, and high elastic content proximally relative to distal coronary arteries [142]. The LMCA also has a larger caliber and shorter length [143], thus influencing its velocity profile and WSS relative to downstream arteries. LMCA lesions are present in 3–4% of the coronary catheterizations performed annually and often involve the LAD and/or LCX bifurcations. A wide range of bifurcation angles is also thought to contribute to flow disturbances and a high propensity for plaque in these bifurcations. Large-scale clinical trials are difficult due to the relatively low number of patients with LMCA lesions at most non-specialty centers and the vast number of DES designs now available. In contrast, patient-specific CFD and/or FSI simulations are well-suited to offer insight into the involvement of adverse blood flow disruptions without costly human trials or the potential for unfavorable clinical outcomes.

Recently, Samant et al. computationally and experimentally assessed the radial strength of the Synergy and several versions of the Megatron DES, which were specifically designed for the LMCA when deployed across a range of theoretical plaque types and four patient geometries [144]. Perhaps not surprisingly, the Megatron DES with 12 peaks circumferentially provided the best radial strength relative to those with fewer peaks. Nonetheless, this work highlights the balance and interplay between indices from solid mechanics relative to those from the fluid mechanics-based optimization studies [111,112] reviewed above, and differences in indices from studies using idealized arteries implanted with commercial stents [104]. In a follow-up study by Chatzizisis et al. [145], the authors showed the feasibility of a pre-interventional LMCA DES implantation planning procedure, whereby patient-specific models were created for three cases before a Megatron stent was computationally inserted into the ‘optimal’ position, as determined by clinical guidance through consideration of the stent positioning, sizing (length, diameter, inflation pressures), and strategy for each patient. There was good agreement in the mean diameters within the stented region following computational DES implantation as compared to the mean diameters obtained from IVUS conducted after the replication of the pre-interventional planning steps within the catheterization laboratory. Existing material properties from the literature were applied regionally, resulting in more uniform computational displacements relative to those obtained in vivo by visual inspection. Although extensions were used at the inlet and outlet of the models for the CFD analysis and only a snapshot of WSS results were presented, the work presents an undoubtedly exciting glimpse of what is possible through the clinical translation of computational tools.

Another recent work has also focused on bifurcations through the creation of a computational platform for patient-specific coronary bifurcation stenting [75]. As mentioned above, the methods employed most often include the assignment of material properties from available literature data of calcific, fibrous, and fibrolipid plaque components exposed to several stent platforms and techniques using one or two stents. There was good agreement along the length of the stented main vessel between the computational and clinical results for the five test cases implemented after the training cases for the platform. A visual inspection of OCT slices versus FEM results from spatially equivalent regions also showed good agreement. As pointed out by the authors, the goal was to create a framework to replicate clinical stenting steps using a trained computational stenting platform that informs the procedure conducted in the catheterization lab. Despite some limitations, the ability to conduct this work in real time and in a way that may ultimately further reduce restenosis, neoatherosclerosis, and/or LST is fascinating.

To illustrate the importance of the studies reviewed above relative to their potential for improved outcomes by optimizing the stenting procedure and the resulting stimuli for NH and/or LST, consider the examples shown in Figure 5. The examples use data from CTA and OCT imaging sessions obtained for patients with coronary artery lesions who
subsequently underwent implantation with one of several DES commonly deployed within or outside the US: Xience Prime (Abbott) or Nobori (Terumo). Image-based CFD models were created, and the influence of the implanted stent on the distributions of WSS immediately after implantation were quantified. Post-stenting WSS results from the implanted stent were then also compared to those resulting from the virtual implantation of the other stent and quantified in terms of severity (i.e., total area of low WSS). When considering the stent-induced distributions of WSS for idealized representations of each stent, the CFD results suggest that the Xience Prime design, with its lower stent-to-artery area ratio and thinner struts, would be more favorable than the Nobori stent with its thick struts. However, geometric perturbations for a given patient influencing near-wall velocity patterns are superimposed on these theoretical results and can therefore factor into the observed results. While many patients likely receive what could be considered the optimal stent for their coronary artery, these examples using virtual stent implantation suggest that it is possible for some patients to benefit from the implantation of a DES other than that selected as a result of the strut thickness for the implanted stent, its amount of malapposition, and the geometric stent pattern adjacent to any malapposed regions. These findings demonstrate that geometric stent attributes, including strut thickness and stent-to-vessel area ratio alone, may not be predictive of adverse stent-induced WSS in patient-specific arteries, as had been previously thought based on results for idealized vessels. This example lends further support to the hypothesis that a certain DES may be more beneficial for a particular patient, thereby underscoring the excitement of computational planning tools for this purpose.

**Figure 5.** CFD simulations showing the amount of adverse WSS and near-wall velocity for two patients who may not have received the optimal DES according to CFD. Red circled percentages underscore more adverse areas of low WSS relative to green circled percentages for each example. These examples reveal how geometric perturbations for a given patient can factor into adverse WSS and may correlate with NH.
9. Future Directions

Among the most exciting computational advancements applicable to coronary artery disease management within the last decade is the development of a CT-derived fractional flow reserve (FFRct) index by HeartFlow [146,147]. Similar technology now also seems to be available from Toshiba [148], Siemens [149], and Canon Medical Systems Corporation. We are currently collaborating with HeartFlow for a novel research extension of their FFRct technology to noninvasively determine hemodynamically significant restenosis at follow-up, and similar approaches have been featured in at least one case report to date [150].

The ability to predict the likelihood of restenosis is intriguing, given the recent advancements in multiscale modeling [151]. For example, Zun et al. recently published an article describing a method of stent deployment and blood flow simulation, which also included tissue growth and was rooted in empirical observations of smooth muscle cell proliferation and extracellular matrix production. Their results showed good agreement with NH following BMS implantation via the use of a stent-to-artery deployment ratio of 1.4:1 in healthy curved and straight porcine coronary arteries. The adaption of this approach in order to include the inhibitory influence of a particular DES with validation in diseased human coronary arteries subjected to clinical deployment ratios would no doubt lead to substantial excitement in the field.

Corti et al. also recently conducted an extensive review focused on the multiscale analysis of arterial adaptation in stented and unstented vessels via agent-based models [152]. In contrast to the approaches discussed above, which used continuum models based on a system of differential equations, agent-based models can provide a natural description of biological systems using a set of rules that define agent activities such as apoptosis and mitosis [153]. This is particularly appealing when dealing with different spatiotemporal scales. Related studies to date have used such models to further elucidate the contributions of altered hemodynamics and arterial damage [154,155] in response to stenting as well as the impact of associated drugs eluted from stents to mitigate NH [156,157] and endothelialization related to LST based on WSS. Hemodynamic analyses have included idealized models (e.g., 3D with curvature) [151], and preliminary validation via histology in porcine arteries showed good agreement with model results. We eagerly await the additional extension of these approaches to patient-specific stented coronary arteries, as has been conducted in other stented vascular beds [158], which will especially contribute in an impactful way to the paucity of studies on stent thrombosis.

When considering the abovementioned details related to current technical abilities, with careful planning and in a setting with ample resources, it is possible to create truly patient-specific simulations of WSS indices today in response to an implanted DES. These models could consider local material properties extracted from pre-stent OCT conducted at multiple pressures (i.e., Figure 4C) in order to increase the likelihood of matching stent-induced deformations replicated though stent implantation via Boolean operations that leverage intravascular post-stent imaging [46] or full-scale FEM simulations of associated balloon folding, positioning, and elastoplastic expansion behavior of the stent [83]. Rheology could be included through the analysis of blood drawn from of the indwelling guide catheter, and boundary conditions that replicate the downstream pathogenic vascularulexerting pressure within the diseased coronary could be implemented using parameter estimates for coronary artery lumped parameter models [159–161]. Frequent (e.g., mean WSS) and less commonly reported stimuli (e.g., WSSET [91]) could be calculated within existing software packages or through post-processing after the convergence of simulations that consider time-step independence along with spatial mesh independence. Such simulations would be computationally expensive and time-consuming to conduct, but would provide the most comprehensive picture to date of the trade-off between the range of adverse WSS by stenting and the vascular response that is potentially mitigated by a given DES. Indeed, this is likely the future of such simulations that use current and next-generation DES as a further move toward personalized medicine, which seems to be limited only by computational ability and clinical approach.
As noted above, both of these elements are rapidly progressing and becoming increasingly intertwined.
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