Turbulence Modeling for Physics-Informed Neural Networks: Comparison of Different RANS Models for the Backward-Facing Step Flow
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Abstract: Physics-informed neural networks (PINN) can be used to predict flow fields with a minimum of simulated or measured training data. As most technical flows are turbulent, PINNs based on the Reynolds-averaged Navier–Stokes (RANS) equations incorporating a turbulence model are needed. Several studies demonstrated the capability of PINNs to solve the Navier–Stokes equations for laminar flows. However, little work has been published concerning the application of PINNs to solve the RANS equations for turbulent flows. This study applied a RANS-based PINN approach to a backward-facing step flow at a Reynolds number of 5100. The standard k-ω model, the mixing length model, an equation-free νt and an equation-free pseudo-Reynolds stress model were applied. The results compared favorably to DNS data when provided with three vertical lines of labeled training data. For five lines of training data, all models predicted the separated shear layer and the associated vortex more accurately.

Keywords: physics-informed neural networks; RANS; turbulence model; flow separation; DeepXDE

1. Introduction

Several methods of artificial intelligence have been developed and applied to the field of fluid dynamics. Among them, physics-informed neural networks (PINNs) are becoming popular, as these networks reduce the requirements for large high-quality datasets [1]. PINNs can be used to solve partial differential Equations (PDEs) and predict nonlinear solution fields. A PINN is a neural network (NN) trained to satisfy given laws of physics. Lagaris et al. [2] were the first to employ a PINN to solve ordinary differential Equations (ODEs), coupled ODEs and PDEs. Later, Raissi et al. [3–5] used a PINN to solve the Burgers equation, the Schrödinger equation, and the Allen–Cahn equation for time-dependent one-dimensional problems. The reported predictions agreed well with the exact solutions. These publications showed that PINNs can be used to solve different equations accurately. Hence, PINNs could also be applied to fluid dynamics to solve the Navier–Stokes equations.

The application of PINNs to solve the Navier-Stokes equations was investigated in several publications. Raissi et al. [6] deployed a PINN to predict a two-dimensional (2D) flow past a cylinder, a 2D channel flow over a spherical obstacle, and a three-dimensional (3D) flow through the intercranial aneurysm. The predictions agreed favorably with exact solutions. Sun et al. [7] presented a PINN that was trained using boundary-condition enforcement and adaptive activation functions. They reported good agreement between PINN and CFD simulations for the aneurysmal flow. Zhu et al. [8] used a convolutional...
PINN to predict the 2D Darcy flow. The results showed more accurate predictions for the PINN than for a data-driven NN. Jin et al. [9] trained a PINN to predict a 2D Kovasznay flow, a 2D cylinder wake, a 3D Beltrami flow, and a turbulent channel flow. The predicted channel flow agreed favorably with DNS results. Zhu et al. [10] applied a PINN to melt pool fluid dynamics using hard boundary-constraint enforcing. Their employed PINN accurately predicted temperature and dynamics using only a moderate number of labeled datasets. Wang et al. [11] deployed a convolutional PINN to predict 2D multiscale turbulent-flow fields based on numerical simulations. Laubscher and Rousseau [12] trained a PINN on an incompressible flow with heat transfer around two sequentially positioned cylinders. They obtained good agreement with CFD results. Wand et al. [13] used a PINN to reconstruct the flow field from PIV measurements and found good agreement with DNS results. In a recent study, Eivazi and Vinuesa [14] trained a PINN to reconstruct a transient flow field from low-resolution and noisy measurements, showing that PINNs can be used to solve unsteady turbulent problems.

In most of the research presented above, PINNs were trained to predict a solution for a single geometry. Wandel et al. [15] trained a convolutional PINN with different 3D shapes, such as boxes, cylinders, or spinning balls, and tested the neural net for geometries not contained in the training dataset.

High-Reynolds-number flows play a major role in many technical problems. For turbulent flows, the velocity and pressure fields are complex in space and time. This imposes challenges on any training attempt with PINNs. As for most engineering applications only stationary information is required, PINN predictions of the Reynolds-averaged Navier–Stokes (RANS) equations are sufficient. To our best knowledge, predictions of the RANS equations have only been presented by Hennigh et al. [16], Eivazi et al. [17] and Xu et al. [18]. Hennigh et al. [16] applied the mixing-length turbulence model to predict a turbulent thermal flow. Eivazi et al. [17] trained a PINN to satisfy the RANS equations without a transport-equation-based model to predict a turbulent boundary layer, the high Reynolds flow in a sub domain on an airfoil, as well as a flow over a periodic hill. Xu et al. [18] used a similar approach and trained a PINN to predict the turbulent viscosity without any imposed equation. They trained the model to CFD data and used it to explore missing flow data inside of a finite area downstream of a backward-facing step. Hence, a comparison of different turbulence modeling approaches for PINN and an extension to transport-equation-based models, such as the $k-\omega$ model, remain an open question.

In this work, we contribute to the question of how different turbulence modeling approaches could be applied and how the prediction accuracy of the different PINNs compares. Therefore, we applied different turbulence models for the flow over a backward-facing step at a Reynolds number of 5100. For our study, we deployed the mixing-length model as used in [16], as well as the two-equation $k-\omega$ model. Additionally, we applied two equation-free turbulence models for PINNs similar to the approaches in [17,18]. These models were developed to evade the training difficulties associated with the PDEs of traditional turbulence models. The predictions obtained with different amounts of labeled training data are compared to the DNS results of Le et al. [19]. Furthermore, we discuss the strengths and weaknesses of the turbulence models regarding the usage for PINN. The scope of our work was to compare the prediction quality of different turbulence models when applied with a fully connected feedforward PINN that was trained with different amounts of labeled training data. The motivation for this work was to develop a method to use turbulence models for PINNs and to serve as a reference for application and selection of turbulence models in future work.

2. Backward-Facing Step Flow

Several PINNs with different turbulence models were trained to predict the flow around a backward-facing step at a Reynolds number of 5100. Figure 1 schematically illustrates the expected mean flow field. As seen, the flow field exhibits a boundary layer on the channel wall, a separated and reattached shear layer downstream of the step, a
A recirculative vortex inside of the separation bubble, and a secondary corner vortex in the lower corner of the step. A review of the literature concerning the flow field around the backward-facing step can be found in [20].

![Figure 1. Backward-facing step flow features. 1: Boundary layer; 2: separated shear layer; 3: reattached flow; 4: recirculative vortex; 5: corner vortex.](image)

The networks were trained with data and compared against DNS results for the backward-facing step flow of Le et al. [19]. They used the mean inlet velocity profile of Spalart [21] for the forced convection boundary condition. The velocity profile was superimposed with random velocity fluctuations. A convective boundary condition was applied for the outlet. In the spanwise dimension, they used a periodic boundary condition. The step had a contraction rate of 1.2. At the considered Reynolds number of 5100, the flow was turbulent [19]. Le et al. [19] reported that the DNS results agreed favorably with experiments.

3. Methodology

3.1. Flow Prediction with PINNs

A feedforward NN was trained to predict the two-dimensional stationary flow field. The network had three input neurons corresponding to coordinates $x$ and $y$ and wall distance $d$. An output layer displayed the variables of the flow field. In case the NN is trained to solve the Naver–Stokes equations for the variables $u$, $v$, and $p$, the network reads

$$NN_\theta(x, y, d) = \begin{pmatrix} u \\ v \\ p \end{pmatrix}$$

where $\theta$ represents the trainable parameters (weights) of the NN. Figure 2 shows the corresponding network architecture of the PINN.

![Figure 2. Neural network architecture of the PINN.](image)

As shown in Figure 2, the output of the NN is fed into a so-called composed loss function which adds several individual losses.
3.2. Composed Loss Function

The pivotal part of a PINN is the composed loss function. Here, several individual losses are added. The composed loss function deployed here reads

$$\text{Loss}(\theta) = \text{MSE}_{\text{BC}}(\theta) + \text{MSE}_{\text{Data}}(\theta) + \text{MSE}_{\text{PDE}}(\theta)$$  \hspace{1cm} (2)

where BC corresponds to the boundary conditions, Data to the simulated labeled training data, and PDE to the partial differential equation employed.

3.3. Governing Equations

The flow field considered here is governed by the two-dimensional Reynolds-averaged Navier–Stokes (RANS) equations and the continuity equation for an incompressible fluid. Hence, the PDEs considered in the composed loss function read

$$\text{Loss}_{\text{continuity}} = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}$$  \hspace{1cm} (3)

$$\text{Loss}_{\text{momentum, x}} = \frac{\partial \tau_{xx}'}{\partial x} + \frac{\partial \tau_{xy}'}{\partial y} = u' \frac{\partial u'}{\partial x} + v' \frac{\partial u'}{\partial y}$$  \hspace{1cm} (4)

$$\text{Loss}_{\text{momentum, y}} = \frac{\partial \tau_{yx}'}{\partial x} + \frac{\partial \tau_{yy}'}{\partial y} = u' \frac{\partial v'}{\partial x} + v' \frac{\partial v'}{\partial y}$$  \hspace{1cm} (5)

with averaged velocity components $\overline{u}$ and $\overline{v}$, averaged pressure $\overline{p}$, density $\rho$ and kinematic viscosity $\nu$. The RANS equations contain the following derivations of the Reynolds stress terms:

$$\frac{\partial \tau_{xx}'}{\partial x} + \frac{\partial \tau_{xy}'}{\partial y} = u' \frac{\partial u'}{\partial x} + v' \frac{\partial u'}{\partial y}$$  \hspace{1cm} (6)

and

$$\frac{\partial \tau_{yx}'}{\partial x} + \frac{\partial \tau_{yy}'}{\partial y} = u' \frac{\partial v'}{\partial x} + v' \frac{\partial v'}{\partial y}$$  \hspace{1cm} (7)

4. Experiments

4.1. Turbulence Modeling

We considered four different turbulence-modeling approaches. According to the Boussinesq hypothesis, for an incompressible flow the Reynolds stresses read as follows:

$$\tau_{ij}' = -\overline{u_i' u_j'} = \nu_l \left( \frac{\partial \overline{u_i}}{\partial x_j} + \frac{\partial \overline{u_j}}{\partial x_i} \right) - \frac{2}{3} k \delta_{ij}$$  \hspace{1cm} (8)

where $k$ is the turbulent kinetic energy, $\delta_{ij}$ is the Kronecker delta, and $\nu_l$ is the turbulent viscosity. The utilization of a turbulent viscosity is based on the gradient diffusion hypothesis. This hypothesis assumes that the turbulent transport is in negative gradient direction of the mean flow and depends on an isotropic turbulent viscosity serving as a diffusion coefficient.

The first model we considered is the standard $k$-$\omega$ model of Wilcox [22]. For this model, the turbulent viscosity is calculated as follows:

$$\nu_l = \frac{k}{\rho \omega}$$  \hspace{1cm} (9)

with the specific dissipation rate $\omega$. The 2D stationary equations for $k$ and $\omega$ read

$$\frac{\partial k}{\partial x} + \frac{\partial k}{\partial y} = \tau_{xx}' \frac{\partial \overline{u}}{\partial x} + \tau_{xy}' \frac{\partial \overline{u}}{\partial y} + \tau_{yx}' \frac{\partial \overline{v}}{\partial x} + \tau_{yy}' \frac{\partial \overline{v}}{\partial y} - \beta^* k \omega$$

$$+ \frac{\partial}{\partial x} \left( (\nu + \sigma^* \nu_l) \frac{\partial k}{\partial x} \right) + \frac{\partial}{\partial y} \left( (\nu + \sigma^* \nu_l) \frac{\partial k}{\partial y} \right)$$  \hspace{1cm} (10)
\[
\frac{\partial \omega}{\partial x} + \frac{\partial \omega}{\partial y} = k \omega \left( \tau'_{xx} \frac{\partial u}{\partial x} + \tau'_{xy} \frac{\partial u}{\partial y} + \tau'_{yx} \frac{\partial v}{\partial x} + \tau'_{yy} \frac{\partial v}{\partial y} \right) - \beta \omega^2 
\]

(11)

with \( \beta^* = 9/100, \sigma^* = \sigma = 0.5, \alpha = 5/9, \beta = 3/40 \), as recommended by Wilcox [22]. Note that for the \( k-\omega \) model, the transport equations for \( k \) and \( \omega \) are added as additional PDEs into the composed loss function. The corresponding PINN reads

\[
\begin{align*}
NN_\theta(x, y, d) &= \begin{pmatrix} u \\ v \\ p \\ k \\ \omega \end{pmatrix}
\end{align*}
\]

(12)

The second turbulence model we considered is the mixing-length model by Prandtl as applied in [16]. For this model, the turbulent viscosity is calculated as follows:

\[
\nu_t = l_m^2 \sqrt{G}
\]

(13)

For a two-dimensional flow, the modulus of the mean rate of strain tensor \( G \) reads

\[
G = 2 \left( \frac{\partial \overline{\sigma}}{\partial x} \right)^2 + 2 \left( \frac{\partial \overline{\sigma}}{\partial y} \right)^2 + \left( \frac{\partial \overline{\sigma}}{\partial x} + \frac{\partial \overline{\sigma}}{\partial y} \right)^2
\]

(14)

and the mixing length \( l_m \) is calculated as follows:

\[
l_m = \min(0.419d, 0.09d_{\text{max}})
\]

(15)

where \( d \) is the wall normal distance and \( d_{\text{max}} \) its maximal value. As no turbulent kinetic energy is calculated with the mixing-length model, the Reynolds stresses must be computed differently than in Equation (8). Since the 2D case is considered here, this reads

\[
k = \frac{1}{2} \overline{u'v'} = \frac{1}{2} (\overline{u'}u' + \overline{v'}v')
\]

(16)

One can derive from Equation (8) the resulting terms of the Reynolds stresses, which read

\[
\begin{align*}
\tau'_{xx} &= 2\nu_t \left( \frac{\partial \overline{\sigma}}{\partial x} + \frac{\partial \overline{\sigma}}{\partial y} \right) \\
\tau'_{xy} &= \tau'_{yx} = \nu_t \left( \frac{\partial \overline{\sigma}}{\partial y} + \frac{\partial \overline{\sigma}}{\partial x} \right) \\
\tau'_{yy} &= 2\nu_t \left( \frac{\partial \overline{\sigma}}{\partial y} + \frac{\partial \overline{\sigma}}{\partial x} \right)
\end{align*}
\]

(17-19)

The PINN, then, reads

\[
\begin{align*}
NN_\theta(x, y, d) &= \begin{pmatrix} u \\ v \\ p \end{pmatrix}
\end{align*}
\]

(20)

We applied two additional novel turbulence modeling approaches for PINNs, here referred to as the \( \nu_t \)-model and the pseudo-Reynolds stress model. In both cases, no physics-based equation for the output is imposed.
For the $\nu_t$-model, the Reynolds stresses are calculated in the same way as for the mixing length model. The deployed PINN then reads

$$\begin{pmatrix} x \\ y \\ d \end{pmatrix} = \begin{pmatrix} u \\ v \\ p \\ \nu_t \end{pmatrix}$$

(21)

In the training process, the weights are adjusted such that the predicted values of $u$, $v$, $p$, and $\nu_t$ satisfy the RANS equations.

In case of the pseudo-Reynolds stress model, the derivations of the Reynolds stresses are calculated directly from the pseudo-turbulent output of the PINN, as follows:

$$\frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} = u'_p \frac{\partial u'_p}{\partial x} + v'_p \frac{\partial u'_p}{\partial y}$$

(22)

and

$$\frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y} = u'_p \frac{\partial v'_p}{\partial x} + v'_p \frac{\partial v'_p}{\partial y}$$

(23)

where $u'_p$ and $v'_p$ are pseudo turbulent velocity components. As $u'_p$ and $v'_p$ represent time-independent velocity components,

$$u'_p \frac{\partial u'_p}{\partial x} + v'_p \frac{\partial u'_p}{\partial y} \neq u' \frac{\partial u'}{\partial x} + v' \frac{\partial u'}{\partial y}$$

(24)

Therefore, the model is referred to as the pseudo-Reynolds stress model. The corresponding PINN reads

$$\begin{pmatrix} x \\ y \\ d \end{pmatrix} = \begin{pmatrix} u \\ v \\ p \\ u'_p \\ v'_p \end{pmatrix}$$

(25)

In the training process, the weights are adjusted such that the predicted $u$, $v$, $p$, $u'_p$, and $v'_p$ satisfy the RANS Equations (3)–(5).

4.2. Boundary Conditions

For the upper channel wall, a slip wall boundary condition was specified; for the lower channel walls a no-slip wall condition. For the no-slip wall, a smooth surface was considered. Additionally, a Neumann boundary condition was defined for the mean velocities $u$ and $v$ at the inlet edge of the training domain. The DNS data for the mean values of $u$ and $v$ were prescribed for six vertical lines. The lines were positioned at $x/h = 0.00, 7.00, 9.00, 12.98, 17.98, 22.00$. The associated boundary conditions were created using the DNS data of [19], which were taken from the ERCOFTAC database [23] (note the coordinate system was modified for our purposes). Data at $x/h = 0$ specified the inlet boundary condition of the domain. All other vertical lines were positioned inside the domain. For training, a point-wise boundary condition was used for the DNS data. Figure 3 displays the training setup and the associated boundary conditions.
4.3. PINN Training Procedure

We used the Tensorflow-based library DeepXDE to set up and train the model [24]. As mentioned above, the PINN was trained to satisfy the RANS equations together with the turbulence models. Additionally, the model was trained to fulfill the boundary conditions and to match the DNS data. Figure 4 shows the implementation of the algorithm. The automatic differentiation allows to derive the outputs of the PINN depending on the turbulence model with respect to the inputs and to form the loss function of the PDE.

![Figure 3. Boundaries for the PINN training process.](image)

![Figure 4. Flowchart of the applied training algorithm. For supplementary information on residuals of the specific turbulence models, see for the $k$-$\omega$ model Equations (8)–(11), the mixing-length model Equations (13)–(19), the $v_t$ model Equations (17)–(19), and the pseudo-Reynolds stress model Equations (22) and (23).](image)
The PINN was trained for 30,000 epochs with the Adam optimizer and, afterwards, with the L-BFGS-B optimizer under predefined default settings. The boundary conditions and simulation data were trained at a total of 2000 training points. The PDEs were trained at 2000 training points inside of the domain. The applied number of points was based on a sensitivity analysis. Figure 5 displays the global normalized mean squared error (NMSE) for 1000, 2000, and 4000 points in the domain as well as on the boundaries. As seen, the error was minimal for the case of 2000 points. Consequently, this investigation was conducted with 2000 points. The training points were uniformly (equispaced) distributed.

![Figure 5](image-url) Global NMSE over the number of training points inside the domain as well as on the boundaries. The results were obtained for the pseudo-Reynolds stress model using three lines of labeled training data.

Table 1 lists the specified training parameters. Every neural net was reinitialized and trained ten times, as the initialization of the weights was shown to have a significant influence on the result [24]. If possible, all samples with physically unrealistic solutions were discarded, and the remaining sample with the lowest global NMSE was selected for further evaluation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
<td>Five hidden layers with 128 neurons each</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam, L-BFGS-B</td>
</tr>
<tr>
<td>Epochs</td>
<td>30,000 (Adam)</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$10^{-3}$ (10,000 epochs) and $10^{-4}$ (20,000 epochs)</td>
</tr>
<tr>
<td>Activation function</td>
<td>tanh</td>
</tr>
<tr>
<td>Number of training points BC and data</td>
<td>2000</td>
</tr>
<tr>
<td>Number of training points PDE</td>
<td>2000</td>
</tr>
</tbody>
</table>

4.4. Comparison with DNS Data

To compare the turbulence models with the DNS data, we evaluated several error metrics. To measure systematic and random errors, the normalized mean squared error (NMSE) was used [25]. The factor of observations (FAC2) was utilized to assess extreme deviations [25]. Systematic errors were measured using the fractional bias (FB) [25]. Additionally, the validation metric V of Oberkampf and Trucano [26] was applied to assess the overall level of validation. Commonly used acceptance limits are: NMSE < 4, FAC2 > 0.5, and FB < 0.2 [27].

4.5. Analyses

An analysis was carried out to investigate the sensitivities of the predictions on turbulence modeling as well as on the quantity of labeled training data.

In the first step, the PINN was trained with DNS training data at $x/h = 0$ only. This training configuration investigated the training quality without any labeled training data inside of the flow domain. In a second step, the PINN was trained with DNS data at $x/h = 0.00, 7.00, 12.98, and 22.00$. Both cases were compared with the DNS data to assess the accuracy of the predictions. In a third step, the PINN was trained with all DNS data available.
For all steps, the predictions obtained using the k-\omega, the mixing length model, the proposed \( \nu_t \) model, and the proposed pseudo-Reynolds stress model were compared.

5. Results

In this section, the predictions of the different PINNs are presented in comparison with the DNS data.

5.1. Training without Labeled Training Data Inside of the Domain

Figure 6 presents the magnitudes of fluid velocity predicted by the best-trained neural nets (lowest overall NMSE). The predictions are displayed together with DNS results and the deviations are shown. As seen, for all turbulence models, the training without labeled training data resulted in predictions which deviated significantly from the DNS results. Above the backward-facing step, all models underpredicted the fluid velocity; in the wake of the step, all models overpredicted the length of the recirculating vortex.

5.2. Training with Three Lines of Labeled Training Data Inside of the Domain

Figure 7 displays the magnitudes of fluid velocity magnitudes predicted by the best-trained neural nets (lowest overall NMSE). The predictions are compared to the DNS results and the deviations are presented. As seen, all models favorably match the labeled training data. For data belonging to the vertical lines at \( x/h = 9.00 \) and \( x/h = 17.98 \), where no DNS data were used for the training, all models agreed favorably with the DNS data. The greatest deviations occurred at \( x/h = 9.00 \) for the \( \nu_t \) model. The mixing-length model and the \( \nu_t \) model overpredicted the length of the separated shear layer. Above the step, the \( k-\omega \) model as well as the mixing-length model exhibited deviations from the DNS results.

Table 2 lists error measures for the most accurate PINN sample for the five turbulence models considered. The average NMSEs for the \( k-\omega \) model, the mixing length model, the \( \nu_t \) model, and the pseudo-Reynolds-stress model were \( 2.0 \times 10^{-3}, 1.2 \times 10^{-3}, 2.2 \times 10^{-3}, \) and \( 7.5 \times 10^{-5} \), respectively. The standard deviations of the NMSEs from ten reinitialized training runs were 66.9%, 48.8%, 37.2%, and 70.0%, which indicated significant variations in accuracy over the runs. The error measures for NMSE, FAC2, FB, and \( V_r \) presented in Table 2, indicate low random errors, extreme deviations, bias errors and a good overall agreement, respectively.
Above the backward-facing step, a region of high-velocity fluid is present (point 3 in Figure 8). Additionally, flux passing through the horizontal wall accompanied (point 2 in Figure 9). The predicted shear layer is thickened shortly downstream of the step (point 1 in Figure 8). The results did not exhibit a corner vortex (point 2 in Figure 8). Inside the separation bubble. At the vertical wall of the step, a small flux through the boundary layer is present (point 1 in Figure 8). The results did not exhibit a corner vortex (point 2 in Figure 8).

Table 2. Error measures of the most accurate PINN sample for the five turbulence models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Metric</th>
<th>x/h = 7</th>
<th>x/h = 9</th>
<th>x/h = 12.98</th>
<th>x/h = 17.98</th>
<th>x/h = 22</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-$\omega$</td>
<td>NMSE</td>
<td>$1.3 \times 10^{-3}$</td>
<td>$4.6 \times 10^{-4}$</td>
<td>$7.5 \times 10^{-4}$</td>
<td>$2.6 \times 10^{-3}$</td>
<td>$1.1 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>FAC2</td>
<td>$9.6 \times 10^{-3}$</td>
<td>$8.8 \times 10^{-3}$</td>
<td>$9.8 \times 10^{-3}$</td>
<td>$9.8 \times 10^{-3}$</td>
<td>$9.7 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>$4.5 \times 10^{-3}$</td>
<td>$3.9 \times 10^{-2}$</td>
<td>$9.0 \times 10^{-4}$</td>
<td>$3.7 \times 10^{-2}$</td>
<td>$2.5 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>$9.1 \times 10^{-3}$</td>
<td>$8.3 \times 10^{-1}$</td>
<td>$9.5 \times 10^{-1}$</td>
<td>$9.3 \times 10^{-2}$</td>
<td>$9.5 \times 10^{-1}$</td>
</tr>
<tr>
<td>mixing length</td>
<td>NMSE</td>
<td>$1.4 \times 10^{-4}$</td>
<td>$4.1 \times 10^{-3}$</td>
<td>$1.3 \times 10^{-3}$</td>
<td>$1.9 \times 10^{-3}$</td>
<td>$6.8 \times 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>FAC2</td>
<td>$9.8 \times 10^{-3}$</td>
<td>$9.2 \times 10^{-3}$</td>
<td>$9.9 \times 10^{-3}$</td>
<td>$9.5 \times 10^{-3}$</td>
<td>$1.0 \times 10^{-1}$</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>$8.5 \times 10^{-3}$</td>
<td>$4.0 \times 10^{-2}$</td>
<td>$9.2 \times 10^{-3}$</td>
<td>$3.0 \times 10^{-3}$</td>
<td>$9.3 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>$9.7 \times 10^{-3}$</td>
<td>$8.4 \times 10^{-1}$</td>
<td>$9.9 \times 10^{-1}$</td>
<td>$9.3 \times 10^{-1}$</td>
<td>$9.9 \times 10^{-1}$</td>
</tr>
<tr>
<td>$\nu_t$</td>
<td>NMSE</td>
<td>$3.4 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-3}$</td>
<td>$1.3 \times 10^{-3}$</td>
<td>$5.0 \times 10^{-4}$</td>
<td>$6.6 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>FAC2</td>
<td>$9.7 \times 10^{-3}$</td>
<td>$8.6 \times 10^{-3}$</td>
<td>$9.8 \times 10^{-3}$</td>
<td>$9.8 \times 10^{-3}$</td>
<td>$9.9 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>$3.3 \times 10^{-4}$</td>
<td>$4.1 \times 10^{-3}$</td>
<td>$3.2 \times 10^{-4}$</td>
<td>$4.2 \times 10^{-3}$</td>
<td>$2.3 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>$9.5 \times 10^{-3}$</td>
<td>$8.3 \times 10^{-1}$</td>
<td>$9.7 \times 10^{-1}$</td>
<td>$9.6 \times 10^{-3}$</td>
<td>$9.8 \times 10^{-1}$</td>
</tr>
<tr>
<td>pseudo-Reynolds stress</td>
<td>NMSE</td>
<td>$1.3 \times 10^{-4}$</td>
<td>$1.4 \times 10^{-3}$</td>
<td>$4.0 \times 10^{-3}$</td>
<td>$5.1 \times 10^{-3}$</td>
<td>$9.0 \times 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>FAC2</td>
<td>$9.9 \times 10^{-4}$</td>
<td>$9.7 \times 10^{-4}$</td>
<td>$10 \times 10^{-4}$</td>
<td>$10 \times 10^{-4}$</td>
<td>$10 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>$8.6 \times 10^{-4}$</td>
<td>$5.0 \times 10^{-2}$</td>
<td>$4.9 \times 10^{-2}$</td>
<td>$1.2 \times 10^{-2}$</td>
<td>$4.4 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>$9.6 \times 10^{-3}$</td>
<td>$9.1 \times 10^{-1}$</td>
<td>$9.8 \times 10^{-1}$</td>
<td>$9.9 \times 10^{-2}$</td>
<td>$10 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

Figure 8 displays fluid velocities and streamlines of the flow predicted by the PINN using the $k$-$\omega$ model. As seen, the neural net predicted the separated shear layer as well as the vortex inside the separation bubble. At the vertical wall of the step, a small flux through the boundary layer is present (point 1 in Figure 8). The results did not exhibit a corner vortex (point 2 in Figure 8). Above the backward-facing step, a region of high-velocity fluid is present (point 3 in Figure 8). Downstream of the reattached shear layer, flux through the horizontal wall accompanied by an upward fluid motion is visible (compare denotation 4 in Figure 8).

Figure 9 shows the velocity as well as the streamlines predicted by the mixing-length model. The model predicted a separated shear layer that reattaches downstream of the step. Flux through the vertical and horizontal wall of the step is visible (point 1 in Figure 9). The PINN did not predict the vortex inside of the separation bubble nor the corner vortex (point 2 in Figure 9). The predicted shear layer is thickened shortly downstream of the step (point 3 in Figure 9). Additionally, flux passing through the horizontal wall accompanied by an upward fluid motion is visible downstream of the step (point 4 in Figure 9).

Figure 10 exhibits the velocity field as well as the streamlines predicted by the PINN model using the $\nu_t$ model. The separated shear layer and the associated recirculatory
vortex are present in the results. As for the other models, the streamlines indicate a small flux through the vertical wall of the backward-facing step (point 1 in Figure 10). No corner vortex was predicted (point 2 in Figure 10). Above the separated shear layer and downstream of the step, an area of high-velocity fluid is present (point 3 in Figure 10).

Figure 11 displays the velocity as well as the streamlines predicted by the PINN using the pseudo-Reynolds-stress model. Similar to most other models, the pseudo-Reynolds-stress model predicted the separated shear layer and the associated vortex at the backward-facing step. At the corner of the backward facing step, flux passing through the vertical wall exists (point 1 in Figure 11). As for all other turbulence models, no corner vortex was predicted by the PINN using the pseudo-Reynolds-stress model (point 2 in Figure 11).

Figure 8. Predicted flow field around the backward-facing step using the $k$-$\omega$ model, based on training with three vertical lines of labeled training data. The magnitude of velocity is presented together with the streamlines. 1: Flux through the vertical wall; 2: no corner vortex predicted; 3: thickened shear layer; 4: flux through the horizontal wall accompanied by an upward motion.

Figure 9. Predicted flow field around the backward-facing step using the mixing length model, based on training with three vertical lines of labeled training data. The magnitude of velocity is presented together with the streamlines. 1: Flux through the vertical wall; 2: no corner vortex predicted; 3: thickened shear layer; 4: flux through the horizontal wall accompanied by an upward motion.

Figure 10. Predicted flow field around the backward-facing step using the $\nu_1$ model, based on training with three vertical lines of labeled training data. The magnitude of velocity is presented together with the streamlines. 1: Flux through the vertical wall; 2: no corner vortex predicted; 3: area of high velocity.
Figure 11. Predicted flow field around the backward-facing step using the pseudo Reynolds stress model, based on training with three vertical lines of labeled training data. The magnitude of velocity is presented together with the streamlines. 1: Flux through the vertical wall; 2: no corner vortex predicted.

5.3. Training with Five Lines of Labeled Training Data Inside of the Domain

The $k-\omega$ model, the mixing-length model, the $\nu_t$ model, and the pseudo-Reynolds model yielded global NMSE of $4.0 \times 10^{-5}$, $7.7 \times 10^{-5}$, $1.1 \times 10^{-4}$, and $5.6 \times 10^{-5}$ as well as standard deviations of 1,196%, 61.8%, 46.2%, and 35.1%, respectively. This, again, indicated that the quality of the predictions obtained from the the ten reinitialized training sets varied significantly.

Figure 12 displays the fluid velocities and streamlines of the flow predicted by the PINN using the $k-\omega$ model. The neural network predicted the separated shear layer as well as the vortex inside of the separation bubble. At the vertical wall of the step, a small flux passing through the boundary is present (point 1 in Figure 12). The results do not exhibit a corner vortex (point 2 in Figure 12).

Figure 13 shows the velocity as well as the streamlines predicted by the PINN using the mixing-length model. The model predicted the separation bubble downstream of the backward-facing ramp as well as the vortex. A small flux through the vertical wall of the step is present (point 1 in Figure 13). The PINN did not predict the corner vortex (point 2 in Figure 13). The predicted shear layer was thickened shortly downstream of the step and a high-velocity region was formed upstream (point 3 in Figure 13).

Figure 14 exhibits the velocity field as well as the streamlines predicted by the PINN model using the $\nu_t$ model for the PDE inside of the composed loss function. The separated shear layer and the associated recirculative vortex characterized the flow. As for the other models, the streamlines indicated a small flux passing through the vertical wall of the backward-facing step (point 1 in Figure 14). No corner vortex was predicted (point 2 in Figure 14). Above the separated shear layer and downstream of the step, an area of high-velocity fluid is present (point 3 in Figure 14).

Figure 15 displays the velocities as well as streamlines predicted by the best PINN using the pseudo-Reynolds-stress model. Predicted was the separated shear layer and the associated vortex at the backward-facing step. At the corner of the backward-facing step, a flux passing through the vertical wall is present (point 1 in Figure 15). As for all other turbulence models, no corner vortex was predicted by the PINN using the pseudo-Reynolds-stress model (point 2 in Figure 15).

Figure 12. Predicted flow field around the backward-facing step using the $k-\omega$ model, based on training with five vertical lines of labeled training data. The magnitude of velocity is presented together with the streamlines. 1: Flux through the vertical wall; 2: no corner vortex predicted.
Figure 13. Predicted flow field around the backward-facing step using the mixing-length model, based on training with five vertical lines of labeled training data. The magnitude of velocity is presented together with the streamlines. 1: Flux through the vertical wall; 2: no corner vortex predicted; 3: thickened shear layer.

Figure 14. Predicted flow field around the backward-facing step using the $\nu_t$ model, based on training with five vertical lines of labeled training data. The magnitude of velocity is presented together with the streamlines. 1: Flux through the vertical wall; 2: no corner vortex predicted; 3: area of high velocity.

Figure 15. Predicted flow field around the backward-facing step using the pseudo-Reynolds-stress model, based on training with five vertical lines of labeled training data. The magnitude of velocity is presented together with the streamlines. 1: Flux through the vertical wall; 2: no corner vortex predicted.

6. Discussion

For training without labeled training data inside the domain, predictions of the fully connected feed-forward PINNs disagreed with corresponding DNS data. In part, these deviations were attributable to the spatial and temporal configuration. While the DNS results in [19] were obtained for a three-dimensional backward-facing step, we applied the PINN to a two-dimensional geometry.

Another explanation for the deviation from the DNS results could be the lack of labeled training data inside the domain. In contrast, several authors reported accurate predictions using PINNs that were trained without any labeled training data. However, the associated Reynolds numbers were below 300 and, hence, the flow corresponded to laminar conditions [6,7,9,12,28]. As the flow of our work had a Reynolds number of 5100,
we attribute the deviation in the PINN when trained without labeled training data to the high Reynolds number.

For training with five vertical lines of labeled training data, excellent agreement was achieved between the predictions and the DNS results for all turbulence models. The reported error metrics turned out to be well below the acceptance limits for random and bias errors. These results support the claim that PINNs can be trained to yield accurate stationary predictions of turbulent flows.

The predictions were improved when using all available training data. This was especially so when using the $k$-$\omega$ and the mixing-length models, which exhibited distinct flaws of the flow field when trained with only three lines (compare Figures 8 and 9 with Figures 12 and 13).

However, these results also demonstrated the limitations of the PINN approach deployed here, as small flux was formed through the boundaries, especially through the vertical step wall. This effect could be attributed to the loss reduction during the training process. Specifically, any violation of the imposed boundary conditions is penalized with an equivalent loss. As these losses cannot be eliminated by the optimizer, a small flux through the walls could remain after the training. These fluxes could accumulate over the boundaries, resulting in mass and momentum losses which deteriorate the flow field inside the domain. As a remedy, loss-specific weighting factors could be considered. Another potential solution is hard boundary constraint enforcement [7,8] or the direct-forcing immersed boundary method [29].

All models predicted the primary separation vortex of the backward-facing step when five vertical lines of training data were used. However, every applied turbulence model failed to predict the secondary corner vortex. Consequently, the shape of the primary corner vortex was flawed. Application of a residual adaptive refinement method (RAR) might have increased the accuracy of the PINN predictions for the backward-facing step flow. When training a PINN with a RAR, training points are added in areas where high residuals are present. This may yield more accurate solutions for the smaller areas, such as the secondary corner vortex. Lu et al. [24] applied this RAR method in the PINN framework DeepXDE.

Our results also indicate that the novel turbulence models considered here are capable of predicting turbulent flows when applied with a PINN. In fact, the PINN using the pseudo-Reynolds-stress model yielded more accurate predictions than the PINNs using the established turbulence models when trained with three lines of training data. In the following, we discuss the strengths and weaknesses of all employed models.

The advantage of the $k$-$\omega$ model is that two transport equations are employed: one equation to determine the kinetic turbulent energy; the other equation the specific dissipation rate. This model has been proven to yield accurate results for a wide variety of flows, including flows over a backward-facing step [30]. Here, we incorporated this model into a PINN obtaining favorable agreements with DNS results. However, introducing two additional complex PDEs might impede the optimization process in other cases. A too-complex optimization problem could then cause the optimizer failing to approach the global minimum and, hence, provide unrealistic predictions.

For the mixing-length model, no additional PDEs needed to be solved. Hence, the optimizer was expected to more easily solve the associated system of equations. However, as no transport equation for turbulent quantities was considered, the system of PDEs can be assumed to represent the real flow less accurately. This might have caused the overpredicted thickness of the shear layer behind the step, which could have been due to an overestimated turbulent viscosity. The mixing-length model was also applied by Hennigh et al. [16]. They reported good agreement with CFD results. However, no areas of separated flow seem to be present in [16].

For the $\nu_t$ model, the PINN predicted values for the velocity and pressure as well as the turbulent viscosity field. The Reynolds stress terms were then calculated from the output of the PINN using the Boussinesq hypothesis. In contrast to the established CFD turbulence models discussed above, no equation for $\nu_t$ needed to be satisfied. This is also
the case for the proposed pseudo-Reynolds-stress model, where the Reynolds stresses were computed directly from the pseudo-turbulent output of the PINN. In the training process the weights of the PINN were adjusted such that the predicted $u$, $v$, and $p$, as well as the turbulent variables $u'_p$ and $v'_p$ (of the pseudo-Reynolds-stress model) or $v_1$ (of the $v_1$ model) together satisfy the RANS equations. Presumably, as no physics-based equation was prescribed, this method might yield wrong predictions of $u$, $v$, and $p$.

However, in the example presented here, the predictions compared favorably to the DNS results. In fact, the pseudo-Reynolds-stress model and the $v_1$ model yielded more plausible flow fields than the traditional turbulence models, when trained with only three lines of labeled data (compare Figures 8–11). Harmening et al. [31] presented a PINN-based surrogate model which predicted the stationary flow and pressure field around a square within a range of high Reynolds numbers using the pseudo-Reynolds-stress model. Their predictions also agreed well with comparable RANS simulations. Eivazi et al. [17] presented a similar approach. They trained a PINN to predict several turbulent flows. The applied neural net was designed to predict velocity, pressure, and pseudo-Reynolds-stress terms. They also reported good agreements with simulations.

In many cases, experimental or simulative data are available. Therefore, the $v_1$ model and the pseudo-Reynolds-stress model could be a viable alternative to the $k$-$\omega$ model or the mixing-length model. This is especially the case for multidimensional surrogate models of variable geometry.

Data for the turbulent viscosity can be obtained from RANS simulations. Hence, although no equation was designated for the $v_1$ model, the corresponding PINN could be trained with labeled training data for all output variables. This is an advantage of the $v_1$ model when compared to the pseudo-Reynolds-stress model, where no training data can be derived for the pseudo turbulent output. The pseudo-Reynolds-stress model, on the other hand, provides more output variables that can be adjusted to satisfy the RANS equations. In fact, the pseudo-Reynolds-stress model yielded better results for the cases investigated here.

The presented RANS-based PINN method could be applied to a variety of turbulent engineering problems. This accounts for cases for which steady or unsteady solutions are required without resolving the turbulent motions. In this work, the training of the PINN took, on average, 1285 s for the pseudo-Reynolds-stress model and 2155 s for the $k$-$\omega$ model on a GeForce RTX 2070 GPU. This was 264% or 157% faster than a reference CFD simulation computed using a 120,000-cell computational grid on a i7-9700K CPU with 64 GB DDR4 RAM. However, the CFD simulations would be significantly faster for coarser grids. After training, the model required only 2.84 ms to predict the entire flow field (40,000 data points). This makes PINNs suitable for application as surrogate models for steering or optimization problems or for the generation of initial conditions for CFD calculations. As PINNs do not require a computational grid, they could also be applied as an alternative to CFD calculations to avoid expensive grid generation and errors associated with poor grid quality.

In future studies, we will investigate the capability of PINNs as multidimensional surrogate models for variable geometries. Furthermore, future work should concern improvements in the predicted flow field such that the corner vortex is also predicted by the PINN. The effect of different Reynolds numbers is a question for future studies as well. Additionally, an application of PINNs to the Lagrangian description of the Navier–Stokes equations using the smoothed particle hydrodynamics (SPH) method [32] would be interesting.

7. Conclusions

In this work, we compared four different RANS turbulence-modeling methods to predict an incompressible 2D turbulent backward-facing step flow using a PINN incorporating little labeled training data. The steady-state predictions were compared to averaged DNS results for a Reynolds number of 5100.
The models comprised the standard \( k-\omega \) model and the mixing-length model. Additionally, we applied two equation-free models, namely, the \( v_t \) model and a pseudo-Reynolds-stress model, which can be used to train a PINN. For the \( v_t \) model and the pseudo-Reynolds-stress model, no additional equations needed to be solved. Instead, the PINN was trained to yield predictions that, together, satisfied the RANS equations.

Our predictions compared favorably to DNS results when three or five lines of labeled training data were used. For three lines of labeled training data, the pseudo-Reynolds-stress model produced the lowest errors. For this configuration, all models except the mixing-length model predicted the separated shear layer and the associated primary vortex. When five lines of labeled training data were used, the predicted flow fields were improved and the vortex behind the backward-facing step was predicted by all models. Every model failed to predict the secondary corner vortex.

Our work demonstrated the applicability of the \( k-\omega \) model to PINNs. Furthermore, the pseudo-Reynolds-stress model was shown to be a viable alternative to the traditional turbulence models. For the high-Reynolds-number flow considered here, the fully connected feedforward PINN failed to yield acceptable predictions when trained without any labeled training data inside the domain. Our results demonstrated that the incorporation of few lines of training data could solve this issue.
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