The Effects of Mainstream Reynolds Number and Blowing Ratio on Film Cooling of Gas Turbine Vanes
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Abstract: Film cooling performance was evaluated numerically for three mainstream Reynolds numbers and four blowing ratios (BR). A computational model based on finite volume discretization was used to solve an incompressible and transient flow over a NACA 4412 cascade vane. Several passive scalars were included in the model to evaluate the condition of adiabatic temperature and constant temperature for the surface vane. For the adiabatic temperature condition, the film effectiveness mainly depends on the jet trajectory and recirculation zones. For the constant temperature condition, the net heat flux reduction (NHFR) varies according to the boundary layer separation and reattachment. Consequently, misleading conclusions could be drawn if only one of the two approaches is adopted. For instance, the mainstream Reynolds number \( \text{Re}_{\infty} = 3615 \) reached a maximum average effectiveness lower than 0.3 with an average NHFR of 0.25. However, for \( \text{Re}_{\infty} = 10,845 \) the maximum average effectiveness was close to 0.45, but with negative average NHFR values. This finding demonstrates the need to explore new indicators like jet trajectory, convective coefficient and skin friction coefficient, as presented in this paper.
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1. Introduction

Gas turbines are mainly used for aircraft propulsion and electric power generation [1]. In fact, there are no outstanding alternatives that can replace gas turbines as a feasible alternative for aircraft propulsion in the coming years. First, a compact gas turbine can provide high thrust with dimensions that fit the weight and space requirements of an aircraft [2]. Additionally, it takes advantage of forward speeds and flight altitudes that are favorable for the thermodynamic cycle. Secondly, the absence of alternating elements ensures high reliability, reduces the need for lubricating oil and facilitates maintenance [3]. From the power generation perspective, gas turbines have positioned themselves as one of the preferred options. This is due to low costs and the ability to operate with various fuels [4]. Also, the start-up and shut-down times are quite short, which allows for their intermittent operation in the face of different energy demands [5]. This characteristic makes them a valuable complement to non-constant alternative sources such as solar, wind and tidal energy. As a result, gas turbines are also playing an important role in the transition to renewable energy [6].

For these reasons, efforts have been devoted to continue developing high-efficiency gas turbines. This has been achieved, for instance, by increasing the rotor inlet temperature (RIT). Generally, an increase of 50 K-RIT generates approximately 10% additional power and a 3% increase in the cycle efficiency [7]. Today’s gas turbines operate with RIT close to 1800 K, achieving efficiencies around 45% in the simple-cycle and above 60% in the combined-cycle [8]. However, high temperatures inside the combustor favor the formation of some pollutants, which has limited the maximum value of RIT. Hence, advanced combustion chambers have been developed that manage to reduce emissions of NO\(_x\) by actively...
adjusting the air-fuel premix (DLN) [9]. In this way, better control of the reaction products is obtained, allowing higher turbine inlet temperatures (TIT) to be used. In this regard, it is expected that new combustor designs will make it possible to exceed 2000 K-RIT in the near future [10].

Even so, the increase in TIT is undesirable for the turbine elements, especially for the vanes located in the first stage. Such extreme temperature conditions can cause creep, high-temperature corrosion and thermal fatigue problems [11,12]. Worse still, the TIT values can be well above the permissible temperature of the materials, which is approximately 1300 K [13]. As a solution, thermal barrier coatings (TBC) are used for the manufacture of the vanes, allowing them to withstand temperatures close to 1600 K [14]. Moreover, the use of ceramic matrix composites (CMCs) and environmental barrier coatings (EBCs) is being investigated to further increase their resistance to those higher TIT values [15,16].

Nevertheless, advances in materials science have not been sufficient to fully protect the turbine components. An alternative strategy to attenuate such a drawback is to induce cooling mechanisms. For instance, a portion of air can be drawn from the compressor to cool the elements in the hot section. With respect to the vanes, the cooling air can be routed through several internal passages designed to maximize heat transfer, which is then expelled through a set of holes in order to reduce the surface temperature as well [17]. Figure 1 depicts this method, which is known as film cooling. In this approach, the gases coming from the combustor enter the turbine with a temperature $T_\infty$. At the same time, air is injected with a velocity $U_j$ and a temperature $T_j$, usually lower than $T_\infty$. The mainstream velocity $U_\infty$ causes the jet to adhere to the surface, forming a protective layer on the vane.

Refrigeration or cooling schemes have made it possible to increase the TIT value, in turn producing an increase in cycle efficiency. However, by removing air from the compressor, the mass flow used for power generation is reduced. So, using too much refrigerant causes a decrease in performance, while too little refrigerant leads to deficient cooling [18]. Approximately 5% of the total air is used to cool the combustor walls, discs and turbine vanes [19].

Therefore, it is common to try to optimize the amount of coolant flow by developing more effective cooling technologies. As for film cooling, there are still a number of challenges to overcome [20]. First of all, it is necessary to gain a deeper understanding of the mechanism by which the coolant interacts with the gases from the combustion chamber. This phenomenon is quite complex due to the formation of different vortices that modify the heat transfer [21]. Secondly, additional indicators are required to comprehensively assess the impact of the film cooling. Usually, the effectiveness is analyzed only from the temperature distributions, while the convective coefficient or refrigerant expenditure are considered less frequently [22–24]. It is also important to study other factors such as net heat flux reduction (NHFR). This criterion takes into account the temperature de-
crease caused by the coolant, but also the increase in the convective coefficient due to the injection process [25]. Thirdly, most of the studies are aimed at modifying the jet hole geometry [26–28]. Although the results demonstrate an improvement in cooling, they do not provide sufficient information on the possible implications on vane aerodynamics. For instance, incorporating slots or ramps near the injection may generate pressure losses, as well as a decrease in the main flow due to boundary layer detachment [29–31]. In this way, it is necessary to jointly investigate the cooling effectiveness with the flow dynamics.

The objective of this study is to investigate whether the film cooling method can be detrimental for some mainstream Reynolds numbers and blowing ratios (BR). Therefore, the film cooling performance is evaluated over a NACA 4412 cascade vane for different mainstream and jet velocities. On the one hand, the jet trajectory is used to analyze recirculation and high-temperature zones. The film cooling behavior is also related to the jet trajectory, finding that the film effectiveness decreases rapidly as the jet moves away from the surface. In contrast, it was found that NHFR depends mainly on the development of the boundary layer. An analysis of the convective coefficient and skin friction coefficient reveals that the film cooling increases the heat transfer to some regions of the vane.

The paper is organized as follows. In Section 2, the considerations used in the computational model are described. In Section 3, the results of the validation on flat plate are reported. In the same section, the results of the simulations over a NACA 4412 cascade vane are shown. Finally, Sections 4 and 5 present the conclusions and future research.

2. Numerical and Computational Methods

Assuming a continuum, the mathematical model was based on the principles of conservation of mass, momentum and energy. In addition, the macroscopic properties of the fluid can be used to describe the flow behavior, for instance, a uniform density $\rho$. In this sense, Equation (1) is obtained by applying the principle of conservation of mass to a transient, incompressible and three-dimensional flow.

$$\nabla \cdot U = 0 \quad (1)$$

This expression corresponds to the equation of continuity, where $U$ is the fluid velocity. The principle of conservation of momentum is based on Newton’s second law. It states that the rate of change in momentum is equal to the sum of the forces acting on a fluid particle. Hence, Equation (2) is obtained for a transient, incompressible and three-dimensional flow.

$$\frac{\partial U}{\partial t} + U \cdot \nabla U = -\nabla p + \nu \nabla^2 U \quad (2)$$

In this formula, $p$ represents the pressure normalized by the density and $\nu$ is the kinematic viscosity of the fluid. Since the flow is incompressible, the energy transport equation is not required to solve the mathematical model. However, the temperature was simulated as a passive scalar in order to study the film cooling performance. As shown in Equation (3), the temperature has no influence on the physical properties of the fluid, it is only a field transported by the velocity $U$.

$$\frac{\partial T}{\partial t} + \nabla \cdot (U T) = \nabla (\lambda \nabla T) \quad (3)$$

This expression corresponds to the convection-diffusion equation, where $T$ is the temperature and $\lambda$ is the thermal diffusivity coefficient of the fluid.

Moreover, the fluid properties were estimated as a weighted average based on the volumetric flows. For example, the method for calculating the kinematic viscosity $\nu$ is presented in Equation (4).
\[ v = \frac{v_{@T_{\infty}} \cdot Q_{\infty} + v_{@T_j} \cdot Q_j}{Q_{\infty} + Q_j} \]  \hspace{1cm} (4) 

where the kinematic viscosity at the mainstream temperature \( v_{@T_{\infty}} \) and the kinematic viscosity at the jet temperature \( v_{@T_j} \) are weighted by each corresponding volumetric flow \( Q_{\infty} \) and \( Q_j \). The resulting value is divided by the total volumetric flow.

Large eddy simulation (LES) was used to model the flow turbulence. In this method, the large-scale turbulent structure is calculated directly, while the small-scale turbulent structures are predicted by the subgrid-scale model (SGS) [32]. Specifically, wall-adapting local eddy-viscosity (WALE) was used in this work, since it takes into account the energy dissipation in eddies and convergence zones. This model is based on the square of the velocity gradient tensor, so it considers the strain rate and the rotation rate of the smallest resolved turbulent fluctuations [33]. The eddy-viscosity \( \nu_t \) is computed as presented in Equation (5).

\[ \nu_t = (C_w \Delta)^2 \frac{(S_{ij} S_{ij})^{3/2}}{(S_{ij} S_{ij})^{5/2} + (S_{ij} S_{ij})^{5/4}} \]  \hspace{1cm} (5) 

where \( C_w \) is the WALE constant, \( \Delta \) is the length scale, \( S_{ij} \) represents the deformation tensor, and \( S_{ij}^{\text{tr}} \) denotes the traceless deformation tensor. Therefore, WALE model reproduces the near-wall scaling of the eddy-viscosity without a dynamic procedure, which is convenient for complex geometries. For instance, this model was employed to investigate the film cooling for different jet hole geometries on a flat plate [34,35]. As a result, the interaction between the jet and the mainstream turbulent boundary layer is reasonably predicted [36].

The finite volume method (FVM) was used for the spatial discretization. This technique transforms partial differential equations into a system of linear algebraic equations. In a first step, the conservation principles equations are integrated and transformed into balance equations over small fluid volumes. In a second step, interpolation profiles are chosen to approximate the change in variables within each of these volumes [37]. Additionally, the Crank–Nicolson method was used for temporal discretization. It is a semi-implicit scheme based on a weighted average between the explicit and implicit formulations. This results in a second-order and numerically stable method [32].

Pressure–velocity coupling was performed using the PIMPLE algorithm, which is a combination of pressure-implicit with operator splitting (PISO) and semi-implicit method for pressure-linked equations (SIMPLE) [38,39]. Four internal correctors and one non-orthogonal corrector were used to compute the pressure. On the other hand, the criteria for moving to the next time step were nine outer correctors or reaching a pressure and velocity residual of \( 1 \times 10^{-5} \). The PIMPLE algorithm is accurate and stable, because during each outer corrector the variables are updated [40]. This allowed a variable time step and a fixed Courant number equal to 1.5 to be used in the simulations. However, the maximum time step was restricted not to exceed \( 5 \times 10^{-4} \) s to avoid decreasing the temporal accuracy.

The computational model was implemented in OpenFOAM. It is a set of open source libraries focused on finite volume discretization. This software has a wide variety of solvers, utilities and applications to resolve problems related to continuum mechanics, but also to perform preprocessing and postprocessing activities [41]. For instance, OpenFOAM includes a transient solver for incompressible and turbulent flows of Newtonian fluids called pimpleFOAM. Simulations were carried out with this solver, because it also uses the PIMPLE algorithm in the pressure-velocity coupling.

Computations were performed with parallel processing on a DELL Precision 7820 workstation equipped with 64 GB RAM and under Slackware linux OS. In addition, the workstation has an Intel® Xeon® E5 processor @ 3.4 GHz with twelve physical cores. Nevertheless, hyper-threading technology made it possible to compute using twenty cores, so each simulation required about ninety hours. Regarding the software, OpenFoam v8 and ParaView 5.6.0 were employed. Similarly, GNU Octave 5.2.0 and gnuplot 5.2 were used for minor postprocessing work.
3. Results and Discussion

First, the computational model was tested on a flat plate. For this geometry, the adiabatic temperature was obtained to analyze the jet position. As expected, the jet moved away from the surface as BR increased. Furthermore, the film effectiveness was contrasted with results presented by other authors, being consistent with the reported numerical and experimental data.

Secondly, the film cooling performance was studied over a NACA 4412 cascade vane. In this case, the jet trajectory was compared with velocity and temperature distributions in order to identify possible critical regions near the surface. Similarly, the film effectiveness was related to the location of the coolant stream, finding that the film cooling behavior depends on the jet trajectory. Subsequently, the skin friction coefficient and the convective coefficient were calculated. The results indicate that negative NHFR values coincide with boundary layer separation and regions where heat flux increased.

3.1. Validation on a Flat Plate

As shown in Figure 2, the geometry corresponds to a flat plate with a single hole of diameter D. The pipe was 6 D length with an angle of inclination of 30°. It was located 15 D from the boundary inlet to allow a fully developed flow at the mainstream entrance. Also, the plate was 30 D downstream of the injection in order to identify the jet trajectory. For the same reason, a computational domain of 3 D width and 8 D height was chosen. In fact, the selected dimensions are similar to those used by Baagherzadeh [42]. In that work, the injection was investigated, finding acceptable results for a pipe of 5 D length. However, the computational domain was 35 D length and approximately 2 D width. These differences were due to the boundary conditions selected in the present study.

![Figure 2](image_url)

Figure 2. Details of the geometrical model used for the flat plate with D = 0.01 m: (a) Three-dimensional view. (b) Overall view on the middle plane. (c) Cutting plane at the end of the pipe.

The boundary conditions for the velocity and pressure fields are shown in Table 1, where the subscript \( n \) denotes the normal direction to the plane and the subscript \( t \) represents the tangential direction to the plane. The subscript \( b \) indicates that the value is calculated from the other local fields. Afterwards, a description of the boundary conditions is presented.
Table 1. Boundary conditions for velocity and pressure fields.

<table>
<thead>
<tr>
<th>Boundary</th>
<th>( \mathbf{U} )</th>
<th>( \mathbf{p} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>atmosphere (inflow)</td>
<td>( U_n = U_b )</td>
<td>( p = p_{ref} -</td>
</tr>
<tr>
<td></td>
<td>( U_t = 0 )</td>
<td></td>
</tr>
<tr>
<td>atmosphere (outflow)</td>
<td>( \nabla_n U_n = 0 )</td>
<td>( p = p_{ref} )</td>
</tr>
<tr>
<td></td>
<td>( \nabla_n U_t = 0 )</td>
<td></td>
</tr>
<tr>
<td>inlet</td>
<td>( U_n = Q_{\infty} \cdot A_{\infty} )</td>
<td>( \nabla_n p = 0 )</td>
</tr>
<tr>
<td>hole</td>
<td>( U_n = Q_j \cdot A_j )</td>
<td>( \nabla_n p = 0 )</td>
</tr>
<tr>
<td>outlet</td>
<td>( \nabla_n U = 0 )</td>
<td>( p = p_{ref} )</td>
</tr>
<tr>
<td>wall</td>
<td>( U = 0 )</td>
<td>( \nabla_n p = 0 )</td>
</tr>
<tr>
<td>front/back</td>
<td>( U_n = 0 )</td>
<td>( \nabla_n p = 0 )</td>
</tr>
<tr>
<td></td>
<td>( \nabla_n U_t = 0 )</td>
<td></td>
</tr>
</tbody>
</table>

The mainstream enters through the boundary inlet, while the injection of the jet takes place through the boundary hole. At both boundaries, the volumetric flow was prescribed to guarantee a uniform velocity over the patch. With respect to the pressure, a fixed gradient condition was used in order to allow the propagation of the perturbations [43]. For the same purpose, at the boundary outlet, a null Neumann condition for the velocity and a Dirichlet condition for the pressure were applied. Here, the reference pressure \( p_{ref} \) is the fluid pressure under quiescent conditions and away from the boundary. This value was set to zero for convenience.

At boundary atmosphere, both inflow and outflow were permitted. For the inflow, the reference pressure decreases as the velocity increases. As a consequence, pressure gradients decrease causing the fluid to decelerate. Therefore, the pressure and velocity fields are stabilized, resulting in a robust and stable solution. For the outflow, the boundary conditions are similar to those prescribed at the boundary outlet.

Additionally, a symmetry condition was used on boundaries front and back, to reduce the computational demand. For the pressure, this boundary condition reduces to zero gradient. For the velocity, this boundary condition is zero gradient in the tangential direction and zero fixed value in the normal direction. Finally, a no-slip condition was applied to the boundary wall to represent a solid and impermeable border.

The boundary conditions for the passive scalars are shown in Table 2, where the subscript \( n \) denotes the direction normal to the plane. Subsequently, a description of the boundary conditions employed is presented.

Table 2. Boundary conditions for passive scalars.

<table>
<thead>
<tr>
<th>Boundary</th>
<th>( T_{dye} )</th>
<th>( T_{ad} )</th>
<th>( T_q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>atmosphere (inflow)</td>
<td>( T_{dye} = 0 )</td>
<td>( T_{ad} = T_{\infty} )</td>
<td>( T_q = T_{\infty} )</td>
</tr>
<tr>
<td>atmosphere (outflow)</td>
<td>( \nabla_n T_{dye} = 0 )</td>
<td>( \nabla_n T_{ad} = 0 )</td>
<td>( \nabla_n T_q = 0 )</td>
</tr>
<tr>
<td>inlet</td>
<td>( \nabla_n T_{dye} = 0 )</td>
<td>( T_{ad} = T_{\infty} )</td>
<td>( T_q = T_{\infty} )</td>
</tr>
<tr>
<td>hole</td>
<td>( T_{dye} = 1 )</td>
<td>( T_{ad} = T_j )</td>
<td>( T_q = T_j )</td>
</tr>
<tr>
<td>outlet</td>
<td>( \nabla_n T_{dye} = 0 )</td>
<td>( \nabla_n T_{ad} = 0 )</td>
<td>( \nabla_n T_q = 0 )</td>
</tr>
<tr>
<td>wall</td>
<td>( \nabla_n T_{dye} = 0 )</td>
<td>( \nabla_n T_{ad} = 0 )</td>
<td>( T_q = T_j )</td>
</tr>
<tr>
<td>front/back</td>
<td>( \nabla_n T_{dye} = 0 )</td>
<td>( \nabla_n T_{ad} = 0 )</td>
<td>( \nabla_n T_q = 0 )</td>
</tr>
</tbody>
</table>

Firstly, \( T_{dye} \) is a dimensionless tracer used to determine the jet trajectory. At the boundary hole, a fixed value equal to one was set representing the entrance of the coolant. Conversely, at the boundary inlet, a zero gradient condition was prescribed in order to
prevent diffusion by concentration gradients. At the boundary wall, a null Neumann condition was applied to represent the flow constraint across the border.

Secondly, \( T_{ad} \) is the adiabatic temperature, which corresponds to the maximum temperature that could be encountered on the walls. For this field, a Dirichlet condition was used at boundaries inlet and hole, with the mainstream temperature \( T_\infty \) and the jet temperature \( T_j \), respectively. Regarding the boundary wall, a zero gradient condition was set to avoid heat flux, since it is considered an adiabatic surface.

Thirdly, \( T_q \) is a passive scalar used to calculate the heat transfer to the walls. As with the adiabatic temperature, a fixed value was prescribed at boundaries inlet and hole according to the mainstream temperature \( T_\infty \) and the jet temperature \( T_j \). Nevertheless, at the boundary wall, a Dirichlet condition was applied in order to compute the temperature gradients over the surface. The results can be interpreted as the heat flux required to maintain a constant temperature at the boundary. Here, the value of the jet temperature \( T_j \) was chosen as a reference.

For the three passive scalars, a null Neumann condition was set at boundary outlet. In a similar way, a symmetry condition was prescribed at the boundaries front and back which, for scalar fields, simplifies to a zero gradient condition. With respect to the boundary atmosphere, the condition alternates between a fixed value and a fixed gradient.

On the other hand, the computational grid was built with blockMesh of OpenFOAM. This utility is a structured mesh generator that supports cell size gradation and curved edges [41]. As presented in Figure 3, the near wall region was refined to capture the boundary layer development more accurately. For this purpose, different levels of refinement were evaluated until the value of \( y^+ \) was around one and below five in all cases studied. This was achieved with a start cell size of about 0.04 D height and an expansion ratio of five. Consequently, the computational domain was composed of twelve blocks with a total of 3,040,000 hexahedral cells.

Four simulations were performed on a flat plate for \( BR = 0.5, 1, 1.5 \) and \( 2 \). For all cases, the mainstream velocity \( U_\infty \) was fixed and the jet velocity \( U_j \) was adjusted according to Equation (6).

\[
BR = \frac{U_j}{U_\infty}
\]  

In this sense, a mainstream volumetric flow \( Q_\infty = 2.4 \times 10^{-3} \text{ m}^3/\text{s} \) was prescribed in order to ensure a uniform velocity \( U_\infty = 0.5 \text{ m/s} \) at the boundary inlet. This value is equivalent to a mainstream Reynolds number \( Re_\infty = 4947 \), computed with the length upstream of the injection.
Table 3 shows the BR, jet volumetric flows $Q_j$ and jet velocities $U_j$ employed. The jet Reynolds number $Re_j$ was calculated using the pipe diameter as the characteristic length.

**Table 3.** Simulation cases on flat plate with $T_{\infty} = 1373.15$ K and $T_j = 273.15$ K.

<table>
<thead>
<tr>
<th>BR</th>
<th>$Q_j$ [m$^3$/s]</th>
<th>$U_j$ [m/s]</th>
<th>$Re_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>$3.93 \times 10^{-5}$</td>
<td>0.5</td>
<td>330</td>
</tr>
<tr>
<td>1</td>
<td>$7.85 \times 10^{-5}$</td>
<td>1</td>
<td>660</td>
</tr>
<tr>
<td>1.5</td>
<td>$1.18 \times 10^{-4}$</td>
<td>1.5</td>
<td>990</td>
</tr>
<tr>
<td>2</td>
<td>$1.57 \times 10^{-4}$</td>
<td>2</td>
<td>1320</td>
</tr>
</tbody>
</table>

Computations were performed until the pressure, velocity and temperature reached a steady state. Hence, simulations ran for 3 s based on the evolution of these fields in the entire domain. Thereafter, the mean values were calculated until a time of 6 s had elapsed. As shown in Figure 4, the mainstream mean velocity was uniform before injection, but then changes depending on the jet height.

**Figure 4.** Velocity streamlines: (a) BR = 0.5. (b) BR = 1. (c) BR = 1.5. (d) BR = 2.

### 3.1.1. Adiabatic Temperature

The adiabatic temperature for different BR is shown in Figure 5. In this image, $s$ is the length along the surface and $y_n$ is the distance normal to the flat plate. The data are reported for 15 D length downstream after injection and a computation time of 6 s. As a result, the jet was observed to move away from the wall with increasing BR.

According to Figure 5a, the jet remains close to the surface for BR = 0.5. This causes the temperature between the jet and the wall to not exceed 1000 K. When BR = 1, the jet detaches up to 2 D height, as presented in Figure 5b. In this case, the fluid below the jet exceeds 1200 K after 6 D length. As seen in Figure 5c, the jet separates further when BR = 1.5. As a consequence, the mainstream contacts the surface before 3 D length. Finally, for BR = 2, the jet reaches 4 D height, as shown in Figure 5d. Similarly, the fluid temperature indicates that the jet has low incidence on the near wall region.
3.1.2. Film Effectiveness

The film effectiveness $\eta$ is one of the most widely used methodologies to characterize the refrigeration performance. As shown in Equation (7), this parameter is a dimensionless form of the adiabatic temperature $T_{ad}$.

$$\eta = \frac{T_\infty - T_{ad}}{T_\infty - T_j}$$  \hspace{1cm} (7)

Figure 6 shows the film effectiveness reported in the literature for BR = 2. In general, all simulations capture the trend observed in experimentation [42,44]. The film effectiveness approaches one near injection and then decreases from $s = 3D$. For $s < 3D$, the numerical results are greater than the experimental data. Conversely, these values are lower than the experimental data at $s > 3D$. The film effectiveness of the present study was closer to the experimental data for $s < 3D$, but similar to that obtained with the RANS $k - \epsilon$ model when $s > 3D$. In this region, the results of the LES Smagorinsky model were closer to the experimental data.

Figure 6. Comparison of film effectiveness on flat plate for BR = 2, against results obtained with LES (Smagorinsky) and RANS ($k - \epsilon$) by Baagherzadeh [42], and experimental data reported by Thurman et al. [44].
3.2. Simulations Over a NACA 4412 Cascade Vane

A geometric model based on a NACA 4412 airfoil was used to study the film cooling performance on a gas turbine vane [45,46]. The first digit indicates that this profile has a maximum camber equal to 4% of the chord. According to the second digit, the maximum camber is located at 40% of the chord from the leading edge. Finally, the last two digits denote a maximum thickness equal to 12% of the chord.

The other geometric parameters were established from a GE-E3 first-stage vane [47]. Hence, two NACA 4412 vanes were arranged in cascade with an attack angle of 30°. As presented in Figure 7, only the lower airfoil has film cooling through a single hole of diameter D. The pipe was 2D length with an angle of inclination of 25° with respect to a tangent line drawn at the injection point. It was positioned at 5D from the leading edge to allow the film cooling to shower most of the airfoil suction surface.

For both airfoils, a length along the suction surface of 100D and a chord of about 70D were chosen. The separation between them at the leading edge was 29D, which leads to a mean passage height of approximately 35D. In this sense, boundaries inlet and outlet were also placed at 35D length from the vanes. On the other hand, the computational domain was 5D width and 87D height.

![Figure 7](image)

**Figure 7.** Details of the geometrical model used in the NACA 4412 cascade vane simulations with $D = 0.01$ m: (a) Three-dimensional view. (b) Boundaries of the computational domain. (c) Dimensions of the computational domain.

The same boundary conditions used in the flat plate simulations were employed. In this way, the boundary conditions for the velocity and pressure fields are presented in Table 1. In relation to passive scalars, the boundary conditions are described in Table 2.
At the other side, the computational grid was built with blockMesh of OpenFOAM. As indicated in Figure 8, the near wall region was refined to capture the boundary layer development more accurately. For this purpose, different levels of refinement were evaluated until the value of $y^+$ was around one and below five in all cases studied. This was achieved with a start cell size of about 0.03D height and an expansion ratio of fifty. Consequently, the computational domain was composed of fifty-three blocks with a total of 3,360,000 hexahedral cells.

Twelve simulations were performed over a NACA 4412 cascade vane for three $Re_{\infty}$ and four BR. For each Reynolds number, the mainstream velocity $U_{\infty}$ was fixed and the jet velocity $U_j$ was adjusted according to Equation (6). In this sense, a mainstream volumetric flow $Q_{\infty}$ was prescribed in order to ensure a uniform velocity $U_{\infty}$ at the boundary inlet. Nevertheless, only $\frac{1}{4}Q_{\infty}$ flows through the central passage where the film cooling was analyzed. Here, the mainstream Reynolds number $Re_{\infty}$ was computed with one half of the mean passage height. As a result, Figure 9 presents the mean velocity over the upper and lower airfoil.

Table 4 shows the BR, jet volumetric flows $Q_j$ and jet velocities $U_j$ employed. The jet Reynolds number $Re_j$ was calculated using the pipe diameter as the characteristic length.
Table 4. Simulation cases over a NACA 4412 cascade vane with $T_\infty = 1500$ K and $T_j = 600$ K.

<table>
<thead>
<tr>
<th>BR</th>
<th>$\frac{1}{2} Q_\infty$ [m$^3$/s]</th>
<th>$U_\infty$ [m/s]</th>
<th>$Re_\infty$</th>
<th>$Q_j$ [m$^3$/s]</th>
<th>$U_j$ [m/s]</th>
<th>$Re_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>7.26 $\times$ 10$^{-2}$</td>
<td>5</td>
<td>3615</td>
<td>0.98 $\times$ 10$^{-4}$</td>
<td>1.25</td>
<td>52</td>
</tr>
<tr>
<td>0.5</td>
<td>14.52 $\times$ 10$^{-2}$</td>
<td>10</td>
<td>7230</td>
<td>1.96 $\times$ 10$^{-4}$</td>
<td>2.5</td>
<td>105</td>
</tr>
<tr>
<td>0.75</td>
<td>21.78 $\times$ 10$^{-2}$</td>
<td>15</td>
<td>10,845</td>
<td>2.95 $\times$ 10$^{-4}$</td>
<td>3.75</td>
<td>157</td>
</tr>
<tr>
<td>1</td>
<td>3.93 $\times$ 10$^{-4}$</td>
<td>5</td>
<td>209</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Computations were performed until the pressure, velocity and temperature reached a steady state. For $Re_\infty = 3615$, simulations ran for 0.15 s based on the evolution of these fields in the entire domain. Thereafter, the mean values were calculated until a time of 0.3 s had elapsed. Similarly, for $Re_\infty = 7230$, the simulations ran for 0.1 s and then advanced to 0.2 s. For $Re_\infty = 10,845$, the fields reached a steady state at 0.5 s, so the computation time selected was 0.1 s.

3.2.1. Jet Trajectory

The jet trajectory was defined from the maximum value of the passive scalar $T_{dye}$. In this way, the jet position was compared with velocity and temperature $T_q$ distributions. For the cases studied, the jet trajectory has a similar trend regardless of BR, so only data for BR = 1 and different $Re_\infty$ are reported. In the following images, the results on the vane midline are shown, where $s$ is the length along the suction surface and $y_n$ is the distance normal to the vane.

Figure 10 presents the results for BR = 1 and $Re_\infty = 3615$. The trajectory shows that the jet attempts to separate from the surface when $s < 20$ D. However, the jet height decreases again when $s = 40$ D, since the maximum camber is located in this region. After this point, the jet moves away definitively, reaching a separation of 1 D at $s = 70$. Finally, for $s > 90$ D, the jet position continues to increase until it reaches a maximum height below 2 D.

In addition, it can be considered that the jet velocity was approximately 4 m/s, which is lower than 5 m/s prescribed at the boundary hole. With respect to temperature, the measurements along the jet trajectory are not constant. For $s < 50$ D, the temperature is around 800 K. As the jet separates from the surface, values close to 1000 K are recorded.
at $s = 70$ D. Furthermore, when $s = 90$ D, a higher temperature region is observed near the vane wall at 1 D height. For $s = 100$ D, the jet reaches a maximum temperature of 1200 K.

Figure 11 shows the results for $BR = 1$ and $Re_{\infty} = 7230$. The jet trajectory reaches a first maximum when $s < 20$ D. Nevertheless, the mainstream causes the jet to attach to the surface at $30$ D $< s < 50$ D. Subsequently, the jet height increases until it reaches a second maximum at $s = 90$. The jet position always were located below 2 D height.

Additionally, the jet velocity is around 5 m/s, while the velocity at the boundary hole is 10 m/s. On the other hand, the temperature distribution indicates that for $s < 70$ D, the jet does not exceed 900 K. From this point, the temperature increases up to 1200 K when $s > 90$. At the same location, a region at 1100 K is observed near the vane wall.

Figure 12 presents the results for $BR = 1$ and $Re_{\infty} = 10,845$. The trajectory indicates that the jet attempts to separate from the vane wall when $s < 20$ D. However, for $30$ D $< s < 50$ D, the jet attaches to the surface due to the mainstream and the airfoil camber. After this point, the jet position increases until it reaches a height close to 1 D at $s = 80$ D. At the end, the jet trajectory decreases and stabilizes when $s > 90$ D.

Moreover, the jet velocity along the trajectory does not overcome 10 m/s, although the velocity at the boundary hole is 15 m/s. In relation to the temperature, for $s < 70$ D, the jet does not exceed 800 K. On the contrary, when $s = 80$ D, it reaches a maximum temperature of 1000 K. From this location, a region at 1200 K is observed very close to the surface. Nevertheless, the zone where the jet trajectory stabilizes remains at about 900 K.

Figure 13 shows the results for $BR = 1$ and different $Re_{\infty}$. In general, the jet trajectory presents the same trend for the three cases. When $s < 20$ D the jet reaches 0.6 D height, but then decreases approaching the surface. For $Re_{\infty} = 7230$ and 10,845, this decrease causes the jet to attach to the vane wall when $30$ D $< s < 50$ D. Subsequently, the jet position increases until it reaches its maximum value. For $Re_{\infty} = 3615$ and 7230, the trajectories collapse when $70$ D $< s < 90$ D reaching 1.6 D height. In contrast, for $Re_{\infty} = 10,845$, the
maximum height of the jet does not exceed 1 D and is located at $s = 80 D$. From this point, the jet again descends for $Re_\infty = 7230$ and 10,845. Finally, when $s > 90 D$, the jet position continues to increase for $Re_\infty = 3615$, decreases for $Re_\infty = 7230$, and remains constant for $Re_\infty = 10,845$.

![Figure 13. Jet trajectory for BR = 1 and different $Re_\infty$. The blue stripe indicates the position of the injection.](image)

### 3.2.2. Film Effectiveness

The film effectiveness $\eta$ is one of the most widely used methodologies to characterize the refrigeration performance. As presented in Equation (7), this parameter is a dimensionless form of the adiabatic temperature $T_{ad}$. For all cases, the film effectiveness has a similar trend regardless of BR, so only data for BR = 1 and different $Re_\infty$ are reported. In the following images, the results on the vane midline are shown, where $s$ is the length along the suction surface and $y_n$ is the distance normal to the vane.

Figure 14 presents the results for BR = 1 and different $Re_\infty$. The film effectiveness reaches its maximum value close to injection. In this way, the effectiveness was greater than 0.8 for $s < 10 D$. However, when $10 D < s < 20 D$, it decays rapidly as a consequence of increasing jet height. Conversely, the film effectiveness increases for $Re_\infty = 7230$ and 10,845 at $20 D < s < 30 D$, since the jet is located close to the vane wall. After this point, the variation in the jet trajectory does not influence the effectiveness, which is reduced at the same rate for the three cases. In addition, when $70 D < s < 80 D$, the film effectiveness decreases for $Re_\infty = 7230$ and 10,845, due to a region of high temperature situated near the surface.

![Figure 14. Film effectiveness for BR = 1 and different $Re_\infty$: (a) Jet trajectory. (b) Film effectiveness. The blue stripe indicates the position of the injection.](image)

A new indicator, known as average film effectiveness $\bar{\eta}$, was proposed in order to compare the results for different BR and $Re_\infty$. As presented in Equation (8), it is computed as the integral of the film effectiveness at the vane midline. In this expression, $s$ is the length along the surface.
\[ \eta = \frac{1}{s} \int_{s}^{\eta} \, ds \] (8)

Figure 15 shows the results for different BR and Re\(\infty\). For all cases, the maximum average effectiveness occurs when BR=1. In this case, for Re\(\infty\) = 3615, the film effectiveness is below 0.3, while for Re\(\infty\) = 7230, it approaches 0.4. For Re\(\infty\) = 10,845, the effectiveness does not exceed 0.45, although it is greater than the other Reynolds numbers. On the contrary, for Re\(\infty\) = 3615, the lowest values were obtained regardless of BR. In general, the film effectiveness improves with increasing BR, although this increment reduces as a greater BR is used.

![Figure 15. Average film effectiveness for different BR and Re\(\infty\).](image)

3.2.3. Net Heat Flux Reduction

NHFR takes into account the temperature decrease caused by the coolant, but also the increase in the convective coefficient due to the injection process [25]. Its definition is presented in the Equation (9), where \(q\) is the heat flux when the film cooling method is used and \(q_0\) corresponds to the heat flux without cooling. Therefore, NHFR < 0 indicates an increment in heat flux relative to the condition without film cooling.

\[ \text{NHFR} = 1 - \frac{q}{q_0} \] (9)

Based on the no-slip condition, a conduction heat transfer process between the first fluid layer and the surface was assumed. Hence, heat fluxes were computed from temperature gradients at the adjacent cells to the vane as shown in Equation (10).

\[ q = k \frac{\partial T}{\partial y_n} \] (10)

where \(k\) is the thermal conductivity of the fluid and \(y_n\) is the direction normal to the vane. Thereby, \(T_\infty\) over the suction surface of the lower vane were used to estimate \(q\), while \(T_\infty\) over the suction surface of the upper vane were used to estimate \(q_0\), as noted in Figure 8.

Furthermore, the convective coefficient \(h\) and skin friction coefficient \(C_f\) were calculated. On the one hand, \(h\) was computed by balancing the convection and conduction heat flux as described in Equation (11). Here, \(T_\infty\) was chosen as the temperature of the fluid sufficiently far from the surface, while \(T_j\) at the boundary wall corresponds to the same jet temperature \(T_j\), according to Table 2.

\[ h \left( T_\infty - T_j \right) = k \frac{\partial T}{\partial y_n} \] (11)

At the other side, \(C_f\) was estimated in order to study the boundary layer behavior. In Equation (12), \(A\) is the area of the airfoil suction surface, \(s\) is the length along the surface,
\( \hat{n} \) is the unit vector of area, \( \tau \) is the shear stress tensor, and \( \hat{x} \) is the unit vector of the flow direction indicated in Figure 8.

\[
C_f = \frac{1}{\rho U^2_\infty A} \int \hat{n} \cdot \tau \cdot \hat{x} \, dA
\]  

(12)

In the following images, the results on the vane midline are presented. Additionally, both coefficients were normalized by the first maximum after injection to facilitate their comparison. Thereby, \( \hat{h} \) is the normalized convective coefficient, \( \hat{C}_f \) is the normalized skin friction coefficient, \( s \) is the length along the suction surface, and \( y_n \) is the distance normal to the vane.

Figure 16 shows the results for \( BR = 1 \) and \( Re_\infty = 3615 \). On the one hand, the normalized skin friction coefficient presents its maximum value at the injection point, but at \( s = 10 \, D \), it decreases rapidly to 0.2. When \( s = 30 \, D \), this coefficient reaches a second maximum at approximately 0.8. From this location, it decreases again until it turns negative at \( s > 60 \, D \), which means a boundary layer separation.

A similar trend is found for the normalized convective coefficient. On the one hand, there is an increment at \( s < 40 \, D \) until it reaches 1. Subsequently, this coefficient decays below 0.6 when \( s = 70 \, D \). However, it increases to 1.6 when \( s = 100 \, D \).

NHFR is equal to 1 at the injection point. Afterwards, it decreases at a constant rate until it reaches 0.2 when \( s = 40 \, D \). NHFR remains constant until \( s = 70 \, D \) and decreases again to turn null.

Figure 17 presents the results for \( BR = 1 \) and \( Re_\infty = 7230 \). For \( s = 10 \, D \), a reduction in the normalized skin friction coefficient until negative values is recorded. Almost instantaneously, there is an increment and a boundary layer reattachment. When \( s = 30 \, D \), this coefficient reaches its maximum value, but decreases again below zero. This occurs from \( s = 60 \, D \), and indicates a second boundary layer separation.

Similarly, the normalized convective coefficient increases when \( s < 40 \, D \). Nevertheless, for \( 40 \, D < s < 70 \, D \), it decreases to below 0.5. At \( s > 70 \, D \), an increment allows this coefficient to approach 3.

On the other hand, the maximum NHFR takes place near the injection, but turns null for \( s < 40 \, D \). Subsequently, there is a slight increment when \( 40 \, D < s < 70 \, D \) without exceeding 0.2. For \( s > 70 \, D \), NHFR is negative, so the heat flux in this region is greater than for the vane without film cooling.

Figure 18 shows the results for \( BR = 1 \) and \( Re_\infty = 10,845 \). The normalized skin friction coefficient decreases after injection. When \( s = 10 \, D \), there is a boundary layer separation represented by the negative values of this coefficient. From this location, it increases to its maximum value at \( s = 30 \, D \). Afterwards, this coefficient changes sign at \( 60 \, D < s < 70 \, D \),
so there is a boundary layer separation again. Nevertheless, in $80 \, D < s < 90 \, D$ the boundary layer reattaches.

![Graph](image1.png)

Figure 17. Indicators for BR = 1 and $Re_{\infty} = 7230$: (a) Normalized convective coefficient and normalized skin friction coefficient. (b) Net heat flux reduction (NHFR). The blue stripe indicates the injection position; the red shaded regions denote boundary layer separation; the yellow shaded region shows film cooling deterioration.

Similarly, the normalized convective coefficient increases from injection, and it reaches a first maximum at $30 \, D < s < 40 \, D$. From this point, it decreases to below 0.5 for $50 \, D < s < 70 \, D$. Subsequently, the heat transfer increases rapidly until it reaches a second maximum at $80 \, D < s < 90 \, D$. Finally, this coefficient remains around 1.5 when $90 \, D < s < 100 \, D$.

Additionally, NHFR shows a decrease in the heat flux due to the jet at $10 \, D < s < 40 \, D$. However, when $40 \, D < s < 50 \, D$, there are no significant differences using the film cooling method. For $50 \, D < s < 70 \, D$, this indicator increases without exceeding 0.5. Conversely, when $70 \, D < s < 90 \, D$, the increment in heat transfer is detrimental to the vane. For $s > 90 \, D$, there are two regions where NHFR is positive and negative, respectively.

![Graph](image2.png)

Figure 18. Indicators for BR = 1 and $Re_{\infty} = 10,845$: (a) Normalized convective coefficient and normalized skin friction coefficient. (b) Net heat flux reduction (NHFR). The blue stripe indicates the injection position; the red shaded regions denote boundary layer separation; the yellow shaded region shows film cooling deterioration.

A new indicator, known as average net heat flux reduction $NHFR$, was proposed in order to compare the results for different BR and $Re_{\infty}$. As shown in Equation (13), it is computed as the integral of NHFR at the vane midline. In this expression, $s$ is the length along the surface.

$$
NHFR = \frac{1}{s} \int s \, NHFR \, ds
$$

Figure 19 presents the results for different BR and $Re_{\infty}$. For all cases, the maximum average NHFR occurs when BR = 1. Under these conditions, for $Re_{\infty} = 3615$, a reduction
of 0.25 is recorded, while for $Re_\infty = 7230$, this indicator approaches 0.2. For $Re_\infty = 10,845$, the results indicate that the film cooling favored heat transfer in a manner detrimental to the vane. This is evident for all the configurations studied, being the most critical situation when $BR = 0.5$. The minimum average NHFR is found for $Re_\infty = 7230$ at this same BR. On the contrary, for $Re_\infty = 3615$ the lowest value occurs for $BR = 0.25$.

Figure 19. Average NHFR for different BR and $Re_\infty$.

4. Conclusions

The analysis of numerical results led to the identification of three principal regions along the suction surface. Where $s < 20$ D, the coolant tends to detach from the vane wall due to jet velocity, resulting in a greater separation between the jet and the surface as BR increases. However, the jet maintains a low temperature for about 10 D length. Beyond this point, the film effectiveness decays exponentially, except for $BR = 1$, where the reduction is at a constant rate. Concurrently, the skin friction coefficient diminishes rapidly due to jet separation. Nevertheless, the influence of the mainstream raises the shear stresses, which again leads to an increase in this coefficient. The jet also induces a temperature gradient that increases the convective coefficient. Even so, the heat flux remains lower than in the uncooled vane, as indicated by positive NHFR values.

In the region where $20$ D $< s < 50$ D, the jet reapproaches the vane wall, and for a higher $Re_\infty$, it attaches to the surface. This behavior is influenced by the location of maximum camber, the change in direction and acceleration of the mainstream. Contrary to expectations, an increase in BR results in a closer approach to the surface. Consequently, jets with greater separation in $s < 20$ D now exhibit a lower height. In relation to the skin friction coefficient, it decreases due to the development of the mainstream on the vane wall. In the same way, jet diffusion reduces the temperature gradients near the surface, leading to a decrease in both the convective coefficient and the rate of NHFR reduction.

For $s > 50$ D, the jet height increases until it separates from the surface, not exceeding 2 D height for all combinations of BR and $Re_\infty$. This separation allows the mainstream to impinge directly on the vane wall, resulting in a high temperature region below the jet at $s = 90$ D and a decrease in film effectiveness. The region is positioned closer to the surface for higher $Re_\infty$.

Furthermore, film effectiveness analysis reveals a decrease in surface temperature as $Re_\infty$ increases. However, the temperature difference may augment the heat flux, leading to adverse effects as observed for $Re_\infty = 10,845$. Therefore, relying solely on one indicator to evaluate film cooling performance is insufficient and the jet trajectory, convective coefficient and skin friction coefficient can be used as a complement.

Both the convective coefficient and the skin friction coefficient exhibit similar trends, reflecting the analogous nature of heat and momentum transfer. The convective coefficient
indicates regions of heat flux without specifying direction, which requires a joint analysis with NHFR. On the other hand, the skin friction coefficient reveals that boundary layer separation hampers vane cooling, since its decrease coincides with the reduction in NHFR.

5. Future Research

In this study, the jet trajectory was determined from the concentration of a passive scalar. However, alternative methods using midline velocity or maximum vorticity may yield slightly different positions. Additionally, geometrical parameters such as airfoil type, angle of attack, injection angle or injection point could influence jet behavior and warrant further investigation.

The simulations were conducted without varying the mainstream and jet temperatures, leaving the effect of the temperature ratio unstudied. Similarly, constant fluid properties were assumed, but variations in temperature may influence the indicators presented.

Finally, the results were reported on the vane midline, omitting phenomena in other directions. Future research could explore indicators at different locations, providing a more comprehensive understanding of film cooling performance.
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Abbreviations
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>Blowing ratio</td>
</tr>
<tr>
<td>CMC</td>
<td>Ceramic matrix composite</td>
</tr>
<tr>
<td>DLN</td>
<td>Dry low NOx</td>
</tr>
<tr>
<td>EBC</td>
<td>Environmental barrier coating</td>
</tr>
<tr>
<td>FVM</td>
<td>Finite volume method</td>
</tr>
<tr>
<td>LES</td>
<td>Large eddy simulation</td>
</tr>
<tr>
<td>NHFR</td>
<td>Net heat flux reduction</td>
</tr>
<tr>
<td>PISO</td>
<td>Pressure-implicit with operator splitting</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-averaged Navier–Stokes equations</td>
</tr>
<tr>
<td>RIT</td>
<td>Rotor inlet temperature</td>
</tr>
<tr>
<td>SGS</td>
<td>Subgrid-scale model</td>
</tr>
<tr>
<td>SIMPLE</td>
<td>Semi-implicit method for pressure-linked equations</td>
</tr>
<tr>
<td>TBC</td>
<td>Thermal barrier coating</td>
</tr>
<tr>
<td>TIT</td>
<td>Turbine inlet temperature</td>
</tr>
<tr>
<td>WALE</td>
<td>Wall-adapting local eddy-viscosity</td>
</tr>
</tbody>
</table>
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