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Abstract: Dropwise condensation (DWC) of steam over hybrid hydrophobic–hydrophilic surfaces is numerically investigated via a phenomenological, Lagrangian model. The full non-dimensionalization of the heat transfer model, needed to determine the droplet growth, allows for generalization of computational results. Hybrid surfaces characterized by recursive geometries are implemented via the introduction of proper boundary conditions. The numerical size distribution of both the large and the small droplet populations, crucial for development of simplified, statistically sound models, is compared with empirical and theoretical correlations. Then, the validation with experimental data involving DWC over an hybrid surface is successfully conducted and the heat flux is enhanced under different operating conditions via hybrid geometry optimization.
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1. Introduction

Heterogeneous steam condensation is involved in engineering applications such as heat exchanger design. In particular, dropwise condensation (DWC) over an inclined surface is known to enhance heat transfer performance, in terms of specific heat flux, of about one order of magnitude, compared with the standard filmwise condensation (FWC) mode. In fact, the continuous surface renewal, due to gravity driven motion of the large droplets, reduces the thermal resistance of the liquid droplets population [1] under DWC regime. Such a mechanism is promoted by hydrophobic surfaces, characterized by static contact angle $\theta > 90^\circ$, and superhydrophobic surfaces, $\theta > 150^\circ$, due to small contact angle hysteresis, which gives smaller departure radii, compared with hydrophilic surfaces [2]. Nanostructure superhydrophobic surfaces promote coalescence-induced jumping of droplets, further reducing the departure radius of the droplets and enhancing heat transfer [2,3]. Recently, hybrid hydrophobic–hydrophilic surfaces are getting more and more attentions [2,4–8]. In particular, hybrid surfaces often appears as a pattern of recursive, hydrophobic–hydrophilic regions of different geometries [2,4,9]. Appropriate surface configurations allow to control the maximum droplet size over the hydrophobic pattern, where DWC is promoted, while the hydrophilic regions enhance the liquid drainage. For example, Peng et al. [2] conducted an experimental campaign on vapor steam condensation over a vertical hybrid surface, composed by alternate hydrophobic–hydrophilic stripes of width $L_D$ and $L_F$, looking for the best geometrical configuration in terms of heat flux. Alwazzan et al. [4,5] also studied steam condensation over a patterned cylindrical surface with alternate hydrophobic and less hydrophobic vertical stripes. More complex geometries have also been investigated in the experimental literature, such as inverted V-shaped channels design [9], tested in case of moist air condensation and characterized by alternate hydrophobic and hydrophilic inclined stripes and a vertical hydrophilic region,
which enhance condensate removal. The optimization of such hybrid geometries (for example, in terms of optimal hydrophobic width $L_D$ and hydrophilic width $L_F$ for the test case investigated in [2]) plays a crucial role and represents a complex issue, as hydrophilic regions, which enhance heat transfer promoting droplet removal from non-wettable surface, are in turn covered by a continuous film and are thus characterized by lower heat transfer performance.

A deep theoretical investigation on the effect of morphology of superhydrophobic nanograsses surfaces inducing droplet jumping was conducted in ref. [10], with the predictions of the proposed model compared with data from the experimental campaign. Various methods can be used to achieve hydrophobic surfaces [4,11–13]. However, the surface characterization is usually conducted only in terms of static contact angle and contact angle hysteresis, while the determination of the actual density of nucleating sites, which strongly influences heat transfer performance as well as the wettability properties, still remains an open problem. The empirical correlation of Rose [14], which gives the nucleation density as a function of the critical nucleating radius and, thus, as a function of the substrate subcooling, is known to overestimate the actual nucleation density, which usually ranges in $10^9 \div 10^{15} \text{m}^{-2}$ for pure steam condensation. An updated theoretical model was proposed in refs. [15,16], where the effect of the hydrophobic coating was introduced. In particular, the effective nucleation density, which must be used in Rose correlation, is greater that the critical one and depends on the substrate subcooling, on the surface wettability and on the coating thermal resistance. However, the effect of surface roughness and morphology is not taken into account and, still, the knowledge of the coating characteristics in terms of thickness and thermal conductivity is not easy to determine in practical problems.

The aim of this work is the numerical investigation of steam condensation over a hybrid surface via a Lagrangian approach. Thus, nucleation, growth (due to condensation process and eventual coalescence), and departure of every single droplet is traced during its whole life. An in-house code, previously developed in FORTRAN90 language to study moist air condensation, is adapted to simulate steam condensation over hybrid surfaces. The steam condensation model is formulated in a non-dimensional form in order to generalize the problem. This allows to reduce the number of computations required to characterize and optimize hybrid hydrophobic–hydrophilic surfaces. Furthermore, the procedure can be used as a postprocessing tool to estimate the nucleation density of the hydrophobic surface from experimental data. The numerical model is firstly validated in terms of droplet size distribution with experimental [17] and theoretical [1] correlations. Then, condensation over an hydrophobic–hydrophilic surface as the one in ref. [2] is investigated. An efficient procedure to characterize the hydrophobic surface in terms of nucleation density, based on the literature experimental data of ref. [2], is proposed. Then, the hybrid geometry is optimized, looking for the best compromise in terms of global heat flux, and the optimal geometrical configuration, numerically obtained, is compared with experimental evidence of [2].

2. Mathematical Model

The evolution of a condensing droplet population over an hydrophobic surface is analyzed via a phenomenological, Lagrangian model. Condensation of pure, saturated vapor steam is considered. Every droplet is modeled as a spherical cap with prescribed contact angle. The main physical mechanisms are:

1. Generation of nuclei at random locations over the computational domain (only dry spots are active);
2. Growth of the whole droplet population due to condensation;
3. Coalescence check (via loop on every droplet of the population, looking for overlap condition with other droplets) and implementation;
4. Hybrid surface implementation as a dedicated boundary condition;
5. Next time step.
The nucleating sites are randomly initialized over the \( L_x \times L_y \) computational domain, according to the imposed nucleation density \( \rho_n \). Nucleation is allowed on dry spots only. Thus, a new drop with radius \( r_n \) is initialized at each time step on the \( k \)th site, with \( k = 1, \cdots, \lfloor \rho_n L_x L_y \rfloor \), if the site stands on a dry region. The location of the nucleating sites does not change during the computation. The droplet growth is driven by two combined mechanisms: condensation of pure vapor at the droplet free surface; coalescence with other droplets (i.e., droplets at different locations may interact with each other). The condensation model is derived in a non-dimensional form. The coalescence between two droplets, which is assumed as an instantaneous event, takes place if contact between neighbour droplets is detected. In order to simulate recursive geometries, periodic boundary conditions were eventually implemented, letting two droplets standing at the opposite sides of the computational domain coalesce. The hybrid surface implementation replicates the experimental test case of ref. [2], where a pattern of hydrophobic and hydrophilic stripes on a flat plate is used to enhance droplet regeneration over the hydrophobic surface. The stripes are thin enough to prevent droplet growth above the gravity induced motion threshold: thus, droplet motion due to gravity and/or air shear is not considered and the contact angle is assumed constant and equal to the static contact angle during droplet growth.

An in-house code, previously developed in FORTRAN90 language and validated in case of dropwise condensation of moist air [18], was adapted. The non-dimensional condensation model of vapor steam was implemented. Furthermore, different boundary conditions were added, including periodic conditions and hybrid surface implementation. Parallelization was performed via OpenMP library for a shared memory machine, in order to speed up computations.

2.1. Droplet Growth

Assuming saturation temperature at the droplet free surface, the heat transfer can be modeled via a series of two thermal resistances, related to conduction through coating layer and conduction through liquid droplet:

\[
q = \frac{T_s - T_w}{\frac{\delta_c}{\lambda_c} + \frac{\delta_{eq}}{\lambda_l} A_b}, \quad A_b = \pi r^2 \sin^2 \theta, \quad F_\theta = \frac{A_b}{\delta_{eq}} = \frac{4 \pi \sin \theta}{\theta}
\]

where \( A_b \) is the droplet base radius, \( \delta_c \) is the coating thickness, \( \delta_{eq} = r \theta \sin \theta / 4 \) is the equivalent thickness related to conduction through the droplet core, calculated according to refs. [15,16]. For convenience, we refer to non-dimensional parameter \( F_\theta \), which only depends on contact angle, instead of \( \delta_{eq} \). Further assuming that condensation drives heat transfer process, the heat flux through the droplet free surface can be expressed as:

\[
q = m_c h_{lv} = 3 \rho_l V_\theta h_{lv} r^2 \frac{dr}{dt}, \quad V_\theta = \frac{\pi}{3} (1 - \cos \theta)^2 (2 + \cos \theta)
\]

The non-dimensional coefficient \( V_\theta \), which depends on the contact angle, is the droplet volume (estimated as the volume of a spherical cap with contact angle \( \theta \) and radius \( r \)) divided by the cube of its radius. Combining Equations (1) and (2) gives the droplet growth rate:

\[
3 \rho_l V_\theta h_{lv} \frac{dr}{dt} = \frac{T_s - T_w}{\frac{\delta_c}{\lambda_c \pi \sin^2 \theta} + \frac{r}{\lambda_l V_\theta}}
\]

Further integrating Equation (3) in time yields the droplet radius growth,

\[
r(t) = -\epsilon_c + \sqrt{(\epsilon_c + r_n)^2 + \frac{2 \lambda_l F_\theta (T_s - T_w)}{3 \rho_l V_\theta h_{lv}} t}, \quad \epsilon_c = \frac{\lambda_l F_\theta \delta_c}{\lambda_c \pi \sin^2 \theta}
\]
where \( r_n \) is the nucleating radius. We define the scaling length \( r_0 \) as the critical coalescence radius and the scaling time \( t_0 \) as the time elapse required by a newly nucleated droplet to grow from \( r_n \) to \( r_0 \):

\[
r_0 = \frac{1}{\sqrt{4 \rho_n}} \quad t_0 = \left[ \left( \frac{\ell_c + r_0}{\ell_c + r_n} \right)^2 - \left( \frac{\ell_c + r_n}{\ell_c + r_n} \right)^2 \right] \frac{3}{2} \frac{\rho_n V_n}{\ell_c} \frac{l_0}{\ell_c} \frac{1}{(T_s - T_w)}
\]

Further introducing the following non-dimensional quantities,

\[
x^* = \frac{x}{r_0}, \quad r^* = \frac{r}{r_0}, \quad t^* = \frac{t}{t_0}, \quad \xi = \frac{\ell_c}{r_0}, \quad \rho_n^* = \rho_n \frac{r_n}{r_0^2}
\]

where \( \xi \) is the ratio between the thermal resistance of the coating and the thermal resistance of a droplet of radius \( r_0 \). Equation (4), which gives the droplet growth, can be recast in a non-dimensional form:

\[
r^* = -\xi + \sqrt{\left( r_n^* + \xi \right)^2 + \left( 1 + \xi \right)^2 - \left( r_n^* + \xi \right)^2} t^*
\]

Figure 1. Non-dimensional droplet growth model, Equation (7), at different values of the coating parameter \( \xi \) and fixed \( r_n^* = 10^{-3} \) (a). Nucleating radius as a function of subcooling \( \Delta T \) and coating thermal resistance \( R_{th,c}; \theta = 120^\circ \), water properties evaluated at \( T_s = 100 \degree C \) (b). The dotted line represents the critical nucleating radius, Equation (11).

2.2. Comparison with Literature Growth Model

The condensation model, see Equation (4), was compared with the literature model of ref. [19] in terms of growth of a single, isolated droplet laying on a hydrophobic surface at a given subcooling. If compared with ref. [19], our growth model, Equation (4), neglects the vapor–liquid interface thermal resistance and the interface curvature thermal resistance, defined as [19]:

\[
\rho_n^* = \rho_n \frac{r_n}{r_0^2} = \frac{1}{4}
\]
\[ R_{th,i} = \frac{1}{2 \pi r^2 \alpha_i (1 - \cos \theta)}, \quad \alpha_i = \frac{2 \sigma_c}{2 - \sigma_c} \sqrt{\frac{M}{2 \pi R_i T_s}} \frac{\rho_v h_{lv}}{T_s} \]  
\[ R_{th,i} = \frac{2 \sigma_{lv} T_s}{\rho_1 h_{lv} r q} \]

where \( \sigma_c = 1 \) for pure vapor condensation and \( q \) is the heat flux through the droplet. It can be verified that \( R_{th,i} \) is negligible in case of pure vapor condensation, while \( R_{th,i} \) is important only when the droplet radius approaches the critical nucleating radius \( r_{cr} \):

\[ r_{cr} = \frac{2 \sigma_{lv} T_s}{\rho_1 h_{lv} (T_s - T_w)} \]

In fact, the model of ref. [19] predicts droplet blow up when \( r \leq r_{cr} \). Thus, we must impose a realistic value of the effective nucleating radius \( r_n \) to get accurate results and perform a proper comparison with our model; see Equation (4). The effective nucleating radius, which is greater than \( r_{cr} \) in presence of a hydrophobic coating [19], was derived at different substrate subcooling and coating characteristics via minimization of the availability function \( \Psi (r) \), following the procedure proposed by refs. [15, 16, 19]. The effective nucleating radius of an hydrophobic surface is shown in Figure 1b as a function of the substrate subcooling and of the coating specific thermal resistance, \( R_{th,c}' = \delta / \lambda_c \), while the dashed line represents the critical nucleating radius. Note that the coating layer plays a crucial role in the determination of the nucleating radius, which, in turn, affects the actual nucleation density [14, 16]. Equation (14), presented by ref. [19], which is an ordinary differential equation modeling the droplet growth, was numerically solved by imposing the initial condition \( r(t_0) = r_n \) and compared with the proposed analytical model, see Equation (4), in case of water vapor condensation at \( T_s = 100 \degree \text{C} \) under different substrate subcooling and coating layer properties. The results shows a great agreement between the literature model [19] and the proposed growth model through the whole range of investigated subcooling; see Figure 2.
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**Figure 2.** Droplet radius versus time at different substrate subcooling \( \Delta T \), fixed \( R_{th,c} = 10^{-7} \text{m}^2 \text{K} / \text{m} \) (a), at different coating thermal resistances \( R_{th,c} \), fixed \( \Delta T = 10 \degree \text{C} \) (b). \( \theta = 120\degree \), water properties evaluated at \( T_s = 100 \degree \text{C} \). The continuous lines represent Equation (4) and the dotted lines are obtained via numerical integration of the droplet growth model by ref. [19].

### 2.3. Droplet Coalescence

During condensation, droplets also grow due to coalescence. At each time step, a coalescence check is performed for every droplet belonging to the population, looking for an overlap with neighboring droplets. Since it is assumed that the coalescence is an
instantaneous process, all the detected coalescences are implemented within the time step. Assuming spherical droplets on a hydrophobic surface, the critical droplet distance between two droplets leading to overlap condition is equal to [18]:

\[
\Delta_{coa} = \sqrt{(r_1 + r_2)^2 - (r_1 \cos \theta_1 - r_2 \cos \theta_2)^2}
\]  

(12)

The coalesced droplet is placed at the center of gravity of the pre-merged droplets and its mass is equal to the sum of the pre-merged droplets mass:

\[
x_3^* = \frac{m_1^* x_1^* + m_2^* x_2^*}{m_1^* + m_2^*}, m_3^* = m_1^* + m_2^*,
\]  

(13)

\[
m^* = \frac{\pi}{3} r^3 (1 - \cos \theta)^2 (2 + \cos \theta)
\]  

(14)

2.4. Hybrid Surface Implementation

The experimental configuration of ref. [2], characterized by vertical hydrophobic–hydrophilic stripes with prescribed width alternating over a vertical plate, was considered. Dropwise condensation takes place on the hydrophobic regions, while the wettable surface portions are characterized by a continuous liquid film. The migration of droplets from hydrophobic regions to hydrophilic regions due to surface tension forces allows for regeneration of the droplets [2,6], while the falling film ensures liquid shedding from the condensing plate through the hydrophilic regions. In order to enhance the heat transfer, the width of the hydrophobic regions must be much lower than the characteristics droplet moving diameter [2].

In presence of an hybrid surface characterized by recursive geometries such as a series of hydrophobic–hydrophilic stripes (as the one of Figure 3), the computational domain is defined by a single frame of hydrophobic region, with proper boundary conditions implemented through the hydrophobic–hydrophilic boundaries. In particular, following experimental evidences [2], when the base surface of a growing droplet reaches the hydrophobic–hydrophilic boundary, the droplet instantaneously migrates to the more wettable region due to surface tension forces and, thus, exits the computational domain. Note that droplet migration is modeled as an instantaneous process as well as coalescence. The effect of droplets eventually moving due to gravity is not considered, as the hydrophobic width is lower than the moving diameter in practical cases.

Figure 3. Hybrid surface geometry of ref. [2] and droplet migration (here modeled as an instantaneous process) from a hydrophobic region (\(\theta > 90^\circ\)) to hydrophilic (\(\theta < 90^\circ\)) region. The red patterned rectangle denotes the computational domain, where DWC is simulated via Lagrangian model: a periodic condition is applied to both the top and bottom section while a hybrid surface condition is implemented through the lateral boundaries.
3. Result

3.1. Droplet Size Distribution

First, the evolution of a population of droplets condensing on a horizontal plate, of non-dimensional size \( L_x^* \times L_y^* = 600 \times 600 \), characterized by equilibrium contact angle equal to \( \theta = 90^\circ \), was simulated. The eventual presence of a coating layer was neglected, giving \( \zeta = 0 \). A \( 600 \times 600 \) computational domain gives \( 9 \times 10^4 \) nucleating spots and, thus, ensures that we can get statistically relevant results. After a dependency analysis on the integration time step, it was found that \( \Delta t^* \leq 10^{-1} \) does not affect the resulting cumulative size distribution; thus, it was imposed that \( \Delta t^* = 5 \times 10^{-2} \). Applying the Rose correlation [14],

\[
\rho_n = \frac{0.037}{r_n^2}
\]

(15)

it derives that the non-dimensional nucleating radius is equal to \( r_n^* = 2 \sqrt{0.037} \approx 3.84707 \times 10^{-1} \), which was chosen for the current simulation. Periodic conditions were applied through boundaries \( x^* = 0, 600 \) and \( y^* = 0, 600 \). The cumulative size distribution of large droplets was computed and validated with the empirical cumulative droplet size distribution, obtained via integration of the well known Le Fevre and Rose empirical correlation [17],

\[
N_{C'}(r) = \int_{r_0}^{r_{max}} \frac{r^{-8/3}}{3 \pi r_{max}^{1/3}} dr = \frac{r_0^{-5/3} - r_{max}^{-5/3}}{5 \pi r_{max}^{1/3}}
\]

(16)

where \( N_{C'}(r) \), which has the unit of measure \( \text{m}^{-2} \), is the number of droplets per unit surface with a radius ranging in \([r_0, r] \) and \( r_{max} \) is the maximum radius of the droplet population. In general, the maximum radius may be the characteristic moving radius [20], in case of gravity and/or shear driven droplet, or it may be derived from geometrical constraints in case of hybrid surfaces [2]. Here, the actual maximum radius of the condensing droplet population was considered. Note that only large droplets, characterized by a radius in the range \( r_0 \leq r \leq r_{max} \) were considered to estimate \( N_{C'} \), because Equation (16) is valid when coalescence drives the droplet growth process rather than condensation. The computed probability of having large droplets with radius in the range \([r_0, r] \), obtained from \( N_{C'}(r) \), was compared with:

\[
N_{\%} = \frac{N_{C'}(r)}{N_{C'}(r_{max})} = \frac{1 - r^{-5/3}}{1 - r_{max}^{-5/3}}
\]

(17)

Figure 4a shows the droplet population at \( t^* = 172 \) on the non-dimensional computational domain of size \( 600 \times 600 \). The corresponding \( N_{\%} \) is compared with Equation (17) in Figure 4b, showing almost a perfect agreement.

![Figure 4.](image_url)
The small droplet population, characterized by \( r_{cr} \leq r \leq r_0 \), in which the growth is driven by a condensation process rather than coalescence, also plays a crucial role in the definition of a simplified, statistically sound model of heat transfer in dropwise condensation [6,20,21]. Due to the tiny size of the small droplets (usually \( r < 1 \mu m \)), poor experimental literature is available, while a correlation, based on the single droplet heat transfer model, was proposed for the small drop size distribution by ref. [1]:

\[
n_{n}'(r) = N_{n}'(r_0) \frac{r (r_0 - r_{cr})}{r_0 (r - r_{cr})} A_2 r + A_3 \exp(B_1 + B_2)
\]  \hspace{1cm} (18)

where \( n_{n}'(r) = dn_{n}' / dr \) with unit of measure \( m^{-3} \), \( A_{2,3}, B_{1,2} \), defined according to ref. [1] and \( r_{cr} \) is the critical nucleating radius. Equation (18) can be analytically integrated and recast in non-dimensional fashion, yielding the cumulative size distribution of the small droplets \( n_{n}'(r) \), which is the number of droplets per unit surface with a radius lower than \( r \) for \( r < r_0 \):

\[
n_{n}'(r) = r_0^2 \int_{r<r_0} n_{n}'(r) \, dr = r_0^3 N_{n}'(r_0) \frac{1 - r_{cr}^*}{a_2 + a_3} \left[ \exp(B_1 + B_2) - 1 \right],
\]

\[
B_1 + B_2 = \frac{a_2}{2} (1 - r^* - 1) + (a_2 r_{cr}^* + a_3) \left( 1 - r^* + r_{cr}^* \log \frac{1 - r_{cr}^*}{r^* - r_{cr}^*} \right)
\]  \hspace{1cm} (19)

where the non-dimensional coefficients \( a_{2,3} \) are equal to:

\[
a_2 = \frac{A_2 r_0^2}{\tau A_1}, \quad a_3 = \frac{A_3 r_0}{\tau A_1}
\]  \hspace{1cm} (20)

where \( \tau \) and \( A_1 \) are defined in ref. [1]. Further computations were run in order to verify the numerical cumulative size distribution of small droplets with Equation (19). Again, the coating thermal resistance was neglected, leading to \( \xi = 0 \), while two values of the nucleating radius were imposed: \( r_n^* = 2 \sqrt{0.037} \), which is consistent with Rose correlation [14]; \( r_n^* = 10^{-2} \). A hydrophobic surface with contact angle equal to \( \theta = 150^\circ \), of size \( L_x^* \times L_y^* = 1000 \times 1000 \), was considered. Periodic conditions were applied through the plate boundaries and the integration time step was set to \( \Delta t^* = 5 \times 10^{-2} \). The numerical cumulative size distribution (including both small and large drops) was computed from the actual droplet population as,

\[
N_{n}'(r) = \frac{1}{2 S^*} \sum_{k=1}^{N_{drop}} \left( 1 + \frac{r^* - r_k^*}{|r^* - r_k^*|} \right)
\]  \hspace{1cm} (21)

where \( S^* = 1000 \times 1000 \) is the computational domain area and is compared with Equations (16) and (19). Note that, when \( R_{th,c} = 0 \), the non-dimensional coefficient \( a_{2,3} \) in Equation (19) reduces to:

\[
a_2 = \frac{11 - 14 r_{cr}^*}{3}, \quad a_3 = 0
\]  \hspace{1cm} (22)

meaning that the non-dimensional parameter \( a_2 \) does not depend on the liquid properties or on the substrate subcooling and contact angle. We further assume that \( r_n \sim r_{cr} \) is consistent with the model of ref. [15] in case of negligible coating thermal resistance. As expected, the cumulative size distribution of the large droplet population agrees with the empirical correlation of ref. [17], see Figure 5. The computed, cumulative size distribution of small drops \( n_{n}'(r^*) \) also agrees with the theoretical correlation of ref. [1] in case of \( r_n^* = 2 \sqrt{0.037} \), while it is lower than the theoretical size distribution for low droplet radius in case of \( r_n^* = 10^{-2} \). However, Equation (18) is not reliable in the limit of small \( r^* \) as infinite droplet density is predicted when the droplet radius approaches the critical nucleating radius, \( \lim_{r \to r_{cr}} n_{n}'(r) = +\infty \).
3.2. Hybrid Surface Characterization

The experimental setup of Peng et al. [2] was replicated. Thus, condensation of water vapor at a saturation temperature of $T = 100 \, ^\circ C$ (fluid properties listed in Table 1) over a circular, vertical test section of radius $R = 13 \, \text{mm}$, characterized by alternating hydrophilic–hydrophobic vertical stripes of width $L_D$ and $L_F$ was considered, as shown in Figure 3. In particular, condensation over a stripe of hydrophobic surface of non-dimensional width $L_D^* = L_D / r_0$ (white regions in Figure 3) was simulated: periodic conditions were applied through $y^* = 0$, $L_y^*$, while the presence of hydrophilic regions at $x^* < 0$ and $x^* > L_D^*$ was implemented as described in Section 2.4. It was assumed that the solution of a localized piece of hydrophobic strip is representative of the whole hydrophobic surface, in terms of specific heat flux and migrating flow rate per unit length. The computational domain height $L_y^*$ was set to $3 \, L_D^*$ to ensure statistically relevant results. Peng et al. [2] did not provide specific information about the thickness and the thermal conductivity of the self-assembled monolayers (SAM) deposited on the solid substrate to ensure hydrophobicity.

We considered $\zeta = 0$ in the numerical simulations: such an assumption is consistent with SAMs, characterized by low thermal resistance, of the order of $10^{-7} \, \text{m}^2 \, \text{K} / \text{W}$ [22]. Computations were run at different normalized width $L_D^*$, while the static contact angle was set to $\theta = 120^\circ$, according to ref. [2]. Once the solution becomes self-similar, the computations were stopped and the non-dimensional heat flux from dropwise condensation (DWC) contribution was estimated from the cumulative condensate volume, which was traced during the whole computation. Furthermore, the volume of liquid migrating through the hydrophobic–hydrophilic boundary due to capillary forces was also traced. As shown in Figure 3, droplets with the base surface touching the hydrophilic stripes instantaneously migrate and merge with the thin film flowing over the hydrophilic side. Snapshots of the droplet population resulting in successive instants from a computation at $L_D^* = 200$ with time integration step of $\Delta t^* = 5 \times 10^{-2}$ are shown in Figure 6a–c. The actual condensing flux $m_c$ is shown in Figure 6d, where it can be observed that, after the largest droplet, with a base diameter of about half $L_D^*$, migrates to the hydrophilic region, $m_c$ suddenly increases due to nucleation and growth of several droplets over the dry spot left by the migrating droplet. In fact, droplet growth is faster during the very first stage, as $r^4(t^*) \propto \sqrt{t^*}$, see Equation (7). Thus, a small hydrophobic region ensures an higher sweeping frequency and smaller droplets size, with a benefit in terms of DWC heat flux. On the other hand, reducing the hydrophobic width means that the contribution from FWC, which is about one order of magnitude lower in terms of specific heat flux, becomes more important. The self-similar condition is reached when the sweeping cycles of the largest droplets (characterized by $r^* \sim L_D^*/2$) are observed and, thus, the computed averaged condensing flux stabilizes.
Table 1. Water properties at saturation temperature of $T_s = 100 \, ^\circ\text{C}$.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value 1</th>
<th>Value 2</th>
<th>Value 3</th>
<th>Value 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_l$ (kg/m$^3$)</td>
<td>958.4</td>
<td>0.2816</td>
<td>0.6772</td>
<td>0.5981</td>
</tr>
<tr>
<td>$\mu_l$ (mPa·s)</td>
<td>0.6772</td>
<td>0.5981</td>
<td>2256</td>
<td>0.5892</td>
</tr>
<tr>
<td>$\lambda_l$ (W/m/K)</td>
<td>958.4</td>
<td>0.2816</td>
<td>0.6772</td>
<td>0.5981</td>
</tr>
<tr>
<td>$\rho_v$ (kg/m$^3$)</td>
<td>2256</td>
<td>0.5892</td>
<td>0.6772</td>
<td>0.5981</td>
</tr>
<tr>
<td>$h_{lc}$ (kJ/kg)</td>
<td>0.5981</td>
<td>2256</td>
<td>0.5892</td>
<td>0.6772</td>
</tr>
<tr>
<td>$\sigma_{lv}$ (N/m)</td>
<td>2256</td>
<td>0.5892</td>
<td>0.6772</td>
<td>0.5981</td>
</tr>
</tbody>
</table>

Figure 6. Droplet population at: $t^* = 380$ (a); $t^* = 400$ (b); $t^* = 460$ (c). Non-dimensional condensing flux, with colored markers corresponding to $t^* = 380, 400, 460$ (d). $L_D/\rho_l = 200$, $\theta = 120^\circ$, $\xi = 0$, $r_0^* = 2 \sqrt{0.037}$, $m_0 = \rho_l r_0/t_0$.

Each simulation represents a family of physical problems, as explained in Section 2.1. Depending on the considered value of $\rho_n$, the coalescence radius $r_0$ is univocally defined according to Equation (5). Then, the imposition of the dimensional width $L_D$ of the hydrophobic strip gives the corresponding $L_D^*$, which is the input parameter of the simulation in the non-dimensional space. Figure 7a explains the procedure to extend a computation at imposed $L_D^*$ to a family of physical test cases, characterized by a different combination of $L_D$ and $\rho_n$. Further imposing $\Delta T$ allows to determine the scaling time $t_0$, Figure 7b, and, thus, to extend the simulations at any substrate subcooling.
Figure 7. Generalization of results at fixed non-dimensional width $L^*_D$ to different values of nucleation density and hydrophobic width, each line corresponding to a computation in the non-dimensional space (a). Scaling time, Equation (5), as a function of subcooling and nucleation density, water properties evaluated at saturation temperature $T_s = 100 \, ^\circ C$ (b).

The specific heat flux through the hydrophobic region and the migrating flow rate per unit length were estimated as:

$$ q_{D}^{\prime} = \frac{\rho_l h_{lv}}{L_D} \frac{r_0^3}{l_0} m_c^{\prime} $$

$$ m_c^{\prime} = \frac{V_0}{t_n} \sum_{i=1}^{n} \left[ \sum_{k=1}^{N_{nucl}} r^n_{x^*} k^{x^*} + \sum_{k=1}^{N_{drop}} r_k^3 (t_i^{x^*} + \Delta t^*) - r_k^3 (t_i^*) \right] $$

where $N_{nucl}$ is the number of newly nucleated droplets, $N_{drop}$ is the number of droplets, $N_{migr}$ is the number of migrating droplets, and $V_0$ is defined in Equation (2). Parametric computations were run at different non-dimensional hydrophobic width, with $L^*_D$ ranging $100 \div 800$. Each simulation was run on $L^*_D \times L^*_y$ domain, with the hydrophilic regions placed at $x^* = 0$, $L^*_D$ and periodic condition imposed at $y^* = 0$, $L^*_y$, with $L^*_y = 3 L^*_D$ to ensure statistically relevant information. The time integration step was set in the range $\Delta t = 5 \times 10^{-2} \div 10^{-1}$ and the simulations were stopped after self-similarity was reached.

In order to compute the filmwise condensation (FWC) contribution, the liquid layer solution is required over the hydrophilic regions (grey stripes in Figure 3). It was assumed that a rivulet of width $L_F$ forms over the hydrophilic regions. Applying lubrication theory, a parabolic rivulet profile can be assumed and the flow rate can be estimated by integrating the parabolic velocity profile through the rivulet section:

$$ m = \frac{16}{105} \frac{\rho_l (\rho_l - \rho_v) g L_F}{\mu_l} \delta^3 $$

where $\delta$ is the maximum rivulet thickness. The liquid flow rate at a distance $y$ from the topmost section of the vertical plate is equal to:

$$ m = m_c + m_c^{\prime} y $$

where $m_c$ is the condensate flow rate and $m_c^{\prime}$ is the flow rate per unit length, which migrates from the hydrophobic region to the hydrophilic region due to capillary forces. Following Nusselt theory [23], the condensate flow rate is estimated via the energy balance through the liquid rivulet:

$$ \frac{dm_c}{dy} = \frac{\lambda_l L_F (T_s - T_{lv}) \sin \theta_{riv}}{\delta h_{lv} \theta_{riv}} \frac{d\theta_{riv}}{dy}, \tan \theta_{riv} = \frac{4 \delta}{L_F} $$
Combining Equations (25)–(27) gives an ordinary differential equation,

\[
\frac{16}{35} \frac{\rho_l (\rho_l - \rho_v) \delta^2}{\mu_l} \frac{d\delta}{dy} = \frac{\lambda_l (T_s - T_w)}{\delta h_{riv}} \sin \theta_{riv} + \frac{\dot{m}_v'}{L_F}
\]  

(28)

which can be analytically solved yielding \(\delta(y)\):

\[
u^3 \frac{3}{2} C u^2 + 3 C^2 u - C^2 \log \left( \frac{u}{C} \right) = \frac{11}{6} C^3 + \frac{y}{A},
\]

(29)

\[
u = \delta + C, \quad A = \frac{16}{35} \frac{\rho_l (\rho_l - \rho_v) g L_F}{\mu_l \dot{m}_v'}, \quad C = \frac{\lambda_l L_F (T_s - T_w)}{h_{riv} \dot{m}_v'} \sin \theta_{riv}
\]

(30)

Equation (29) has one positive root \(\delta\). Following the experimental setup of ref. [2], let us consider water properties at saturation temperature of \(T_s = 100 \, ^\circ\text{C}\), substrate subcooling \(\Delta T = 10 \, ^\circ\text{C}\), and hydrophilic width \(L_F = 0.45 \, \text{mm}\). The corresponding rivulet height along the vertical plate is plotted in Figure 8a at a different flow rate per unit length \(\dot{m}_v'\), migrating from the hydrophobic to the hydrophilic region, and compared with the film thickness from Nusselt theory [23]. The heat flux along the vertical coordinate is also plotted in Figure 8b, showing that the standard Nusselt theory [23] would lead to inaccurate results. The heat flux through a vertical, hydrophilic strip can be simply estimated as \(\dot{q}_F = \dot{m}_c h_{riv}\), with \(\dot{m}_c\) being the condensate flow rate at the outlet section. As the condensing surface of [2] is a circular plate of radius \(R\), characterized by vertical hydrophilic-hydrophobic stripes, the specific heat flux through the whole hydrophilic surface was evaluated as:

\[
\dot{q}_F'' = \frac{L_F}{L_F + L_D} \frac{1}{\pi R^2} \sum_{k=1}^{n_F} \dot{m}_c(y_k) h_{riv}
\]

(31)

\[
n_F = \frac{2 R}{L_F + L_D}, \quad y_k = 2 R \sqrt{1 - \left[ 1 - (k - 1) \frac{L_F + L_D}{R} \right]^2}
\]

(32)

with \(n_F\) being the number of hydrophilic stripes and \(y_k\) being the \(k\)th stripe height.

Figure 8. Maximum rivulet thickness \(\delta\) along the plate at different \(\dot{m}_v'\) (a); local specific heat flux \(q''\) at different \(\dot{m}_v'\) (b). Water properties evaluated at \(T_s = 100 \, ^\circ\text{C}\), subcooling \(\Delta T = 10 \, ^\circ\text{C}\), \(L_F = 0.45 \, \text{mm}\).
Results from DWC computations were combined with the FWC heat flux, which estimation needs \( \dot{m}_n \), derived from postprocessing of DWC data. The global specific heat flux was estimated as:

\[
q'' = \frac{q''_F L_F + q''_D L_D}{L_F + L_D}
\]  

(33)

First of all, we had to characterize the hydrophobic surface. The actual nucleation density is not given in ref. [2]. However, the present numerical model allows us to estimate it for any experimental point. To do so, we considered an experimental data point, which gives the experimental heat flux at a given width of the hydrophobic and of the hydrophilic stripes and at a given substrate subcooling, and we followed the procedure:

- A number of non-dimensional simulations at different \( L_D^* \) were carried out, with \( L_D^* \in [100, 800] \);
- Each of these non-dimensional computations at different \( L_D^* \) may be representative of the experimental hydrophobic width \( L_D \), if \( \rho_n \) is determined via Figure 7a;
- The value of \( \rho_n \) allows us to deduce the corresponding \( T_0 \) and to calculate the DWC heat flux from the non-dimensional condensing flux \( \dot{m}_n^* \) via Equations (23) and (24), while the FWC contribution was estimated via Equation (31);
- There will be a single value of \( \rho_n \), which allows the matching between experimental and numerical heat fluxes. This single value is assumed as the actual nucleation density.

The experimental heat fluxes at fixed hybrid surface geometry, given by \( L_D = 0.46 \text{ mm}, \) \( L_F = 0.45 \text{ mm}, \) and different subcoolings were used to trace \( \rho_n(\Delta T) \). It was found that the nucleation density is nearly independent on the substrate subcooling in the investigated range of \( \Delta T \) and the value \( \rho_n = 4.25 \times 10^{11} \text{ m}^{-2} \), corresponding to \( L_D^* = 600 \), allows to accurately reproduce experimental data at \( L_D = 0.46 \text{ mm}, L_F = 0.45 \text{ mm} \) and \( \Delta T = 1/8^\circ \text{ C} \), as shown in Figure 9a.

![Figure 9](image-url)

**Figure 9.** Predicted vs. experimental [2] heat flux through the hybrid surface as a function of substrate subcooling, \( L_D = 0.46 \text{ mm}, L_F = 0.45 \text{ mm} \) (a). Specific heat flux through the hybrid surface as a function of hydrophobic length \( L_D \), at fixed \( L_F = 0.45 \text{ mm} \) at \( \Delta T = 2, 4, 6^\circ \text{ C} \) (b). Markers with the error bar refer to experimental optimized configuration of [2]. Imposed nucleation density equal to \( \rho_n = 4.25 \times 10^{11} \text{ m}^{-2} \).

The estimated nucleation density was then used in the optimization of the hybrid surface geometry, in order to validate the model with the experimental data of ref. [2] at different hybrid surface geometries, not yet used for characterization of \( \rho_n \) and therefore representing different test cases to investigate. In particular, the effect of increasing the hydrophobic width \( L_D \) at fixed \( L_F \) was investigated. Numerical data at different values of \( L_D^* \) were used to trace the DWC heat flux as a function of the hydrophobic width and substrate subcooling. To do so, further computations at \( L_D^* > 600 \) were run and the available heat flux data were interpolated. The resulting specific heat flux of the hybrid surface is shown as a function of \( L_D \) in Figure 9b, at different substrate subcoolings. A maximum of \( q'' \) is always observed at \( L_D \approx 0.6 \). The experimental optimum observed by
Peng et al. [2] is also identified with markers in Figure 9b, showing a good agreement with numerical data. Furthermore, the predicted heat flux falls inside the uncertainty range of experimental data for $\Delta T = 6 \degree C$.

4. Conclusions

Steam condensation over an hybrid hydrophobic–hydrophilic surface was numerically investigated via a Lagrangian approach, using an in-house code previously developed and adapted to the modelization of hybrid surfaces. The validation of the details of such a numerical model is not trivial, since it is difficult to experimentally evaluate some of its inputs and outputs. Here, the accuracy of the cumulative size distribution of the larger droplets was successfully validated against the well-established empirical correlation of Le Fevre Rose [17], for the case of an unbounded surface. Experimental data on smaller droplet populations is not available, due to difficult access to the microscopic scale of the nucleation phenomenon, but the comparison with cumulative size distribution of small droplets from the theoretical correlation of ref. [1] confirms the robustness of the implemented numerical model.

Furthermore, the simulation of a practical application demonstrates that the code is capable of producing useful information both in terms of surface characterization and as a design tool for optimizing hybrid hydrophilic-hydrophobic surfaces. In particular, by analyzing the experimental data on condensing heat transfer on a hybrid surface, characterized by alternating hydrophobic–hydrophilic vertical stripes, it was possible to estimate the effective nucleation density of the hydrophobic surface, which is not known a priori in most of the practical cases and is quite difficult to determine experimentally. This type of numerical post-processing of experimental data may thus offer an interesting procedure for the practical characterization of the effective $\rho_n$ of real surfaces. Once the surface parameters were known, the numerical simulations were able to define the optimal hybrid surface geometries: the good agreement with experiments of ref. [2] allows for a further validation of the numerical model (note that different data from ref. [2] and different geometries were considered for surface characterization and model validation) and demonstrates that numerical computations are an alternative, robust approach to large experimental campaign for hybrid surface design, while simplified, statistically based DWC models are not able to accurately reproduce hybrid surface behavior.

Computations were run on a 8 core, 64 GB shared memory machine, with the one at the highest $L_D^*$ requiring around 96 h. However, the generalization of the DWC problem via the non-dimensional approach allowed us to investigate different values of nucleation density $\rho_n$, hydrophobic width $L_D$, and subcooling $\Delta T$ by changing only a non-dimensional model parameter, $L_D^* = L_D/r_0$. Thus, the computational cost of simulations was reduced by about a cubic root compared to a standard modelization of the DWC problem.

A deeper investigation of size distribution of the small droplet population, which is essential to build accurate and simplified, statistical based models [1,16], could further enhance the accuracy of the procedure, as both experimental and theoretical methods showed some limitations when the droplet size approached the nucleating radius. Further developments within the Lagrangian approach could include the modelization of mechanisms such as coalescence-induced jumping, which is promoted by superhydrophobic surfaces, and droplet movement driven by the wettability gradient. Both of them cannot be simply predicted by the definition of a critical departure radius. Thus, the Le Fevre and Rose correlation [17] may not be able to predict the large drop size distribution accurately [10] and computations may help to access useful statistical information.
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