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Abstract: Creating a high-quality aircraft engine is closely connected to the problem of obtaining the jet flow characteristics that appear while an aircraft’s engine is in operation. As natural experiments are costly, studying turbulent jets by numerical simulation appears practical and acute. Biconic nozzle supersonic jet flow is the research subject of this article. A compression and expansion train of waves called barrels were formed in the jet flow at preset conditions. The simulation was performed on an unstructured numerical grid. In order to enhance the calculation accuracy in the shock-wave domain, a hybrid gradient computation scheme and numerical grid static adaptation method were applied in the regions of gas-dynamic values’ significant differential. This approach resulted in a description of nozzle supersonic gas flow structure. It was shown that building local refinement when using a static adaptation numerical grid contributed to improving the accuracy of determining shock waves’ fronts. In addition, this approach facilitated the identification of the Mach disk in the flow when using an unstructured grid, allowing for calculation schemes not higher than a second-order of accuracy.
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1. Introduction

Computer modelling has become an integral part of modern industrial technologies. It is based on software module complexes applied by an engineer to determine what behavior characteristics a computer-simulated product model will have in reality. Various mathematical approaches are used for this purpose: finite-element, finite-difference, as well as finite-volume approaches. These systems are widely used in such science-driven areas as aircraft engineering, rocket and missile engineering, machine building, etc.

Nowadays, in aircraft engineering there is an increasing demand for reducing noise produced by high-powered supersonic air vehicles [1]. This noise, generated during takeoff and landing, significantly affects people’s health (both on-board and on the ground) and nearby control equipment’s technical state [2–6].

There are a large number of works dedicated to civil subsonic aircraft noise damping. Some methods that were proven to be successful for subsonic aircraft can be effectively applied for supersonic airplane noise reduction. Although fundamental issues of noise source and mechanisms of noise generation in supersonic jet flows have yet to be studied, the last several decades have shown considerable progress in this area [7–21]. Prior research has shown that noise is connected with shock waves found in a high-speed jet flow. Consequently, for qualitative research of flow noise effects, it is necessary to precisely reproduce shock waves, non-stationary flow patterns and their interaction.

Mathematical modelling can be used to obtain comprehensive data for ongoing processes and a detailed investigation of jet flow structure [15,18,20–25]. Resolution quality of shock-wave structures should be taken into consideration, implying solution accuracy...
preservation on its front, which is especially important when performing calculations on arbitrary unstructured grids. Today, unstructured grids are more preferable for solving industry-oriented tasks. This is connected with higher flexibility when constructing these grids for the complex geometry of real objects. However, many numerical algorithms applied to solve gas-dynamics problems are blocked grids oriented. Numerical algorithms adapted for unstructured grid calculations allow an increase in the range of relevant tasks and the use of numerical simulation when solving problems based on the real geometry of the objects in question.

This article presents a physico-mathematical model in which a numerical simulation of supersonic jet flow to study flow structure formation is carried out. A hybrid gradient computation scheme is applied to enhance calculation accuracy for an unstructured grid. A numerical grid adaptation algorithm is used for qualitative flow structure reproduction. This approach allows identification of the Mach disk in the flow and obtaining the velocity modulus radial distribution, corresponding to experimental data.

2. Basic Equations and Calculation Method

A set of Navier–Stokes equations was used to simulate non-stationary three-dimensional gas flow taking into account viscosity effects and the thermal conductivity process. Its form, considering Reynolds averaging [26] in the Cartesian coordinate system, is shown below (1):

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) &= 0, \\
\frac{\partial (\rho \vec{u})}{\partial t} + \nabla \cdot (\rho \vec{u} \vec{u}) &= -\nabla p + \nabla \cdot (\tau_{\mu} + \tau_{t}), \\
\frac{\partial (\rho E)}{\partial t} + \nabla \cdot (\rho \vec{u} h) &= \nabla \cdot (\vec{u} (\tau_{\mu} + \tau_{t}) - \left(q_{\mu} + \hat{q}_{t}\right)).
\end{align*}
\]

(1)

When writing system (1), the following notations are used: \(\rho\)—density; \(\vec{u}\)—gas velocity vector (containing components \(u, v\) and \(w\)); \(p\)—pressure value; \(E = C_v T + 0.5(u^2 + v^2 + w^2)\)—gas total energy per unit weight; \(h\)—total gas enthalpy; \(\tau_{\mu}\) and \(\tau_{t}\)—molecular and turbulent components of the shear stress tensor, respectively; \(q_{\mu}\) and \(q_{t}\)—molecular and turbulent components of heat-flow density, respectively; \(T\)—gas temperature; \(C_v = (C_p T - R/m)\)—specific heat capacity at constant volume; \(C_p\)—specific heat capacity at constant pressure; \(R\)—universal gas constant; and \(m\)—gas molar weight.

The expression for the molecular component value of the shear stress tensor involving the deformation speed connection with the tensor is as follows [26]:

\[
\tau_{\mu} = 2\mu(T) \left( S - \frac{1}{3} I \nabla \vec{u} \right),
\]

(2)

\[
S = \frac{1}{2} \left( \nabla \vec{u} + \left[ \nabla \vec{u} \right]^T \right).
\]

(3)

The expression for the vector component of heat-flow density according to Fourier’s law [27] is as follows:

\[
q_{\mu} = \lambda(T) \nabla T.
\]

(4)

The coefficient of dynamic viscosity \(\mu(T)\) and the thermal conductivity coefficient \(\lambda(T)\), depending on the flow temperature, are expressed by Sutherland’s formula [26]:

\[
\mu = \mu_0 \left( \frac{T}{T_0} \right)^{0.5} \frac{T_0 + T_S}{T + T_S},
\]

(5)

\[
\lambda = \lambda_0 \left( \frac{T}{T_0} \right)^{0.5} \frac{T_0 + T_S}{T + T_S},
\]

(6)

where \(\mu_0\)—dynamic viscosity coefficient at temperature \(T_0\); \(\lambda_0\)—thermal conductivity coefficient at temperature \(T_0\) and \(T_S\)—Sutherland’s constant.
To set Equation (1) closure (the connection of $\tau$ and $q$ with averaged flow parameters) additional relations are used, which are called turbulence models. For example, in the Spalart–Allmaras model [28] a single transfer equation is considered, written with respect to modified kinematic turbulent viscosity $\tilde{\nu}$:

$$\frac{\partial \rho \tilde{\nu}}{\partial t} + \frac{\partial \rho \mu_j \tilde{\nu}}{\partial x_j} = \frac{1}{\sigma} \left\{ \frac{\partial}{\partial x_j} \left[ (\mu + \rho \tilde{\nu}) \frac{\partial \tilde{\nu}}{\partial x_j} \right] + c_{t2} \rho \left( \frac{\partial \tilde{\nu}}{\partial x_j} \right)^2 \right\} + P^\nu - D^\nu. \tag{7}$$

In Equation (7), generative and dissipative terms $P^\nu$ and $D^\nu$, respectively, are source terms and are determined as follows:

$$D^\nu = \left( c_{w1} f_w - \frac{c_{h1} f_{t2}}{\kappa^2} \right) \left( \frac{\tilde{\nu}}{d} \right)^2, \tag{8}$$

$$P^\nu = c_{h1} \rho \tilde{S} \tilde{\nu} - c_{h1} \rho f_{t2} \tilde{S} \tilde{\nu}, \tag{9}$$

where $d$—the closest distance to a solid wall and $\kappa$—Kármán constant.

Let us determine formulas for other parameters involved in the turbulent viscosity transfer equation:

$$\tilde{S} = \Omega + f_{v2} \frac{\tilde{\nu}}{\kappa^2 d^2}, \tag{10}$$

Here, $\Omega$ is the vorticity tensor modulus:

$$\Omega = (2 \Omega_{ij} \Omega_{ij})^{1/2}, \tag{11}$$

$$\Omega_{ij} = \frac{1}{2} \left( \frac{\partial u_j}{\partial x_i} - \frac{\partial u_i}{\partial x_j} \right), \tag{12}$$

$$f_w = g \left( \frac{1 + C_{w3}^6}{g^6 + C_{w3}^6} \right)^{1/6}, \tag{13}$$

$$g = r + C_{w2} (r^6 - r), \tag{14}$$

$$r = \frac{\tilde{\nu}}{S \kappa^2 d^2}, \tag{15}$$

$$C_{w1} = \frac{c_{h1}}{\kappa^2} + \frac{(1 + c_{h1})}{\sigma}. \tag{16}$$

Function $f_{t2}$ is used to suppress numerical transition from laminar to turbulent mode in the boundary layer and is written in the following form:

$$f_{t2} = C_{t3} \exp(-C_{t4} \chi^2). \tag{17}$$

Effective turbulent viscosity in this model is determined according to the following expression:

$$\mu_t = \rho \tilde{\nu} f_{v1}, \tag{18}$$

$$f_{v1} = \frac{\chi^3}{\chi^3 + C_{v1}^3}, \tag{19}$$

$$\chi = \frac{\tilde{\nu}}{v}. \tag{20}$$

The model’s empirical constants are $\sigma = 2/3$, $\kappa = 0.41$, $c_{h1} = 0.1355$, $c_{h2} = 0.622$, $C_{w2} = 0.3$, $C_{w3} = 2$, $C_{v1} = 7.1$, $C_{t3} = 1.2$ and $C_{t4} = 0.5$.

The finite-volume method [29] is one way to approximate the set of Equation (1), with integral formulation used to write conservation laws. The finite-volume method is based on differential equations integration by control volume—computation cell. Grid cells are
arbitrary polyhedrons covering the computational region without gaps and overlaps. Cell $P$ of numerical grid samples are shown in Figure 1 ($f$—face of the cell and $\vec{n}$—normal vector of face $f$).

![Figure 1. Cell in the form of a polyhedron.](image)

Navier–Stokes equations in vector form are shown as follows:

$$
\frac{d}{dt} \int_\Delta V WdV + \oint_{\Delta\Sigma_P} (F - G)dS = \int_\Delta V HdV,
$$

(21)

where $W$ vector—conservative variables vector, $F$ and $G$—vectors of convective and diffusive flows, respectively, and $H$—source term, as follows:

$$
W = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho w \\ \rho E \end{pmatrix},
\quad
F = \begin{pmatrix} \rho u_n \\ \rho uu_n + pn_x \\ \rho vu_n + pn_y \\ \rho wu_n + pn_z \\ \rho Hu_n + pu_n \end{pmatrix},
\quad
G = \begin{pmatrix} 0 \\ \tau_{nx} \\ \tau_{ny} \\ \tau_{nz} \\ \tau u + q \end{pmatrix},
$$

(22)

Here, $u_n$—normal velocity component, $q$—heat flow and $\tau_{ij}$—viscous stress tensor components.

The full description of the set of the Equation (21) approximation method can be found in the work of [29].

Convective flow calculation accuracy is important when solving such problems. As for aerodynamic problems, schemes of the AUSM (advection upstream splitting method) family [30,31] are often used, as is the AUSM + scheme in special cases.

According to [32], in the AUSM + scheme, convective flow over the cell face is determined by the expression:

$$
F_f = c_f \left( \frac{\bar{M}_L^+}{M_L} U_L + \frac{\bar{M}_R^-}{M_R} U_R \right) + \left( P_L^+ |_{a=\frac{\rho}{\rho_L}} P_L - P_R^- |_{a=\frac{\rho}{\rho_R}} P_R \right),
$$

(23)

where $c_f$—sound speed on the face; $U_L$ and $U_R$—primitive variables’ vectors on the left and on the right of face $f$; $P_L$ and $P_R$—pressure vector ($P = [0, p, 0]^T$) on the left ($L$) and on the right ($R$) of face $f$; and $\bar{M}_L, \bar{M}_R, P_L^+ |_{a=\frac{\rho}{\rho_L}}$ and $P_R^- |_{a=\frac{\rho}{\rho_R}}$—scheme parameters.

For the convective flows’ calculation, it is necessary to reconstruct the solution; that is, to determine parameters on the left and on the right of face $f$. For first-order approximation, values from the cell center (Figure 2) are taken as parameters on the left and on the right of the face:

$$
\phi_f^- = \phi_P + \alpha_f^- (\Delta R_{fP} \cdot \nabla \phi_P),
\phi_f^+ = \phi_E + \alpha_f^+ (\Delta R_{fE} \cdot \nabla \phi_E),
$$

(24)
where \( \phi_f^- \) and \( \phi_f^+ \)—parameter values on the left and on the right of the face, respectively; \( \phi_P \) and \( \phi_E \)—parameter values in \( E \) and \( P \) cells’ centers (Figure 2); \( \Delta \vec{R}_{pf} \) and \( \Delta \vec{R}_{Ef} \)—distances from \( E \) and \( P \) cells’ centers to \( f \) face center; \( \nabla \phi_E \) and \( \nabla \phi_P \)—gradient values in \( E \) and \( P \) cells; and \( \alpha_f^- \) and \( \alpha_f^+ \)—functions-limiters, applied in order to lower oscillation values on discontinuous solutions. The function is used to limit gradient value (to lower gradient value, multiplying it by value \( \alpha_f \leq 1 \)) and applied to reconstruct parameters on the left and on the right of the cell face [33].

![Figure 2. Value reconstruction scheme.](image)

As mentioned earlier in this article, numerical algorithms, which are adapted for unstructured grid calculations, allow an increase in the range of relevant tasks and the use of numerical simulation when solving problems based on the real geometry of the objects in question. In this article, a hybrid scheme to calculate the gradient of gas-dynamic values is applied to enhance the calculation accuracy for an unstructured grid.

According to this approach, the final gradient value in the cell is determined through the vertical sum of gradients obtained using the Green–Gauss method and the least square method (25):

\[
\nabla \phi_P = \beta \nabla \phi_P^{LSQ} + (1 - \beta) \nabla \phi_P^{GG},
\]

where \( \nabla \phi_P^{LSQ} \)—gradient value in cell \( P \), calculated by the least square method, \( \nabla \phi_P^{GG} \)—gradient value in cell \( P \), calculated by the Green–Gauss method, and \( \beta \)—weight function, determining the contribution of each gradient value.

The main difficulty when using the hybrid calculation method is correctly selecting value \( \beta \). In order to obtain a qualitative gradient value on an unstructured grid, weight function \( \beta \) should have a monotonous dependence character on the cell’s geometrics.

Values of the cell aspect and curvature are factors that affect gradient calculation accuracy. The cell aspect is its maximum and minimum mesh aspect ratio. Value \( \beta \) should depend on both of these cell parameters and provide a smooth transition between two different methods of gradient calculation. Value \( \beta \) is determined as the product of weight values of the cell aspect by cell curvature:

\[
\beta = \beta_{\text{AspectCell}} \times \beta_{\text{curv}},
\]

where \( \beta_{\text{AspectCell}} \)—weight, determined by the cell aspect; and \( \beta_{\text{curv}} \)—weight, determined by the cell curvature.

\[
\beta_{\text{AspectCell}} = 1 - (0.0001 \times \text{AsCell}), \quad 0 \leq \beta_{\text{AspectCell}} \leq 1,
\]

\[
\text{AsCell} = \min \left( 10,000, \frac{\left| \vec{R}_P \cdot \vec{N} \right|_{\text{max}}}{\left| \vec{R}_P \cdot \vec{N} \right|_{\text{min}}} \right),
\]
where \( \vec{RP} \)—vector from the center of the cell P to the center of the face f, \( \vec{N} \)—normal vector of face f, and \( \min/\max \)—the operation on all faces of the cell.

\[
\beta_{\text{curv}} = \frac{\text{th}(\alpha \times 8 - \pi) + 1}{2},
\]

where \( \alpha \)—maximum angle between the face normal and the vector connecting the centers of neighboring cells, and \( \pi \)—number \( \pi \).

The significance of finding the mesh aspect ratio (i.e., the aspect) is that for degenerated cells (characterized by a greater aspect value) it is preferable to find the gradient by the Green–Gauss method. The greater the weight value of the cell aspect, the greater the contribution of the gradient obtained by the Green–Gauss method. In case of the cell angle of a curvature increase, a greater contribution to the gradient value is made by the gradient obtained by the least square method.

Thus, weight function \( \beta \)’s final value to determine the contribution of each of gradient calculation method takes on values \( 0 \leq \beta \leq 1 \). If \( \beta = 1 \), the gradient is calculated by the least square method, if \( \beta = 0 \), it is calculated by the Green–Gauss method.

This approach combines strengths of each gradient calculation method, and takes into account computation cells’ individual characteristics. Thereby, on degenerated and hard-bent cells a more accurate value for the hydrodynamic variable is obtained when interpolating from the cell center onto the face to enhance the order of accuracy (24).

It is also worth mentioning that accuracy of solution deterioration is possible due to insufficient grid resolution, especially in shock waves and the contact discontinuity region. Local grid model refinement realized by a numerical grid adaptation algorithm is one effective way to increase grid resolution. The cell division algorithm underlies the numerical grid adaptation method. It is based on fragmenting the faces that constitute the cell [28] (Figure 3).

Figure 3. Cell division in the polyhedral form.

In order to apply an adaptation algorithm, it is necessary to determine refinement regions using adaptation criteria [22].

In order to automatically determine the shock-wave region, originating, for example, from supersonic flow-around, a simple exponential is selected as a relevant criterion (30), with the gas-dynamic gradient value (density, pressure and speed) underlying it.

\[
f = (V_{\text{cell}})^{2/3} |\nabla F|,
\]

where \( V_{\text{cell}} \)—cell volume, and \( \nabla F \)—gas-dynamic value gradient.

Value \( (V_{\text{cell}})^{2/3} \) in expression (30) is used to assess the cell’s geometrics, and takes into consideration criterion \( f \) value’s dependence on its volume. Combined with the gas-dynamic value gradient, the maximum criterion value is reached in cells with maximum volume and high gradient value, allowing the inclusion of large cells, lying in the region of the gas-dynamic value’s considerable change (for example, a shock wave), into the local refinement domain. The minimum criterion \( f \) value is characteristic of the region, with smooth gas-dynamic values’ changes, and is reached in cells with minimum volume and low gradient value, thus excluding them from the local refinement domain.
The mathematical model based on schemes and algorithms to increase solution accuracy provides qualitative flow structure reproduction when solving problems, including problems on unstructured grids.

3. Research into Shock-Wave Structure of Nozzle Supersonic Flow

Supersonic jet flow from a dissipative nozzle with a narrow throat and cone-expanding section was researched; its geometry is shown in Figure 4 [34].

![Figure 4. The nozzle's general outline and geometry.](image-url)

The dark field in Figure 4 is the nozzle flow range and the pale (grey) field is the nozzle wall. Diameters at the nozzle inlet, nozzle throat and nozzle outlet are 3.124, 2.64 and 2.868 inches, respectively. The nozzle lip is 0.02 inches thick. The computational region and boundary conditions’ layout are shown in Figure 5.

![Figure 5. Computational region’s general outline and boundary conditions’ layout.](image-url)

Unstructured numerical grids based on truncated hexahedrons (grid A, Figure 6) and polyhedrons (grid B, Figure 7) were constructed for this problem. The total number of cells in grid A is 2.737 mln., while in grid B it is 2.959 mln. Local refinement regions in both numerical grids are located around the nozzle section and continue along the jet flare axis.
downstream. A cone with 0.07 m and 0.5 m radii, 2.4 m length and 0.0025 m local cell size was set as a local refinement block. During the calculation process, in the local refinement region two levels of grid adaptation to flow features were used to assess the jet’s basic characteristics’ dependence on the grid computation cell’s size.

Figure 6. Base mesh A.

Figure 7. Base mesh B.

Total pressure and total temperature were set as boundary conditions at the nozzle inlet, according to experimental conditions [34]. In order to carry out this research, the mode with cold jet discharge (300 K) and parameters shown in Table 1 were selected.

Table 1. Gas parameters.

<table>
<thead>
<tr>
<th>$T_0$, K</th>
<th>$P_0$, Pa</th>
<th>$M_j$</th>
<th>$M_a$</th>
<th>$U_j$, m/s</th>
<th>$T_j$, K</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>400,000</td>
<td>1.56</td>
<td>1.28</td>
<td>444</td>
<td>202</td>
<td>$4.148 \times 10^6$</td>
</tr>
</tbody>
</table>
Figures 8–13 show velocity and density for flow parameters from Table 1 for grids A and B. Downstream in the nozzle section there is a train of barrels (a sequence of shock waves), and the potential jet core ends at 12 D distance (D—nozzle exit diameter). In addition, one can see that compression and expansion waves start inside the nozzle, a short distance downstream of the nozzle’s throat.

Static pressure distribution near the nozzle section is shown in Figures 12 and 13. There was a difference in results from different grids in the tail area of the jet. On a grid of polyhedrons, the jet diffused more.

According to [35], the supersonic jet shock-wave structure is outlined in Figure 14.
The connection between the second barrel length ($L_s$) and the fully expanded jet diameter ($D_j$) is expressed by the following formulas:

$$\frac{L_s}{D_j} = \frac{\pi}{2.40483} \left( M_j^2 - 1 \right)^{1/2}, \quad (31)$$

$$\frac{L_s}{D_j} = 1.1 \left( M_j^2 - 1 \right)^{1.17/2} \quad (32)$$

where (31) is the Prandtl–Pack model [36] and (32) is a Norum and Seiner elaboration [5] for the C-D nozzle.
Figure 11. Density field (grid B).

Static pressure distribution near the nozzle section is shown in Figures 12 and 13.

Figure 12. Static pressure (grid A).

There was a difference in results from different grids in the tail area of the jet. On a grid of polyhedrons, the jet diffuse more.

According to [35], the supersonic jet shock-wave structure is outlined in Figure 14.

Figure 14. Supersonic jet structure.

The connection between the second barrel length ($L_s$) and the fully expanded jet diameter ($D_j$) is expressed by the following formulas:

$\frac{1}{2} \frac{1}{2} 2\pi 1 2.40483 S_j L M D_j = -$, (31)

$\frac{1.17}{2} \frac{1.1}{1} S_j L M D_j = -$, (32)

where (31) is the Prandtl–Pack model [36] and (32) is a Norum and Seiner elaboration [5] for the C-D nozzle.

However, a basic grid does not have sufficient grid resolution to precisely measure the jet’s geometrical characteristics and find the connection between the second barrel length and the jet’s diameter (Figures 15 and 16).
However, a basic grid does not have sufficient grid resolution to precisely measure the jet’s geometrical characteristics and find the connection between the second barrel length and the jet’s diameter (Figures 15 and 16).

![Mach number distribution, black and white pallet (grid A).](image1)

**Figure 15.** Mach number distribution, black and white pallet (grid A).

![Mach number distribution, black and white pallet (grid B).](image2)

**Figure 16.** Mach number distribution, black and white pallet (grid B).

In order to obtain a more precise and coherent flow picture, let us apply the numerical grid static adaptation method (by software LOGOS [https://logos-support.ru/logos/aero-hydro/]) to the flow features. Second-level adaptive grids and Mach number distribution fields are shown in Figures 17–22.

Building local refinement improved solution accuracy and allowed the use of expression (32) to find the connection between the second barrel length and the fully expanded jet diameter (Figures 21 and 22). Calculation on a more detailed grid revealed the element in the flow as a Mach disk. Figure 23 shows a longitudinal velocity radial profile, in which one can see the central region of the increased velocity modulus.
Figure 17. Second-level adaptive grid (grid A).

Figure 18. Second-level adaptive grid (grid B).

Figure 19. Mach number distribution (grid A).
Building local refinement improved solution accuracy and allowed the use of expression (32) to find the connection between the second barrel length and the fully expanded...
As soon as the barrel sequence in the jet flare has an axisymmetric form, this region can more accurately be described as a truncated cone, which is used to build local refinement in the grid generator. Using the adaptation algorithm and building the grid considering the refinement region as the form of a cone resulted in the following numerical grids (Figure 25).
Grid C’s dimension comprises 3,626,762 cells, and grid D’s comprises 4,333,243 cells. According to calculation results, the following velocity modulus fields were obtained from these grids (Figure 26).

Figure 25. Grids with local refinement regions.

Figure 26. Velocity modulus distribution (grids C and D).

Figure 27 shows the longitudinal velocity radial profile in Section 2, 15 D for calculations on grid C and grid D. According to these figures, results obtained using grids C and D coincide. In both calculations, solutions were obtained through 400 iterations. However, on grid C the single iteration time was 0.59 s, while on grid D it was 0.71 s. Thus, with the same solver parameters and the same number of iterations, applying grid C improved calculation efficiency by 16.9% due to the numerical solution’s increased speed. General characteristics of calculations on grids C and D are shown in Table 2.
This class of problems is highly acute and relevant, as it allows the demonstration of jet flows’ features (for example, the connection between the nozzle geometry and intensity of shock waves in a jet) while jet engines are in operation in real conditions without conducting experiments. The static adaptation algorithm described herein might appear useful to boost the efficiency of such studies.

4. Conclusions

This article presents a physico-mathematical model of supersonic jet flow numerical simulation in order to research the flow structure’s formation. The mathematical model applied was based on the Navier–Stokes set of equations. The hybrid scheme of calculating gas-dynamic values’ gradient was applied to enhance calculation accuracy for an unstructured grid. The numerical grid static adaptation algorithm in the high gradient region of gas-dynamic values was applied to increase grid resolution and build a calculation model with an optimum number of cells.

Jet flow simulation with a 1.56 design Mach number was researched. Calculation results found shock waves in the flow that facilitated obtaining a qualitative description of the flow structure. In addition, calculations on an unstructured grid identified the Mach disc’s position in the flow. A longitudinal velocity profile was presented to assess the solution accuracy. The results obtained agree with experimental data.

The results and approaches presented herein can be used at the air vehicle design stage to determine which nozzle configuration and operation modes provide shock-free flow formation to meet safety standards.


Table 2. Characteristics of calculations on grids C and D.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Number of Cells</th>
<th>Single Iteration Computation Time, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid C</td>
<td>3,626,762 (less by 16.3%)</td>
<td>0.59 (faster by 16.9%)</td>
</tr>
<tr>
<td>Grid D</td>
<td>4,333,243</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Figure 27. Longitudinal velocity radial distribution in Section 2, 15 D.
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