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Abstract: Direct numerical simulation (DNS) has been employed with success in a variety of oceanographic applications, particularly for investigating the internal dynamics of Kelvin–Helmholtz (KH) billows. However, it is difficult to relate these results directly with observations of ocean turbulence due to the significant scale differences involved (ocean shear layers are typically on the order of tens to hundreds of meters in thickness, compared to DNS studies, with layers on the order of one to tens of centimeters). As efforts continue to inform our understanding of geophysical-scale turbulence by extrapolating DNS results, it is important to understand the impact of model setup and initial conditions on the resulting turbulent quantities. Given that geophysical-scale measurements, whether through microstructures or other techniques, can only provide estimates of averaged TKE quantities (e.g., TKE dissipation or buoyancy flux), it may be necessary to compare mean turbulent quantities derived from DNS (i.e., across one or more complete billow evolutions) with ocean measurements. In this study, we analyze the effect of domain length and initial velocity noise on resulting turbulent quantities. Domain length is important, as dimensions that are not integer multiples of the natural KH billow wavelength may compress or stretch the billows and impact their energetics. The addition of random noise in the initial velocity field is often used to trigger turbulence and suppress secondary instabilities; however, the impact of noise on the resulting turbulent energetics is largely unknown. In this study, we conclude that domain lengths on the order of 1.5 times the natural wavelength or less can affect the resulting turbulent energetics by a factor of two or more. We also conclude that increasing the amplitude of random initial velocity noise decreases the resulting turbulent energetics, but that different realizations of the random noise field may have an even greater impact than amplitude. These results should be considered when designing a DNS experiment.
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1. Introduction

The transition of stratified shear flow to turbulence is one of the classical problems of fluid mechanics and is often attributed to processes driven by Kelvin–Helmholtz or similar instabilities [1–3]. Kelvin–Helmholtz (K-H) billow formation and its resulting instabilities have been extensively studied in the laboratory [4,5], in field observations [6–8], through theoretical methods [9,10], and, recently, by high-resolution numerical simulations [11–13].

Typically, field observations cannot provide a comprehensive assessment of the formation and evolution of K-H billows (e.g., [14,15]). There have been analytical studies to define billow structure, but these have been unable to result in stable solutions [16–18]. Recently, with increasing computational power, 3D models of K-H instabilities have been used to evaluate K-H evolution and the resulting changes in density and velocity profiles [12,19,20].
1.1. Stratified Shear Turbulence

The Reynolds and Richardson numbers are two important parameters to characterize stratified shear flow. The Reynolds number is expressed as $Re = \frac{u_0 h_0}{\nu}$, where $u_0$ is the velocity difference between two layers, $h_0$ is the shear layer thickness, and $\nu$ is the kinematic viscosity. The Reynolds number represents the relative strength of inertial forces to viscous forces.

The Richardson number $Ri$ is defined as $Ri = \frac{g \Delta \rho h_0}{\rho_0 u_0^2}$, where $g$ is gravity, $\Delta \rho$ is the difference in density between two flowing layers, and $\rho_0$ is the density of the heavier fluid. The Richardson number represents the stability of the flow, with $Ri < \frac{1}{4}$ a necessary condition for velocity shear to overcome stratification and generate turbulence [21,22]. If $Ri$ is large, it usually suppresses turbulent mixing [23].

Within a numerical domain utilizing periodic boundary conditions in $x$ and $y$ and no-flux boundaries in $z$, terms representing the transport of turbulent kinetic energy (TKE) are equal to zero when averaged over the whole domain. Then, the TKE equation for a homogeneous turbulent field becomes [24]:

$$\frac{dE}{dt} = P - B - \epsilon \quad (1)$$

where $P$ is the shear production of TKE, $B$ is the buoyancy flux, and $\epsilon$ is the dissipation rate (the reader is referred to [25] for additional information on the equations presented here, including their derivation). Here, $P$ is given by

$$P = -\bar{u}' w' \frac{\partial \bar{u}}{\partial z} \quad (2)$$

where primes represent fluctuations from the horizontal mean. To evaluate the terms in Equation (1) we use the spatial means.

Over most time scales, the momentum flux $\bar{u}' w'$ is, by definition, of opposite sign of the mean shear, resulting in a positive contribution to the TKE, although recent DNS studies [26] have shown that production can briefly act as a sink of TKE (i.e., forcing the mean flow) during Kelvin–Helmholtz evolution.

The buoyancy flux can be a source or sink term depending on the sign of $\bar{w}' \rho'$. In most stable stratified fluids, $B$ is negative and acts as a sink of TKE over longer timescales; however, the sign may fluctuate during K-H evolution depending on the phase of billow development and during brief periods of unstable stratification during billow roll-up. Buoyancy flux is given by

$$B = -\frac{g}{\rho_0} \bar{w}' \rho' \quad (3)$$

The viscous dissipation $\epsilon$ is the conversion of TKE into heat. This process occurs at the smallest turbulence scales, known as the Kolmogorov length scales: $\eta = (\nu^3/\epsilon)^{1/4}$. Here, $\epsilon$ is the average rate of dissipation of turbulence kinetic energy per unit mass.

$$\epsilon = -2\nu \tau_{ij} e_{ij} \quad (4)$$

where $e_{ij} = \frac{1}{2}(\frac{\partial u_i'}{\partial x_j} + \frac{\partial u_j'}{\partial x_i})$.

Given the need for spatial resolution approaching the Kolmogorov scales, the overall domain size of most DNS runs must be constrained to meet computational limits: generally constraining DNS runs to low-$Re$ flows, consistent with laboratory scales.

1.2. Direct Numerical Simulation (DNS) Solution

Turbulence is an extremely complex system, with no satisfying analytical solution for even the simplest turbulent flows. It must be numerically solved by a solution of Navier–Stokes equations at small scales or parameterized in larger-scale ocean models, e.g., [27]. In recent years, with significant computational advancement, DNS solutions to turbulent
flows have become available for some problems. In DNS, the smallest spatial and temporal scales of turbulence, i.e., the energy dissipating or Kolmogorov scales, are resolved, and with increasing computational power, it may be possible to solve higher-Re flows.

Although many studies have been successful at obtaining DNS solutions to stratified turbulent flows relevant to the ocean, e.g., [11,12,28–34], the Re is relatively low compared to typical oceanic values of $10^6$ to $10^7$. Even the high-Re flows in the DNS literature are still on the order of $10^4$ and thus are not much beyond the typical realm of laboratory flows [35].

The scales associated with typical oceanic turbulent flows are extremely difficult, if not impossible, to resolve in DNS runs due to computational limitations. Nevertheless, there are important considerations when setting up DNS runs for such applications, including initial and boundary conditions, including the introduction of noise, which are discussed next.

1.2.1. Initial and Boundary Conditions

The domain size and spatial resolution of a DNS run depend on the largest and smallest scales that need to be resolved. Resolution should be capable of representing the Kolmogorov length scale, while the numerical timestep should resolve the Kolmogorov time scale, $\tau = (\nu \epsilon)^{1/2}$. Initial conditions such as the mean flow velocity profiles, mean density profiles, and other flow characteristics are important parameters that may have a significant impact on the overall simulation. Some researchers also use initial noise or a perturbation velocity in their simulations.

Different initial conditions, including the magnitude of “noise” imposed on the initial velocity field, as well as the overall domain length can change the resulting turbulent quantities: $P$, $B$, and $\epsilon$. However, the detailed impact of these initial conditions has not yet been investigated.

1.2.2. Previous DNS Efforts and Utilization of Noise

In many cases, previous studies have included an initial noise field or perturbation [36] to trigger the generation of overturns and suppress secondary instabilities, which can help the Kelvin–Helmholtz billow to transition to fully developed turbulence [37]. This noise is typically added to the initial velocity field, but the impact of the noise on the final turbulent quantities has not been fully investigated.

Smyth [11] added a vorticity perturbation to the initial conditions to simulate primary and pairing instabilities. The growth of secondary vortices on braids of separating Kelvin–Helmholtz billows was investigated. The Reynolds number was varied from 1000 to 6000, while the Richardson number was varied from 0.04 to 0.16. To obtain fully turbulent flow, a perturbation was also added to the streamwise velocity in [36]. Their results suggest that the small-scale structure is independent of the initial or boundary conditions. The impact of perturbation intensity was more recently investigated by Kaminski and Smyth [38], who found a marked decrease in turbulence generation and less clearly defined billows for large-amplitude perturbations.

To excite three-dimensional secondary instabilities, a cross-sectional velocity was added as random noise in [39]. Here, DNS was used with Re values ranging from 1500 to 5000 and $Ri_B$ values from 0.08 to 0.16 to model ocean stratified-shear-flow-induced turbulence resulting from a pair of unstable Kelvin–Helmholtz-induced billows.

A wide variety of secondary instabilities have been investigated using DNS [12]. In these simulations, incompressible white noise is added to the velocity and white noise of zero mean is added to the density. Caulfield and Peltier [40] used a perturbation in their simulations, which was imposed on the background flow, and a small-amplitude isotropic noise field was applied to the streamwise velocity in the initialization, with $Re = 750$ and $Ri_B$ ranging from 0 to 0.1. Despite the wide application of initial conditions such as noise, little effort has been made to quantify the effect of these parameters on the resulting turbulence.
1.2.3. Oceanographic Implications

To date, DNS has been employed with limited success for oceanographic applications. Most DNS studies, such as those discussed above, have focused on the internal dynamics of turbulence, and it is often difficult to relate these results directly to observations of ocean turbulence. Given the vast scale difference and the inability to observe individual billows in the field with sufficient detail, comparisons of averaged turbulent quantities would be the primary approach to compare DNS results with field data. As noted above, many previous studies use initial perturbations or noise or a combination of both to excite turbulence or suppress secondary instabilities.

In addition, DNS studies often utilize a fixed domain length (x-direction), which is typically established by approximation of the natural K-H billow wavelength but is sometimes compressed to reduce the domain size and computational time. Due to the standard assumption of periodicity in the streamwise direction, an arbitrary domain length may have the unintended effect of compressing or stretching the natural wavelength of resulting K-H billows, which may significantly impact their energetics, particularly in a domain-averaged sense. Adding additional energy in the form of noise may also significantly change the mean turbulent quantities. Identifying the impact of these initial choices is essential for the application of future DNS research attempting to extrapolate overall turbulence quantities to larger scales and to enable stronger connections between DNS and observations. In this study, we investigate the impact of varying both domain length and initial noise in the velocity field.

In Section 2, the model setup is presented with a description of initial and boundary conditions. The approach for varying the domain length and noise amplitude is also explained. In Section 3, we present the impacts of domain length on the formation of billows, their wavelengths, and the resulting turbulence. Section 4 is focused on the noise analysis and is presented in two parts: one focusing on varying noise amplitude using a constant random field and the other on the impact of different random fields using a constant amplitude. Section 5 concludes with a brief discussion and summary.

2. Governing Equations and Numerical Methods

The DNS results were obtained using the NGA flow solver [41], which solves the variable density, low Mach number Navier-Stokes equations. The governing equations include conservation of mass:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0$$

and conservation of momentum:

$$\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{uu}) = -\nabla p + \nabla \cdot \sigma + \rho \mathbf{g}$$

where $p$ is the pressure, $\mathbf{g}$ is the gravitational acceleration, and $\sigma$ is the stress tensor given by

$$\sigma = \mu \left( \nabla \mathbf{u} + \nabla^T \mathbf{u} \right) - \frac{2}{3} \nabla \cdot (\mathbf{uI})$$

Here, $\mu$ is the dynamic viscosity, and $\mathbf{I}$ is the identity tensor.

Density is determined from a conserved scalar $Z$ that represents mixing, which is governed by the following transport equation:

$$\frac{\partial (\rho Z)}{\partial t} + \nabla \cdot (\rho \mathbf{u}Z) = \nabla \cdot (\rho D_Z \nabla Z)$$

where $D_Z$ denotes the diffusivity coefficient.

The numerical methods of NGA have been detailed in [41] and are only briefly described here: Time advancement is done by the semi-implicit second-order Crank-Nicolson scheme of Pierce and Moin [42]. Using the classical fractional step approach [43],
this iterative time advancement scheme uses staggering in time between the momentum field and the scalar (including density) fields. The scalars are advanced first, the density field is updated, and the momentum equation is then advanced \[41\]. A combination of a spectral method and Krylov-based methods \[44\] is used to solve the pressure Poisson equation. For numerical stability, the timestep \(\Delta t\) is constrained by various restrictions, including the Courant–Friedrichs–Lewy (CFL) condition applied to explicit numerical schemes \[45\]. The CFL condition requires the maximum of \(\frac{u\Delta t}{\Delta x}, \frac{v\Delta t}{\Delta y}, \frac{w\Delta t}{\Delta z}\) to be less than unity, where \(\Delta x, \Delta y, \Delta z\) denote the grid size in each direction.

Figure 1 shows an example domain and an initial density profile. Here, \(x\) is the streamwise direction, \(y\) is the lateral direction, and \(z\) is the vertical direction aligned with gravity. The lengths of the domain in the \(x\), \(y\), and \(z\) directions are \(L_x, L_y,\) and \(L_z\). We used various \(L_x\) values in our simulations, while \(L_y\) and \(L_z\) were held constant. The number of grid points in the \(x\)-direction varied from 200 to 1104, and there were 64 and 256 grid points in the \(y\)- and \(z\)-directions, respectively. The grid resolution is reported in Table 1. At \(z = 0\) and \(z = L_z\) of the 3D domain, an impermeable free slip condition is applied. The boundaries at \(x = 0\) and \(x = L_x\) are periodic.
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**Figure 1.** The 3D domain of the density field shown for \(L_x = 5.24\) m, \(L_y = 0.64\) m, and \(L_z = 2.62\) m.

**Table 1.** Main parameters used in the domain length analysis runs, with \(Re = 3610, Ri = 0.12, L_y = 0.64\) m, and \(L_z = 2.62\) m.

<table>
<thead>
<tr>
<th>(L_x (m))</th>
<th>(\frac{L_x}{KH})</th>
<th>(\frac{L_z}{KH})</th>
<th>(N_x)</th>
<th>(\Delta x (m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.67</td>
<td>0.40</td>
<td>200</td>
<td>0.01</td>
</tr>
<tr>
<td>2.49</td>
<td>0.84</td>
<td>0.50</td>
<td>256</td>
<td>0.0097</td>
</tr>
<tr>
<td>3.25</td>
<td>1.09</td>
<td>0.65</td>
<td>318</td>
<td>0.0102</td>
</tr>
<tr>
<td>3.98</td>
<td>1.33</td>
<td>0.80</td>
<td>392</td>
<td>0.0101</td>
</tr>
<tr>
<td>4.22</td>
<td>1.42</td>
<td>0.85</td>
<td>416</td>
<td>0.0101</td>
</tr>
<tr>
<td>4.48</td>
<td>1.50</td>
<td>0.90</td>
<td>448</td>
<td>0.01</td>
</tr>
<tr>
<td>4.97</td>
<td>1.67</td>
<td>1.00</td>
<td>488</td>
<td>0.0102</td>
</tr>
<tr>
<td>5.24</td>
<td>1.76</td>
<td>1.05</td>
<td>512</td>
<td>0.0102</td>
</tr>
<tr>
<td>6.21</td>
<td>2.08</td>
<td>1.25</td>
<td>600</td>
<td>0.0104</td>
</tr>
<tr>
<td>7.46</td>
<td>2.50</td>
<td>1.50</td>
<td>736</td>
<td>0.0101</td>
</tr>
<tr>
<td>8.7</td>
<td>2.92</td>
<td>1.75</td>
<td>848</td>
<td>0.0103</td>
</tr>
<tr>
<td>9.94</td>
<td>3.33</td>
<td>2.00</td>
<td>968</td>
<td>0.0103</td>
</tr>
<tr>
<td>11.18</td>
<td>3.75</td>
<td>2.25</td>
<td>1104</td>
<td>0.0101</td>
</tr>
</tbody>
</table>
The initial conditions were adopted from [36], with the major difference being that no perturbation was used here. The following initial velocity profile was imposed:

\[ \bar{u}(z) = u_0 \frac{2z}{h_0} \tanh \frac{2z}{h_0} \]  

and \( \bar{v} = \bar{w} = 0 \) Here, \( h_0 \) is the shear layer thickness, and \( u_0 \) is the magnitude of the velocity difference between the layers. In this study, \( u_0 \) is held constant at \( u_0 = 0.0095 \text{ m/s} \), and \( h_0 = 0.38 \text{ m} \) for all simulations, which means \( \bar{u}(z) \) varies from \(-u_0/2\) to \(u_0/2\), as shown in Figure 2.

![Initial Streamwise Velocity Profile](image)

**Figure 2.** Representative initial velocity profile for DNS runs.

The initial density profile \( \bar{\rho}(z) \) is prescribed by the following expression:

\[ \bar{\rho}(z) = \rho_0 - \frac{\Delta \rho}{2} \left( 1 + \tanh \frac{2z}{h_0} \right) \]  

where \( \rho_0 = 999.69 \text{ kg/m}^3 \) is regarded as the reference density, and \( \Delta \rho = 0.0029 \text{ kg/m}^3 \) is the density difference between \( z = 0 \) and \( z = L_z \). Furthermore, in this study, \( g = 9.81 \text{ m/s}^2 \) and \( \mu = 0.001 \text{ Pa\cdots} \). Using these values, the Reynolds number \( (Re = \frac{u_0 h_0}{\nu}) \) and the Richardson number \( (Ri = \frac{g \Delta \rho h_0}{\rho_0 u_0^2}) \) are calculated and held constant at \( Re = 3610 \) and \( Ri = 0.12 \) to maintain the same stability conditions.

To evaluate turbulent parameters at any particular instance in time, the total three-dimensional flow field is considered. We begin by averaging the 3D velocity field \( \mathbf{u} \) on the horizontal \( x-y \) plane across the entire domain, resulting in mean vertical profiles of velocity that vary with time. The three-dimensional fluctuation to this \( z \)-dependent averaged field can be calculated by subtracting \( \bar{U}(z,t), \bar{V}(z,t), \bar{W}(z,t) \) from the velocity field and applying Equations (2)–(4).

Then, \( P, B, \) and \( \varepsilon \) can be averaged in all three dimensions to obtain time-dependent instantaneous turbulent quantities, e.g., \( P(t) = < P(x,y,z,t) >_{xyz} \). We also integrate these values \( (P(t),B(t),\varepsilon(t)) \) over time to quantify the cumulative amount of work done by turbulence production, mixing, and dissipation.

One of our primary goals is to find the effect of random noise on final turbulent quantities. To do this, a random field \( r_c(x,y,z) \) is used to set the initial condition for cross-stream velocity \( (v) \):

\[ \bar{v}(x,y,z) = a \frac{u_0}{2} r_c(x,y,z) \text{sech} \left( \frac{2z}{h_0} \right) \]  

where \( a \) is a constant.
Here, \( a \) is the amplitude of the noise, which is varied from 0 to 0.05 in our simulations, and \( r_v(x, y, z) \) is the random function, which is uniformly distributed from \(-1\) to \(1\) (Figure 3a). Although a normal (or Gaussian) distribution may be more effective at representing naturally occurring noise, a uniform distribution is used here, following [39]. In the variable-amplitude part of the noise analysis, \( r_v \) is held constant for multiple simulations, with only the coefficient \( a \) varying.

Figure 3a shows a vertical column of \( r_v(x_0, y_0, z) \) values from this random field. The random field, averaged in the \(x\)-\(y\) planes, is presented in Figure 3b. Figure 3c depicts the velocity noise \( \tilde{v} \) (averaged in the \(x\)-\(y\) planes) associated with this random field, as calculated by Equation (11). Figure 3d presents the \(x\)-\(y\) root mean square (RMS) value of the velocity noise, which indicates that the velocity noise is focused on the shear layer.
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**Figure 3.** Various views of a random field \( r_v(x, y, z) \) used in Equation (11), including (a) raw values from a representative vertical column, (b) horizontally averaged values as a function of \(z\), (c) the resultant velocity noise profile using Equation (11), and (d) the root mean square (RMS) value of velocity noise calculated in the \(x\)-\(y\) plane.

### 2.1. Wavelength Calculation

The domain size \(L_x, L_y, L_z\), and \(h_0\) must be chosen carefully for efficient memory usage and computation time. These choices are based on the linear stability analyses of the parallel flow [46,47]. Previous studies have determined an appropriate domain length based on a relationship of the following form:

\[
\frac{L_x}{h_0} = \frac{4\pi}{k_0 h_0}
\]  

(12)
where \( k_0 \) is the wavenumber. The slight dependence of \( k_0 \) on the Richardson number is ignored [46], and \( k_0 = 0.90 / h_0 \) is chosen for all runs, following [39]. After replacing \( k_0 \), rearranging Equation (12), and using \( h_0 = 0.38 \) m (as used in the simulations discussed here), we obtain \( L_x / h_0 = 13.96 \), which is close to the work of [39], where they used \( L_x / h_0 = 14 \) to simulate a KH wave train.

We hypothesize that domain lengths \( (L_x) \) that are not an integer multiple of a natural KH billow wavelength \( L_{KH} \) will result in a significant change to the turbulent energetics within the domain. The wavelength of instability in two-dimensional two-layer flow, as given by [15,23], is:

\[
\lambda = \frac{\pi (\Delta u^2)}{g'}
\]  

where \( \lambda \) represents the instability wavelength or the distance between billows, \( \Delta u \) is the velocity difference between the layers, and \( g' \) is the reduced gravity, where \( g' = \frac{g \Delta \rho}{\rho_0} \). Substituting the Richardson number \( Ri = \frac{g' h_0}{(\Delta u)^2} \) into Equation (13) yields

\[
\lambda = \frac{\pi h_0}{Ri}
\]  

The Kelvin–Helmholtz wavelength \( L_{KH} \) should vary with \( \lambda \), but it may involve a constant \( C_{KH} \) due to specific definitions of \( h_0 \) and \( Ri \). So we define

\[
L_{KH} = \frac{C_{KH} \pi h_0}{Ri}
\]  

Initially, \( C_{KH} \) is assumed to be equal to one, with the resulting length scale referred to as \( L_{KH}^* \). The simulation results are then used to find an approximate value for \( C_{KH} \), as discussed in Section 3.1.

2.2. Model Setup for Domain Length Analysis

The effects of domain length on the formation and dynamics of billows and the resulting turbulence are studied using a series of simulations wherein only the domain length \( L_x \) is varied. Unlike the noise analysis simulations, no noise or perturbation is added to the velocity profiles. For all runs, the domain lengths of \( L_y \) and \( L_z \) remain constant at values of \( L_y = 0.64 \) m and \( L_z = 2.62 \) m, with \( \Delta y = \Delta z = 1 \) cm, and \( \Delta x \) values can be obtained from Table 1. Initial velocity and density profiles are obtained from Equations (9) and (10), respectively. Table 1 reports the number of grid points and corresponding grid size for each case.

2.3. Model Setup for Noise Analysis

The noise analysis was conducted in two parts: In the first part, the random field \( r_v(x,y,z) \) was kept constant, as in Equation (11), but the amplitude \( a \) of the noise was modified. In the second part, \( a \) remained constant but different realizations of the random field were used. In all simulations used for the noise analysis, \( L_x \) was held constant at \( L_x = 5.24 \) m.

For the second part of the noise analysis, we used \( a = 0.01 \) with three different realizations of the random field \( r_v(x,y,z) \). Figure 4 shows these three different realizations averaged in the \( x-y \) plane. Seemingly minor differences between these fields may have a significant impact on the development of billows and the onset of turbulence.
Figure 4. Horizontal mean values of three different realizations of the three-dimensional random field used in Equation (11).

3. Domain Length Analysis

The domain length analysis is based on evaluating the impact of varying $L_x$ on billow formation and duration, the number of billows generated, the billow wavelength, and mean turbulent quantities. For consistency, the grid resolution is kept constant in all directions. To facilitate comparison between the runs, time is non-dimensionalized by the buoyancy frequency $N$:

$$N = \sqrt{\frac{g}{\rho_0}} \frac{\partial \rho}{\partial z}$$  \hspace{1cm} (16)

Figure 5 presents simulation results at various domain lengths $L_x$, showing that as $L_x$ is increased, additional billows are generated. Note the increase from 1 to 4 billows as $L_x$ increases. Also, note that in cases such as in Figure 5e,f, where a single billow is split across the domain boundary, the billow is counted once.

Figure 5. Cont.
Figure 5. Simulation results at various domain lengths $L_x$ showing that additional billows are generated as $L_x$ is increased. Snapshots are extracted from each simulation during the period of well-defined billows.

All simulations exhibit the same stages of evolution, as shown in Figure 6: In the first stage, the shear layer is not yet impacted by instabilities (not shown). After a few buoyancy periods, the billows start to form (Figure 6a–c), the number of which depends on the value of $\frac{L_x}{\lambda_{KH}}$. The billows then roll up in a cat’s-eye formation, where the density gradients become more prominent, as shown in Figure 6d–f. After that, turbulence decays and the billows start to collapse and slowly lose strength. Following the decay of turbulence, the flow reaches a stable condition, which is shown by Figure 6m–o.

Figure 6. Cont.
3.1. Determining $C_{KH}$

As shown in Figure 5, as the domain length is increased, the number of billows is also increased. We hypothesize that an increase in the number of billows must be tied to the natural billow wavelength $L_{KH}$ as the domain length $L_x$ is increased.

To consistently extract the billow wavelengths from the DNS results, the vertical gradient of the horizontal velocity (determined as the root mean square value of $\partial u/\partial z$, where $u$ has been averaged in the cross stream, i.e., $y$, direction) is plotted against $x$, with peaks in $\partial u/\partial z$ corresponding to billow cores, as illustrated in Figure 7.

Figure 7. Cont.
Figure 7. Identification of billow wavelengths. Left-column images present RMS values of $\frac{\partial u}{\partial z}$, where $u$ has been averaged across the domain (i.e., the $y$-direction) as a function of $x$. Right-column snapshots provide a visual assessment of observed billows, as illustrated by fluid density.

Initialization of the billow phase is determined when distinct peaks are observed so that the billow wavelength $\lambda$ can be calculated. The end of the billow phase, as the billows decay to turbulence, is identified when there are many small peaks and it is impossible to distinguish the exact peak locations. This is identified in post-processing algorithms by a rapid variation in the wavelength values.

Note that the individual billow wavelength can evolve in time, although the sum of all billow wavelengths must always equal $L_x$. Profiles of billow wavelength as a function of time are shown for select simulations in Figure 8. The billow wavelengths in most of the simulations are reasonably consistent through the billow phase and are often punctuated by a rapid separation, which usually occurs around 6–8 buoyancy periods, when turbulence takes over.
Figure 8. Normalized billow wavelengths for select simulations as a function of time, expressed as buoyancy periods. In each panel, the vertical lines represent the start and end of the “billow phase”.

In Figure 9, the value of $\frac{\lambda}{L_{KH}}$ for each billow at the middle of each billow phase is plotted against the normalized domain length $\frac{L}{L_{KH}}$. For each simulation, the vertical bar represents the standard deviation of the observed wavelengths during the billow phase (in both time and space). The sloping line segments represent the mean $\frac{\lambda}{L_{KH}}$ values as defined by the domain length divided by the number of billows for each simulation. It is evident from Figure 9 that new billows are generated regularly with increasing domain length. The shaded columns represent domain length ranges where additional billows appear. In Figure 9, for the two-billow simulations, as the domain length increases, the wavelengths tend to converge. Similar behavior is less defined for the three-billow simulations.
3.2. Billow Formation

If we assume that increasing the domain length by one $KH$ billow wavelength ($\Delta L_x/L_{KH}^* = 1$) will always result in the creation of one additional billow, we can use the numerical results to determine the value of $C_{KH}$. Graphically, this is shown in Figure 10, where the number of billows is plotted against the non-dimensional length $L_x/L_{KH}^*$. Here, the horizontal red bars indicate the uncertainty associated with transitions of increasing billow quantity. The slope of the line connecting these transition zones must be equal to $\left( L_{KH} / L_{KH}^* \right)^{-1}$. Recognizing that $L_{KH}^* = L_{KH}/C_{KH}$, it follows that the slope of this line is equal to $(C_{KH})^{-1}$.

In Figure 10, the mildest and steepest slopes (green lines) lead to $C_{KH} = 0.50$ and 0.70, respectively. The average of these two values ($C_{KH} = 0.6$) is shown by the dashed horizontal line (equivalent to $\lambda/L_{KH} = 1$) in Figure 9. In all the following analyses, $L_{KH}$ rather than $L_{KH}^*$ is used to normalize the domain length and the billow wavelength.

Figure 9. Observed billow wavelengths normalized by $L_{KH}^*$ as a function of domain length normalized by $L_{KH}^*$ (i.e., assuming $C_{KH} = 1$). The standard deviations of the observed wavelengths during the billow phase (in both time and space) are shown by the vertical bars. The sloping line segments represent the mean $\lambda/L_{KH}^*$. The shaded columns mark domain length ranges where additional billows appear. The points are colored based on the specified number of billows.

Figure 10. Number of billows vs. domain length normalized by $L_{KH}^*$. The green lines show the mildest and steepest slopes, and the horizontal red bars indicate the uncertainty associated with transitions of increasing billow quantities. The value of $C_{KH}$ can be determined as the slope of the line connecting transition regions, as shown.
3.3. Billow Phase Duration

During the evolution of the billows and the resulting turbulence, there are several distinct phases, including the pre-billow, billow, and turbulent phases. Here, we use the model results to evaluate the duration of the billow phase as a function of the overall domain length.

In Figure 11, the vertical arrows represent the start and end times and, thus, the duration of the billow phase for each simulation. For the one-billow simulations, all durations are approximately six buoyancy periods. In all simulations, the billow phase tends to start at approximately 2.17 buoyancy periods, but with increasing domain size, the duration of the billow phase increases, with the end time of the billow phase increasing from approximately four to nine buoyancy periods in the case of two billows. For the three-billow cases, similar but less-pronounced behavior is observed, with the billow phase generally starting around two buoyancy periods, while the end time gradually increases from 8 to 9.8 buoyancy periods. Only one four-billow simulation was run with a small $L_x/L_K$, and it too follows a similar pattern, with a consistent start time and an end time that is reduced compared to the largest three-billow simulation. It is clear that a domain length that forces a shorter billow wavelength also results in a shorter-duration billow phase.

![Figure 11](image-url)

**Figure 11.** Duration of billow phase in terms of buoyancy periods from the start of the simulation, as identified by the tail and tip of each vertical arrow. Oblique arrows in the 2- and 3-billow ranges indicate the general trajectory of increased billow duration with increasing domain length.

3.4. Turbulent Quantities

Figure 12 shows both instantaneous and integrated turbulent quantities for all 12 simulations with varying domain lengths, with turbulent data summarized in Table 2. In general, instantaneous values show similar behavior for all simulations, with the exception of the 2.0 m domain length ($L_x/L_K = 0.67$) simulation, for which turbulent quantities are several orders of magnitude lower than the other simulations. In all simulations, turbulence has essentially reached zero before approximately 20 buoyancy periods.

Integrated turbulent quantities tend to reach a constant value after 13 to 18 buoyancy periods, indicating that the turbulence phase is complete. The domain length has little impact on the time required to reach a stable condition. Integrated turbulent quantities, shown in Figure 12b,d,f, generally show good agreement among simulations for domain lengths greater than 5.2 m ($L_x/L_K > 1.5$). For domain lengths less than this threshold, considerable variability is observed. This can be seen more clearly in Figure 13,
where the final integrated turbulent quantity values are plotted as a function of length $L_x/L_{KH}$. Here, it is clear that most of the observed variability occurs for the one-billow and early two-billow simulations, with variability spanning over two orders of magnitude. In general, the data suggest that wavelength compression (e.g., $L_x/L_{KH}$ values less than one for a one-billow simulation) results in less energetic turbulence overall, whereas wavelength stretching ($L_x/L_{KH}$ values greater than one for a one-billow simulation) tends to amplify turbulent energy. However, the two simulations at the low end of the two-billow regime stand in contrast to this observation. As domain lengths become larger, the degree of compression or stretching is minimized, and the effect becomes greatly reduced, although the trend is still visible, particularly in the three-billow regime. Mixing efficiency and flux Richardson number values are also tabulated in Table 2. Again, enhanced variability is seen for values of $L_x/L_{KH} < 1.5$.

![Figure 12](image-url)

**Figure 12.** Time evolution of instantaneous (left column) and integrated (right column) turbulence quantities for different domain lengths.
Table 2. Effects of varying domain lengths $L_x$ on turbulence. Time is in buoyancy periods.

<table>
<thead>
<tr>
<th>$L_x/L_{KH}$</th>
<th>Flux Richardson Number</th>
<th>Mixing Efficiency</th>
<th>Integrated Production $\int P , dt$</th>
<th>Integrated Buoyancy Flux $\int B , dt$</th>
<th>Integrated Dissipation $\int \dot{\epsilon} , dt$</th>
<th>Start Time</th>
<th>End Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.67</td>
<td>0.13</td>
<td>0.1</td>
<td>$1.94 \times 10^{-8}$</td>
<td>$2.03 \times 10^{-9}$</td>
<td>$1.56 \times 10^{-8}$</td>
<td>2.34</td>
<td>8.61</td>
</tr>
<tr>
<td>0.84</td>
<td>0.16</td>
<td>0.13</td>
<td>$7.05 \times 10^{-7}$</td>
<td>$9.22 \times 10^{-8}$</td>
<td>$5.50 \times 10^{-7}$</td>
<td>2.34</td>
<td>8.58</td>
</tr>
<tr>
<td>1.09</td>
<td>0.28</td>
<td>0.2</td>
<td>$1.95 \times 10^{-6}$</td>
<td>$3.93 \times 10^{-7}$</td>
<td>$1.38 \times 10^{-6}$</td>
<td>2.34</td>
<td>8.61</td>
</tr>
<tr>
<td>1.33</td>
<td>0.28</td>
<td>0.2</td>
<td>$1.92 \times 10^{-6}$</td>
<td>$3.86 \times 10^{-7}$</td>
<td>$1.36 \times 10^{-6}$</td>
<td>2.41</td>
<td>10.52</td>
</tr>
<tr>
<td>1.42</td>
<td>0.22</td>
<td>0.2</td>
<td>$2.13 \times 10^{-6}$</td>
<td>$4.79 \times 10^{-7}$</td>
<td>$1.48 \times 10^{-6}$</td>
<td>2.14</td>
<td>4.25</td>
</tr>
<tr>
<td>1.50</td>
<td>0.29</td>
<td>0.2</td>
<td>$2.05 \times 10^{-6}$</td>
<td>$4.21 \times 10^{-7}$</td>
<td>$1.44 \times 10^{-6}$</td>
<td>1.60</td>
<td>6.59</td>
</tr>
<tr>
<td>1.67</td>
<td>0.24</td>
<td>0.17</td>
<td>$1.28 \times 10^{-6}$</td>
<td>$2.29 \times 10^{-7}$</td>
<td>$9.42 \times 10^{-7}$</td>
<td>2.34</td>
<td>9.00</td>
</tr>
<tr>
<td>1.76</td>
<td>0.23</td>
<td>0.17</td>
<td>$1.33 \times 10^{-6}$</td>
<td>$2.36 \times 10^{-7}$</td>
<td>$9.87 \times 10^{-7}$</td>
<td>2.34</td>
<td>9.20</td>
</tr>
<tr>
<td>2.08</td>
<td>0.26</td>
<td>0.19</td>
<td>$1.28 \times 10^{-6}$</td>
<td>$2.46 \times 10^{-7}$</td>
<td>$9.28 \times 10^{-7}$</td>
<td>2.46</td>
<td>9.55</td>
</tr>
<tr>
<td>2.50</td>
<td>0.22</td>
<td>0.16</td>
<td>$1.29 \times 10^{-6}$</td>
<td>$2.15 \times 10^{-7}$</td>
<td>$9.62 \times 10^{-7}$</td>
<td>2.46</td>
<td>8.07</td>
</tr>
<tr>
<td>2.92</td>
<td>0.25</td>
<td>0.18</td>
<td>$1.41 \times 10^{-6}$</td>
<td>$2.65 \times 10^{-7}$</td>
<td>$1.04 \times 10^{-6}$</td>
<td>1.29</td>
<td>8.69</td>
</tr>
<tr>
<td>3.33</td>
<td>0.26</td>
<td>0.19</td>
<td>$1.46 \times 10^{-6}$</td>
<td>$2.80 \times 10^{-7}$</td>
<td>$1.07 \times 10^{-6}$</td>
<td>2.81</td>
<td>9.74</td>
</tr>
<tr>
<td>3.75</td>
<td>0.23</td>
<td>0.17</td>
<td>$1.33 \times 10^{-6}$</td>
<td>$2.34 \times 10^{-7}$</td>
<td>$9.94 \times 10^{-7}$</td>
<td>2.38</td>
<td>8.46</td>
</tr>
</tbody>
</table>

Figure 13. Net integrated turbulent quantities vs. normalized domain length $L_x/L_{KH}$. The blue, black, and red vertical lines mark the transitions from regimes with the specified number of billows formed in the simulations.

4. Noise Analysis

In this section, the impact of initialized noise is undertaken in two parts: first, noise amplitudes are varied with a constant random field (Section 4.1), and then, different random fields are used with a constant amplitude (Section 4.2).

4.1. Effect of Varying Noise

Consider the case with $Re = 3610$, $Ri = 0.12$, $L_x(m) = 5.24$ m, $L_y(m) = 2.62$ m, and $L_z(m) = 0.64$ m. Here, one realization of the random field $r_v(x, y, z)$ (from Equation (11)) is frozen, and the amplitude $a$ is varied from 0 to 0.05, as shown in Table 3. Initially, there is a quiescent period prior to billow formation. Here, the start of the turbulent event is identified as the point when the production rises to 0.001 of the overall maximum production value. The start and end times of each turbulent event are shown in Table 3, while Figure 14 shows the instantaneous values of turbulent quantities plotted against the buoyancy period; these values range from 0.1 to 1.5 buoyancy periods. This can also be seen in Figure 14, where the green line with 0.05 noise amplitude is the most delayed of all simulations.
Table 3. Effects of varying noise amplitude \( a \) on turbulence. Time is in buoyancy periods.

<table>
<thead>
<tr>
<th>( a )</th>
<th>Flux Richardson Number</th>
<th>Mixing Efficiency</th>
<th>( \int \text{Production} \ \frac{m^2}{s^3} )</th>
<th>( \int \text{Buoyancy Flux} \ \frac{m^2}{s^3} )</th>
<th>( \int \text{Dissipation} \ \frac{m^2}{s^3} )</th>
<th>Start Time</th>
<th>End Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.17</td>
<td>0.239</td>
<td>( 1.33 \times 10^{-6} )</td>
<td>( 2.36 \times 10^{-7} )</td>
<td>( 9.87 \times 10^{-7} )</td>
<td>4.52</td>
<td>21</td>
</tr>
<tr>
<td>0.001</td>
<td>0.14</td>
<td>0.177</td>
<td>( 8.94 \times 10^{-7} )</td>
<td>( 1.24 \times 10^{-7} )</td>
<td>( 6.98 \times 10^{-7} )</td>
<td>5.65</td>
<td>22.8</td>
</tr>
<tr>
<td>0.005</td>
<td>0.14</td>
<td>0.173</td>
<td>( 8.15 \times 10^{-7} )</td>
<td>( 1.10 \times 10^{-7} )</td>
<td>( 6.44 \times 10^{-7} )</td>
<td>5.61</td>
<td>22.7</td>
</tr>
<tr>
<td>0.01</td>
<td>0.14</td>
<td>0.187</td>
<td>( 8.58 \times 10^{-7} )</td>
<td>( 1.24 \times 10^{-7} )</td>
<td>( 6.98 \times 10^{-7} )</td>
<td>5.72</td>
<td>22.6</td>
</tr>
<tr>
<td>0.05</td>
<td>0.16</td>
<td>0.207</td>
<td>( 4.78 \times 10^{-7} )</td>
<td>( 5.86 \times 10^{-8} )</td>
<td>( 3.71 \times 10^{-7} )</td>
<td>6.04</td>
<td>22.5</td>
</tr>
</tbody>
</table>

Figure 14c shows a change in buoyancy flux from negative to positive around time 13.5 to 15 for the case with noise velocities. This indicates a change in the buoyancy flux process from an energy sink to an energy source as unstable density profiles collapse. For a noiseless case, this event happens earlier at \( t = 12 \). Similar behavior is found in Figure 14e, where dissipation reaches a peak around the same time. All the noise runs have some delay to reach the peak in dissipation as compared to the noiseless case. The overall process is delayed by about 1.5 to 2.3 buoyancy periods by the presence of noise.

Figure 14. Time evolution of instantaneous (left column) and integrated (right column) turbulence quantities for different amplitudes of noise.
Figure 14 shows the integrated values over time, as discussed in Section 1.1. Most field studies (e.g., [48, 49]) yield only average turbulence values, so the integrated values, which can be used to determine an average value when divided by the event duration, may be the best way to compare DNS with field studies. Thus, the integrated values are used here to compare the effect of varying noise configurations.

In Figure 14b, it is clear that adding any noise reduces the overall TKE production values. The blue line, with zero noise, is 1.5 to 2 times higher than cases with noise. Changing the amplitude of the noise has a significant effect on both the flux Richardson number and the mixing efficiency: both are reduced compared to the zero-noise case. As shown in Table 3, the Ri values for noise cases are nearly constant at approximately 0.14 (compared to 0.17 for no-noise). The mixing efficiency is nearly constant, and the value is around 0.18 (compared to 0.239 for the zero-noise case). The largest amplitude \( a = 0.05 \) increases both the flux Richardson number and the mixing efficiency compared to other noise cases.

### 4.2. Turbulence Quantities with Varying Random Field Realizations

For this section, different random fields \( r_v(\mathbf{x}, y, z) \) in Equation 11 are generated with a constant amplitude \( (a = 0.01) \). Table 4 shows the initial parameters for varying the random field cases and includes a no-noise run for comparison. Similar to Section 4.1, it is observed that any initial noise delays the onset of turbulence, as shown in Table 4.

| Random Field | Noise Amplitude, \( a \) | Flux Richardson Number | Mixing Efficiency | \( \mu^2 \) Production | \( \mu^2 \) Buoyancy Flux | \( \mu^2 \) Dissipation | Start Time |
|--------------|--------------------------|------------------------|-------------------|------------------------|--------------------------|------------------------|
| 0            | 0                        | 0.17                   | 0.239             | \( 1.33 \times 10^{-6} \) | \( 2.36 \times 10^{-7} \) | \( 9.87 \times 10^{-7} \) | 4.52 |
| RF-1         | 0.01                     | 0.19                   | 0.261             | \( 1.40 \times 10^{-6} \) | \( 2.67 \times 10^{-7} \) | \( 1.02 \times 10^{-6} \) | 5.57 |
| RF-2         | 0.01                     | 0.14                   | 0.185             | \( 8.58 \times 10^{-7} \) | \( 1.24 \times 10^{-7} \) | \( 6.65 \times 10^{-7} \) | 5.73 |
| RF-3         | 0.01                     | 0.12                   | 0.158             | \( 4.91 \times 10^{-7} \) | \( 5.46 \times 10^{-8} \) | \( 4.00 \times 10^{-7} \) | 6.04 |

Figure 15 shows the instantaneous and integrated values of turbulent quantities. Note that all three versions of the random field have an onset of turbulence that is delayed compared to the no-noise case, which is surprising and counterintuitive given that noise is often added to DNS runs to seed the generation of instabilities. The magnitude of turbulent quantities for RF-1 is comparable to and slightly higher than the no-noise case, but the other two random-noise cases show a marked decrease (up to a factor of \( \sim 3 \)) in the magnitude of the turbulent quantities. Figure 16 compares the magnitude of variability in the integrated turbulent quantities as a function of both noise amplitude and random field realization. Here, symbols connected by the solid lines represent the same random field with different noise amplitudes, as discussed in the previous section, and the floating symbols at a noise amplitude of 0.01 represent different random fields. While noise amplitudes greater than zero but less than 0.01 result in relatively constant integrated turbulent quantities, there is a marked decay in turbulent energy at the larger (0.05) noise amplitude. Interestingly, the realization of the random field appears to have an impact of similar or greater magnitude compared to the noise amplitudes tested.

The exact mechanism for this phenomenon is not clear. Although it appears that noise typically has a damping effect on turbulence, occasionally, amplification of turbulence is observed. We hypothesize that the nature and magnitude of the ultimate impact of applied noise on the resulting turbulence field is due to the exact location of noise elements within the shear layer. More specifically, the location of noise elements relative to one another may have significant impacts on instability formation, and the phenomenon is non-linear and difficult to predict. Some random arrangements of noise elements may have a damping effect, while other arrangements may have an amplifying effect. It should also be noted that both the flux Richardson number and mixing efficiency values in Table 4 vary significantly...
for the various realizations of the noise field, further suggesting that the location of specific noise elements in the domain may lead to significantly different turbulent outcomes.

Similarly, we further suspect that increasing the amplitude of the noise will only serve to amplify the effect of the specific arrangement of noise elements. If a specific realization of noise elements has a damping effect, then increasing the noise amplitude will enhance that effect, and this will be similar for realizations that are likely to enhance turbulence.

Figure 15. Time evolution of instantaneous (left column) and integrated (right column) turbulence quantities for different random fields but constant noise amplitude.

Our results are generally consistent with those of Kaminski and Smyth [38], Dong et al. [50], and Brucker and Sarkar [51], who observed a damping effect on turbulence related to higher-amplitude perturbations, which ultimately led to lower mixing efficiencies. However, the case of random noise investigated here may be dynamically distinct from a perturbation of a given wave form, where the growth of the KH perturbation may be directly affected by the periodicity of the perturbation.
Figure 16. Integrated turbulence quantities vs. noise amplitude and random field realizations. Symbols aligned with a noise amplitude of 0.01 represent alternative random fields.

5. Conclusions and Summary

In this work, Kelvin–Helmholtz billows were studied using DNS at a Reynolds number of 3610 and a Richardson number of 0.12. In the first part of this study, the domain size in the streamwise direction was varied from 0.2 m to 11.18 m, which produced between one and four billows in the domain. In the second part, the effect of initial noise on the generated turbulence was explored: first by comparing runs with the same random field but different noise amplitudes and then by using a constant noise amplitude with different realizations of the random field.

The following conclusions can be made from the results presented in this work, which also capture the novelty and contributions of the study:

1. Noise should be used with caution in DNS runs because it can significantly alter the timing and magnitude of resulting turbulence in a manner that is difficult to predict.
2. Adding any noise delays turbulence, thereby increasing the computational time by up to 30–40 percent.
3. The noise amplitude has a minimum impact on overall turbulence quantities. The nature of the random field is much more important.
4. Using different realizations of the field has a significant impact on the timing and magnitude of turbulence.
5. Turbulent quantities associated with different random fields can vary by a factor of up to three to five.
6. The natural Kelvin–Helmholtz billow wavelength is found to be consistent with \( L_{KH} = \frac{C_{KH} \eta h}{\text{Re}} \), with \( C_{KH} = 0.6 \) determined from the numerical runs.
7. Net production, dissipation, and buoyancy flux are approximately constant with the domain length as long as \( L_x > 1.5L_{KH} \).
8. Domain lengths that force a shorter billow wavelength also result in a shorter-duration billow phase.
9. An additional billow forms, on average, for every increase in domain length by \( L_{KH} \).
Future work will include a sensitivity analysis using statistical methods to better understand the variability introduced by different noise realizations and will quantify the impact on turbulent quantities.
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