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Abstract: This article presents a real-time data analysis platform to forecast water consumption with Machine-Learning (ML) techniques. The strategy fully relies on a web-oriented architecture to ensure better management and optimized monitoring of water consumption. This monitoring is carried out through a communicating system for collecting data in the form of unevenly spaced time series. The platform is completed by learning capabilities to analyze and forecast water consumption. The analysis consists of checking the data integrity and inconsistency, in looking for missing data, and in detecting abnormal consumption. Forecasting is based on the Long Short-Term Memory (LSTM) and the Back-Propagation Neural Network (BPNN). After evaluation, results show that the ML approaches can predict water consumption without having prior knowledge about the data and the users. The LSTM approach, by being able to grab the long-term dependencies between time steps of water consumption, allows the prediction of the amount of consumed water in the next hour with an error of some liters and the instants of the 5 next consumed liters in some milliseconds.
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1. Introduction

Water consumption analysis is crucial as it assists building managers and operators to adopt better strategies to plan usages [1]. Forecasting is an important part for continuous monitoring and efficient management of consumption [2]. Furthermore, an accurate forecasting of consumption is essential for efficiently detecting and avoiding water leakages and wastes in distribution networks and installations [3]. Various methods to predict near-real-time water consumption and demand have been investigated. A complete literature review has been proposed in [4]. Among then, statistical methods, filtering and signal processing techniques, fuzzy logic, intelligent techniques and combinations of several models have shown more or less success. More recently, innovative models such as Machine-Learning (ML) techniques showed superior results when compared with classical models. Specifically, deep neural networks have emerged as efficient forecasting approaches. Regardless of the method, the robustness of the forecasting performance mainly depends on not only on the past water demand data but on contextual and environmental information (weather conditions, well-identified user profiles, knowledge about the architecture of the water distribution system, etc.), on redundancy of measurements and on the short, medium and long-term planning decisions to be addressed. Water demand forecasting remains a major research problem when no information is available behind the consumption of a single water meter.

This article presents a real-time data analysis platform to forecast water consumption with ML techniques only based on past water consumption, i.e., with no prior and contextual information. The strategy fully relies on a web-oriented architecture to ensure better management and optimized monitoring of water consumption [5]. It is a complete
Advanced Metering Infrastructure (AMI) based on integrated Internet of Things (IoT) technologies [6] that offers the possibility of collecting, analyzing and monitoring daily water consumption [7]. To predict water consumption, we also propose a framework based on ML algorithms such as the Long Short-Term Memory (LSTM) [8] and the Back-Propagation Neural Network (BPNN). The water consumption data are stored as unevenly spaced time series constructed from the collected data issued from distributed smart meters. Then, time series are handled in two different ways, with an explicitly and an implicitly sampling [9]. With explicitly sampled time series, the ML approaches predict the quantity of water consumed in the next coming hours [10]. With implicitly sampled time series, the ML approaches predict the instants when the next liters will be consumed. Both cases are achieved using the LSTM [8,11] and the BPNN [12]. The accuracy and usability of the forecast are evaluated and compared. This study can be generalized for any other type of consumption such as electricity and gas for example.

The rest of this article is organized as follows: Section 2 briefly presents appropriate ML approaches for analyzing consumption data with different forecasting horizons. Section 3 details the architecture of the AMI for collecting data. Consumption data are presented in terms of water volumes, indexes and dates of events. In other words, these data are considered to be unevenly spaced time series or Load Curves (LC). A preprocessing strategy is also developed in this section to handle and to compensate for missing and abnormal water consumptions. The two ML strategy, for forecasting the number of consumed liters in the next hour and the instants of the future consumed liters, are presented in Section 4. This section also includes some experimental tests and evaluations. Finally, concluding remarks are provided in Section 5.


2.1. Forecasting with Machine-Learning Algorithms

Short-term forecasts, whether in water [2,13], in electricity [14,15] or even in gas [16], have been reported in the literature with a variety of approaches and with different horizons. However, very few of them have treated individual customers in domestic buildings [8] with high resolution. In fact, the approach proposed in [17] is based on a model of non-homogeneous Markov chains allowing knowledge of the dynamics of water consumption. This model can predict behaviors of daily consumption based on other parameters such as exogenous factors represented by the climate [18], the day type, etc. Another study [19] deals with the water demand forecasting on weekly and hourly scales with an autoregressive model based on a periodic component on time series data to refine daily demand values and hours. This prediction uses a multitude of period models. Most of these studies focus on forecasting consumption by introducing other parameters using different predictive models depending on the nature of the input data and the sought objectives. Indeed, we note that the provided forecast horizon mainly depends on the input databases of the models. These database generally have annual, seasonal, monthly, weekly, daily or hourly resolutions. Most of the work, even based on intelligent techniques, are based on additional information. For example, the study in [20] uses support vector machines with monthly water demands, number of users, and total water consumption bills. Ref. [21] discusses residential water demand management based on pricing, restriction policies, climate, weather and demographic characteristics. For now, there is no study based on learning architectures such as direct or recurrent BPNN, Hopfield networks or LSTM to predict the water demand based on historical data from only one single measurement point.

On the other side, we propose more precise forecasts with data issued from smart meters with high resolution and no additional contextual information. In this paper, we focus on forecasting water consumption from a private building without any knowledge about appliances using water and the number of inhabitants.
2.2. Forecasting Framework Based on LSTM

The LSTM [8] is a special type of recurrent neural network [8]. It is a sequential learning model which can establish temporal correlations between a previous instant \( t - 1 \) and a current instant \( t \). Consequently, the LSTM seems the most suitable model for forecasting consumption processes, given its ability to deduce the intrinsic daily consumption resident routines. The LSTM is based on the Back-Propagation Through Time (BPTT) learning algorithm [8] to calculate the weights. It is made up of units called memory blocks. Each memory block contains an “input gate”, an “output gate” and a “forget gate”, as shown in Figure 1.

![LSTM unit architecture](image)

**Figure 1.** The LSTM unit architecture.

The behavior of each gate is represented by an equation. The input gate \( i(t) \) given in (1) consists of transmitting the output \( h \) at the previous instant \( t - 1 \) and the input \( x \) at instant \( t \) through a sigmoid function \( \sigma(x) = \frac{1}{1+e^{-x}} \):

\[
i(t) = \sigma(W_i[h(t-1), x(t)] + b_i) \tag{1}
\]

A hyperbolic tangent function is applied to the input and the output data from the previous step to create a vector of a new value \( \tilde{C}(t) \) to be an internal state. The update of the internal state is carried out through:

\[
\tilde{C}(t) = \tanh(W_c[h(t-1), x(t)] + b_c) \tag{2}
\]

The forget gate \( f(t) \) is calculated with another sigmoid function that takes for its input the output \( h(t - 1) \) and the input \( x(t) \):

\[
f(t) = \sigma(W_f[h(t-1), x(t)] + b_f) \tag{3}
\]
Finally, the output gate $O(t)$ described by (5) is based on the state $C(t)$. This state is updated with a hyperbolic tangent multiplied with the output of a sigmoid:

$$C(t) = f(t) \times C(t - 1) + i(t) \times \tilde{C}(t)$$  \hspace{1cm} (4)

$$O(t) = \sigma(W_o, [h(t - 1), x(t)] + b_o)$$  \hspace{1cm} (5)

$W_i$, $W_c$, $W_f$, $W_o$, and $b_i$, $b_c$, $b_f$, $b_o$ represent respectively the weights and the biases at the different levels in the LSTM memory block. They are adjusted iteratively with the BPTT learning algorithm [8] until convergence. At each step of the learning process, the performance of the LSTM can be evaluated by an error such as the Root Mean Square Error (RMSE) [22] where $y_i$, $\tilde{y}_i$ and $n$ are respectively the reference, the estimated value and the number of data:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n}(y_i - \tilde{y}_i)^2}$$  \hspace{1cm} (6)

This learning approach will be used in the following to forecast short-term water consumption.

3. Proposed Architecture and ML Framework to Collect and Analyze Water Consumption Data

3.1. Data Collecting with Smart Meters

All the data used in this study are collected in an online database from smart water meters. Smart meters are IoT devices that are appropriate to build a sustainable and advanced consumption data system [23]. Most water distributors collect data from smart meters with a resolution of several minutes, for example every 15, 30 or 60 min, or even once a day [5]. This implies that the capacities of smart water meters are clearly not fully exploited [7]. This also means that the resolution of the consumption data is low. We use smart meters with the communication strategy proposed and developed in [24] to compress and to transmit the data with a very high resolution [7] according to industrial specifications. This strategy allows the dating on the server side of each liter consumed and reduces the energy consumption on the meter side. Indeed, emission duration that consumes a lot of energy for the smart meters have been greatly reduced. This strategy is embedded in the smart meters and transmits data in the form of frames with a $T_{max}$ interval which does not exceed 5 min. This interval is completely adaptive and related to the amount of consumed water [7]. Higher water consumption results in more data frames. To guarantee the reception of frames with no missing data, a sliding window is proposed which consists of $R_E = 6$ packages. These packages are numbered and can be considered to be independent broadcasts in the transmitted frame. This ensures the redundancy of the data through successive frames. This principle is illustrated in Figure 2. The maximum length of a frame, $L_f = R_E \times l_p$ with $l_p$, the length of a package, is set depending on the radio technology and frequency that are used. In our AMI, we chose a maximum value of 120 bytes for $L_f$ which is the limit of the frame size.
A web server receives all the transmitted frames from several smart meters. Here, a script receives, decompresses, and retrieves the data from the frames for storage in an SQL database [10]. This process runs continuously since 2014 and allows completion of the database in real time and under real operating conditions. The database contains raw data for each individual smart meter, i.e., the index which represents the volume of consumed water in liter and the instant when each liter has been consumed in millisecond. This instant is called a pulse or an event [7]. It is obvious that the data collected and stored according to this platform are of high resolution and therefore precisely represent consumption habits.

At any time, it is possible to extract from the database with another script, the data related to a well-defined smart meter by specifying the beginning and the end of a period. This is called a set of row data.

### 3.2. Data Description

The collected data are of a great value and must be analyzed. For this, the raw data must be interpreted and therefore associated with some theoretical concepts and models. Among them are unevenly spaced time series or Load Curves (LC).

#### 3.2.1. Water Consumption Time Series

A time series is a sequence of temporal data [25]. The time stamp of the series can be explicit such that a date is given for each data value or controlled by the appearance of the data represented by events perfectly dated. This is referred to as an unevenly spaced time series [9] defined by $S$ in (7). In the context of water consumption, an event corresponds to each consumed liter and $S$ is thus a sequence of scalar values of an incremented variable $Y_{i+1} = Y_i + 1$. $S$ therefore corresponds to the raw data extracted from the previously described platform for one smart meter and is the result of a process observed during a period $T$. The platform and AMI proposed by [7] offer the possibility of recording the instants of consumption of each liter.

$$S = [Y_1(t_1), Y_2(t_2), ..., Y_i(t_i), ..., Y_T(t_T)]$$  \hspace{1cm} (7)

#### 3.2.2. Cumulated Water Consumption: The Index and the Load Curve

Each $Y_i$ represents the index of a smart meter which is the cumulated volume of consumed water at each instant $t_i$. The time between two instants $t_i$ and $t_{i-1}$ is not constant. The evolution of $Y_i$ during a period $T$ is called a cumulative LC. An example is provided by Figure 3, it is an alternative representation of $S$. LC are very useful for analyzing and
comparing consumption over days, weeks, months. We than speak of daily LC, weekly LC or monthly LC.

3.2.3. Sampled Water Consumption Data Series

The data collected from the platform is unevenly spaced in time. Each consumed liter represents an event, the process of water consumption can also be seen as a process generating dated event. To make the data compliant with most of the popular data analysis tools and concepts, a sampling is proposed to make the series evenly spaced in time. The sampling can be made in minutes or in hours and results in a sequence of 1440 data per day or 24 data per day.

![Figure 3. Example of a cumulative load curve (LC) which shows the raw data by red dots unevenly spaced in time as recorded and transmitted by a smart sensor (the black curve is an interpolation) and with results from the sequence of events corresponding to each consumed liter.](image)

We also chose to derivate the cumulative LC in order work with sequences of \( n \) data that represents the number of liters consumed in each minute or hour. Consequently, a natural order of appearance constitutes an implicitly sampled chronological time series such as:

\[
C = [y_1, y_2, y_2, ... y_i, ... y_n]
\]  

(8)

3.3. Data Integrity Checking and Interpolation

Under real operating conditions, the integrity of the data must be checked. Indeed, failures or malfunctions can lead to missing raw measurements in the database. We therefore propose a preprocessing step of the raw data to verify the data and to complete by interpolation eventually missing data. The whole proposed preprocessing strategy is represented by Figure 4. The raw time series is extracted from the database for each day. Since a forecast of water consumption is targeted with an accuracy of one hour, the data are sampled with a resolution of minute (i.e., 1440 mn per day). This preprocessing is achieved separately for each day. Then, periods without consumed liters, i.e., events, are identified and corrected by interpolation.

Data analysis and forecasting with ML algorithms needs to be achieved with no missing or inconsistent values. It is thus necessary to identify and separate abnormal consumption (such as water leakage, occasional consumption) which can influence water consumption) from normal and usual consumption. Abnormal water consumption is always due to an unusual and occasional behavior from the users [25]. The detection of abnormal water consumption is achieved as follows. A reference cumulative LC is
calculated for each day of the week. This reference LC is completed with a minimum LC and a maximum LC for each day. Generally, a load profile for one day \( j \) is strongly correlated [26] with that for the previous day \( j - 1 \) and to the day for the previous week \( (d - 7) \). The reference cumulative LC is calculated with:

\[
C_j(t_i) = \text{avg}(C_{j-7}(t_i), C_{j-1}(t_i))
\]  

(9)

The minimum and a maximum LC for each day are calculated by the same way by changing the average \( \text{avg}() \) function in (9) by \( \text{min}() \) and \( \text{max}() \) functions. The detection of normal consumption is based on the criteria given by:

\[
\text{abs} \left[ y_j(t) - \text{avg} \left( \sum_{i=1}^{n} (y_j(t)) \right) \right] \geq \alpha \times \text{std} \left( \sum_{i=1}^{n} (y_j(t)) \right)
\]  

(10)

where \( \text{std}() \) is standard deviation for each value of the LC and \( \alpha \) is a numerical variable chosen empirically, in our case \( \alpha = 5 \). Additional tests can be achieved to see if the instantaneous consumption is out of the range defined by the minimum and maximum LC for the same day of the week and allow the detection of any additional consumption that deviates significantly from the "normal consumption" [10]. It can be noticed that the detection of abnormal and unusual consumptions is only based on water consumption data and some statistical indicators [10]. Abnormal and unusual consumptions are corrected by an interpolation during their duration and will not be taken into account in the learning processes. At the end, we obtain a time series \( \bar{C}_j \) sampled in minutes which corresponds to the LC \( C_j \) without loss of data and without abnormal and unusual consumptions.
4. Water Consumption Forecasting

To evaluate the efficiency of the platform and the ML techniques, we focused on the water consumption of a private building. The water consumption is collected from a smart meter which is a single measurement point for the whole building. These are the only data available from the building and the users. The objective consists of forecasting the number of liters of consumed water with a horizon of one hour and to predict the instant of the next consumed liter by different ML approaches.

All the algorithms have been developed with the Matlab R2018b environment on a desktop computer with 4 cores (Intel i7 processors at 3.6 GHz) and 16 GB of memory. Experiments and tests have been carried out under the same conditions to find the values of the learning parameters by trial and error (learning rate value, number of neurons, number of hidden layers, type of activation function) to provide the smallest error.

4.1. Hourly Water Consumption Forecasting

A three-month database (from October 2018 to December 2018) has been chosen to forecast the number of consumed water liters in the next coming hour. The data sequence is resampled with a resolution of one hour and is represented by Figure 5. This consumption has been recorded in a domestic house in France occupied by two people who consume on average 194 L per day (l/d). Household information will not be used by the ML approaches.

Two ML approaches have been implemented for a one-hour water consumption forecasting, the LSTM and the BPNN. For this case, the series represented by Figure 5c is the input of the forecast approaches. With the LSTM, input \( x(t) \) in Equations (1), (2),
We use the Adam algorithm, i.e., an optimization stochastic gradient descent for training deep learning approaches [27] to handle the noisy data. Indeed, the Adam algorithm is suitable for data with a lot of noise. We chose a learning rate value of $10^{-4}$ for the LSTM and $10^{-5}$ for the BPNN model and the training ends with a maximum number of epochs chosen at 100.

The forecast performances with the two learning approaches are evaluated with the RMSE and results are presented in Table 1. It can be seen that the LSTM can forecast the water consumption in the next hour with a precision of 6 L while the BPNN predicts the future consumption with a precision of 24 L (the consumption range is approximately between 1 to 50 L per days).

**Table 1.** Hourly prediction of water consumption in liters with the LSTM and BPNN.

<table>
<thead>
<tr>
<th></th>
<th>LSTM</th>
<th>BPNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden Layer number</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Number of neurons</td>
<td>100/100</td>
<td>200/100/100</td>
</tr>
<tr>
<td>Activation function</td>
<td>relu/relu</td>
<td>relu/relu/relu</td>
</tr>
<tr>
<td>Train RMSE (l)</td>
<td>0.19</td>
<td>3.54</td>
</tr>
<tr>
<td>Test RMSE (l)</td>
<td>6.05</td>
<td>20.19</td>
</tr>
<tr>
<td>Total execution time (ms)</td>
<td>19.81</td>
<td>24.05</td>
</tr>
</tbody>
</table>

### 4.2. Forecasting Events of Water Consumption in Milliseconds

We also forecast the coming events, i.e., the instants when the next liters will be consumed. For this purpose, we chose a dataset composed of 4321 events dated in milliseconds, each representing the time difference between two consecutive liters. Obviously, this dataset provides more detailed information about the water consumption than in the previous experiment. The dataset has been recorded between December the 2nd to the 20st, 2018 and is represented by Figure 6. The dataset is divided into three subsets for the learning of the LSTM and the BPNN, the training, validation and test subsets which are respectively distributed in a percentage of the dataset: 60%, 0.3% and 40%. The parameters of two learning approaches are summarized in Table 2. Their input vector $x(t)$ is composed of the time difference between two successive consumed liters, i.e., the values of $\delta_i$ represented by Figure 3. The Adam algorithm is also used her to optimize the learning of the LSTM and BPNN which use the same parameters as in the previous experiment optimization because the data are noisy. The learning rate is $lr = 10^{-4}$. The training ends when the maximum number of epochs, 100 in our case, has been reached.

The results of two learning approaches are provided in Table 2. The instant of the next consumed liter of water is predicted respectively with an error (test RMSE) of 13 ms and 48 ms respectively with the LSTM and the BPNN. In addition, the forecast of the instant of the 5 next liters have also been calculated and are respectively estimated to occur at instants 450,925, 450,800, 451,200, 451,500 and 451,300 milliseconds. In other words, the next consumed liters have been correctly predicted on 21 December 21 (2018) at 00:08:07.487, 00:15:38.287, 00:23:09.487, 00:30:40.987 and at 00:38:12.287. The accuracy objective of the predicted instants is justified by industrial specifications.
Table 2. Event prediction of water consumption in ms with the LSTM and BPNN.

<table>
<thead>
<tr>
<th></th>
<th>LSTM</th>
<th>BPNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden Layer number</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Number of neurons</td>
<td>200/120</td>
<td>150</td>
</tr>
<tr>
<td>Activation function</td>
<td>relu/relu</td>
<td>relu</td>
</tr>
<tr>
<td>Train RMSE (10^6 ms)</td>
<td>0.33</td>
<td>0.39</td>
</tr>
<tr>
<td>Test RMSE (10^6 ms)</td>
<td>0.13</td>
<td>0.48</td>
</tr>
<tr>
<td>Total execution time (s)</td>
<td>37.73</td>
<td>24.71</td>
</tr>
</tbody>
</table>

Figure 6. Time representation of the water consumption, (a) Time gap between 4321 events (i.e., consumed liters) from 02/12/2018 09:11:21.750 until 20/12/2018 23:23:40.625, (b) Cumulated duration $\delta$ as a function of consumed liters.

4.3. Discussion on the Hourly and Events Water Consumption Forecasting

Two forecasting tests have been experimented with the proposed water consumption collecting platform, i.e., hourly and event forecasting. The first case consists of predicting the amount of water consumed during the first hour that follows the period of the collected
dataset. In the second case, the instant of the next consumed liters is predicted. In both cases, an LSTM and a BPNN architectures have been designed. Their performance has been evaluated under the same conditions and have been compared in terms of precision, computational resources and execution time. With very close resources and approximately the same execution time, the forecasting error obtained with LSTM is 3 times lower than with the BPNN. In both experiments, the LSTM is more appropriate than the BPNN to grab the temporality of the data sting tests have been experimented with the proposed water consumption collecting platform, i.e., hourly and event forecasting. This is because of its property of selectively remembering patterns in time series for long durations of time. Another reason is that the LSTM can better take into account the time-dependent structure of the data, i.e., the non-stationarity of the water data. The LSTM is therefore well suited to handle precise datasets over large periods of time such as water consumption.

5. Conclusions

In this study, we presented a web-oriented platform to collect in real-time water consumption data and to predict them with machine-learning approaches. The data are issued from smart meters and are transmitted to a server to be handled as unevenly spaced time series with high resolution, i.e., in milliseconds. Data sets are then extracted, preprocessed and eventually sampled to be used by machine-learning algorithms to predict the next consumptions. The preprocessing of the data consists of detecting missing values and in identifying abnormal consumption using a reference load curve for each day of the week. Then, machine-learning approaches such as the LSTM and BPNN have been implemented to forecast the next consumption. Two tests have been experimented for hourly and event water consumption forecasting in a private building. The first case consists of predicting the amount of water consumed during the hour that follows the period of the collected data. In the second case, the instants of the next consumed liters are predicted. By evaluating the performance of the LSTM and BPNN, it can be seen that the LSTM is more accurate than the BPNN. Indeed, the LSTM can predict the amount of consumed water in the next coming hour with an error of less than 6 L and is able to predict the instants of the 5 next consumed liters with an error of less than 15 ms. This can be considered to be very accurate prediction in the context of water consumption measurement and forecasting. This web-oriented platform endowed by its learning capabilities is generic and can be extended to other additional smart meters to measure and predict other variables such as power or gas consumptions.
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Abbreviations

The following abbreviations are used in this manuscript:

AMI  Advanced Metering Infrastructure
BPNN  Back-Propagation Neural Network
BPTT  Back-Propagation Through Time
LC   Load Curve
LSTM  Long Short-Term Memory
ML   Machine Learning
RMSE  Root Mean Square Error
SQL   Structured Query Language
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