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Abstract: Forecast developers predominantly assess residuals and error statistics when tuning the
targeted model’s quality. With that, eventual cost or rewards of the underlying business application
are typically not considered in the model development phase. The analysis of the power system
wholesale market allows us to translate a time series forecast method’s quality to its respective
business value. For instance, near real-time capacity procurement takes place in the wholesale market,
which is subject to complex interrelations of system operators’ grid activities and balancing parties’
scheduling behavior. Such forecasting tasks can hardly be solved with model-driven approaches
because of the large solution space and non-convexity of the optimization problem. Thus, we generate
load forecasts by means of a data-driven based forecasting tool ProLoaF, which we benchmark with
state-of-the-art baseline models and the auto-machine learning models auto.arima and Facebook Prophet.

Keywords: MLOps; probabilistic load forecasting; uncertainty; grid operation; congestion management

1. Introduction

Active power system management (ASM) rapidly gains importance as energy gener-
ation moves closer to the end-consumer in distribution systems, while at the same time
consumer loads become more flexible. In this context, new strategies and tools for cost-
efficient and thus secure management of the emerging energy flexibility are needed, not
only over large distances, in transmission systems, but also in local distribution systems,
on the last mile to the energy consumers.

The transmission system operator (TSO) and the distribution system operator (DSO)
are the two responsible parties that need to monitor and balance supply and demand and
the reliable system operation in their respective zones. A secure overall power supply,
however, necessitates the close coordination between them. According to the European
TSO–DSO report for ASM [1], short-term forecasting is one of the key components for such
coordinated operation. This is because, in comparison to conventional power system oper-
ations, today’s and future systems are influenced by intermittent generation. Consequently,
they have to deal with uncertain energy schedules in short-term planning.

A perfect up-front scheduling and matching between generation and load becomes
impossible. Eventually, any deviation between the predicted system state and the actual
generation and load causes costly counter-balancing measures. In this context, this paper
deals with the potential reduction of the necessary measures by means of more accurate
short-term forecasting under uncertainty. Imperfect forecasts of renewable energy source
(RES) feed-in can furthermore lead to more frequent overloading in the transmission
system [2]. Such overloading, i.e., the transport of energy above the permissible safety
limits of power system devices, are summarized under the term ‘congestion’. In addition to
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the physical congestion, market and structural congestion also exist, as described in [1]. In
simple terms, almost all short-term congestion management decisions are due to forecasting
errors, as network operators usually have enough flexibility to mitigate risks at an early
stage by means of technical and market-based solutions, such as redispatch.

The study, presented in [2], particularly focuses on the German transmission grid
to provide a qualitative evaluation of the forecast errors’ impact on the congestion man-
agement process. As a factor of uncertainty, the model includes the wind energy output.
Beyond that, it may be useful to not define the uncertainty factors in advance. The rea-
son for this is that, in addition to the significant uncertainty of wind generation, minor
fluctuations in the demand itself, as well as other generation sources, will have an impact
on the future net load. In this work, we therefore propose not to separately model the
uncertainty impact of load fluctuations and generation fluctuations, as they cannot be
clearly distinguished.

The suggested forecasting model is designed to learn from historic profiles and reflect
the net load changes over time. Here, the changes are associated with spatio-temporal
dependencies. We carefully select calendrical, meteorological, and also geographic informa-
tion from the past and feed this into the presented data-driven model. The configuration of
the forecast model parameters, tuning, and evaluation of the model is available as an open-
source forecast worker. The probabilistic load forecasting with ProLoaF is an integrated tool
of the service-based open-source grid automation platform for network operation of the
future (SOGNO) [3].

The noted explanatory variables have high potential to increase the accuracy of the
net load forecast, in particular if a high correlation between exogenous factors on the
energy consumption is evident. However, as [4] discusses, an inclusion of explanatory
variables not only increases the complexity of the forecast models, but also might lead to
larger forecasting errors, depending on the quality of the additional variables. The work
in [4] further elaborates on how to evaluate RES generation forecasts in particular decision-
making contexts. The most important evaluation metrics for multi-variate forecasting are
outlined and set into relation of an operation example. These metrics cannot only be used
for the ex-post evaluation of the forecast but, likewise, they can be applied as a scoring
method during training.

In addition to this scoring metric during training, the metric for selecting the best
trained model needs to be chosen carefully in machine learning (ML)-based forecasting
practice. One of the most relevant modern introductory works to time series forecasting,
i.e., ref. [5], puts forward that a robust and reliable forecast model can only be achieved
when the metrics for scoring and selection are distinct. Thus, we consider a selection of
established error metrics that we adopt in the present work based on [4,5]. We moreover
analyze the metrics’ time dependency and the value of the time-dependent accuracy in the
forecasts business context.

In addition, ref. [6] deals with forecasting uncertainty in power system business
practices. According to their work, modern deterministic approaches are slowly being
replaced by uncertainty forecasting in large parts of the power industry under high-RES
conditions. The paper concludes that probabilistic forecasting can achieve a paradigm shift
in the way forecasts are used and evaluated. Thus, the value of forecasts can no longer be
reduced to simple statistical measures.

A recent review on energy forecasting [7] supports this statement. The majority of
(probabilistic) load forecasting papers until 2020 focuses on the improvement of the applied
forecast method, whereas findings on the value of the forecast quality in an application
context are seldom addressed. Depending on the business application, established forecast
quality metrics may not be understood by decision makers, because data analysis might
not be their core business. Thus, differences in opinion exist between forecast builders and
their users when it comes to labeling a forecast as either good or bad [8].

In the wind energy forecasting domain, in 2011, ref. [9] thoroughly examined the
goodness of forecasts from different electricity market agent’s perspectives. The authors



Forecasting 2022, 4 503

define cost objectives of wind farm operators and grid operators and implement these as
training criterion for variants of a forecasting model. By comparing the resulting models,
they prove that bundling the objective to the training can cause a significant forecast
bias, as forecast errors can influence the underlying market, which in turn can open new
opportunities to maximize profit for one or another market participant. Thus, although we
are interested in the relation of accuracy and value of accuracy, we do not use the value
term in the training of the forecast model development in order to mitigate any biases.

As described in [10], system operators in Germany, at least until the end of 2019,
still calculated congestion forecasts based on deterministic generation and load forecasts.
Here, the short-term unit commitment often needs to be done earlier than 24 h before
a possible congestion, as many units are still inflexible and have a minimum ramp-up
period. So far, this decision that needs to be made under uncertainty is based on worst-case
assumptions with the deterministic load flow. However, although the worst-case analysis is
safest from grid operation perspective, it can be too conservative and costly. The next steps,
according to [10], are thus to incorporate generation uncertainties into load flow forecasts
and grid security processes with scenario studies. Scenario-based uncertainty estimations,
however, necessitate expertise on the forecast developer side to identify all significant
uncertainty factors and how they change over time. With more and more measurements of
explanatory variables over the past years combined with the assumption that the history is
representative pf the future, ML models might be capable of learning the impact of varying
generation and load on the future net load. In the present work, to develop a model that can
learn this known–unknown aspect, we include probabilistic evaluation metrics as training
criterion, as an extension to deterministic ones. This allows the forecast user to leverage
the knowledge of these uncertain inputs and enables a risk-aware decision in the target
business application that reduces costly grid operator interventions, such as balancing and
redispatch. This can be done on a uni-variate or multi-variate selection of inputs.

In general, multi-variate probabilistic forecasting gains attention for power system
applications as described in [11]. For this, ref. [11] develops forecasting profiles with
time variant patterns based on multiple explanatory variables. It is shown that quantile
regression forests (QRF) are applicable to dynamically refine the forecasting accuracy as new
data are available to update already trained models. It is further shown that multivariate
inputs with the dry-bulb temperature as exogenous features outperforms uni-variate ones
in the case of short-term electrical load forecasting.

Furthermore, recent studies [12] indicate that deep-learning ML architectures, such
as recurrent neural network (RNN) can outperform forecast methods, such as random
forest, support vector regression, autoregressive integrated moving average (ARIMA), and
vanilla-artificial neural network (ANN) models on electrical load data. Most recently,
forecasting competitions such as the M forecasting series with M4 and M5 [13–15] have
shown that GAMS, XGBoost, STL-decomposed exponential smoothing, prophet, N-BEATS,
and LightGBM are at the top of the leader board for current time series forecasting tasks.
As described in [15], it is observed that more frequently large multi-model ensembles are
built to benefit from the strengths of certain models. As one downside, ensemble methods
are costly to operationalize and maintain, as each member of the ensemble increases
development and computational efforts, which raises concerns on their practicality in the
business context. The authors in [15] further elaborate that the trend of combining forecast
models is expected to continue as large computational resources become more accessible
and tools for automatic model selection and tuning, the so called autoML, continue to
improve. Thus, in this paper, we focus on auto-tuning in ML-based forecasting techniques
that could be necessary to rapidly adapt in business environments with complex forecasting
tasks. This trend would allow for the separation of the forecast model development that
should be considered as “off-the-shelf” to be utilized in production. Although the RNN that
is developed in [12] generates predictive intervals, a scenario-based stochastic optimization
step is added to determine the economic value of the forecast accuracy. A particular
strength of the generation of prediction intervals with the selection of scoring metrics is that
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the generation of the forecast distribution can flexibly be selected to be either parametric or
non-parametric.

In [16], we evaluate the impact of the scoring methods on the resulting prediction
intervals and show that for electrical loads at the sub-transmission level, both scoring
methods, with Gaussian distribution parameters and quantiles, can be used interchangeably.
In particular, ref. [16] introduces an encoder-decoder architecture, i.e., a sub-category of
RNN, in which the most salient patterns of the input sequence are passed through a context
vector to create a prediction sequence (sequence to sequence learning neural networks
(Seq2Seq)). This concept, first published in the pioneering work in [17], originates from
the natural language processing domain and is shown to be applicable for time series
forecasts [16].

The Seq2Seq model and further ML model candidates that are the most promising ones
to solve supervised-learning problems were recently benchmarked for energy load fore-
casting purposes in [18]. The work concludes that the encoder-decoder model outperforms
simple RNN, vanilla-ANN-, xgboost- [19], QRF- [4], persistence-, and ARIMA [20] models.

ProLoaF has been designed to set practices to develop, deploy, and maintain the
Seq2Seq model as a robust PyTorch-based RNN model for a rapid uptake of recent ML-
based forecasting techniques for energy time series. Bringing the tool into operational
context is key to proof portability, maintainability, scalability, and trust in ML-models and
is a prerequisite to bring the most recent advances from research into practice, into the
control rooms of today’s power system operators.

In summary, in our study we shed light on the system operators need to forecast
day-ahead to near-real-time under uncertainty. We study probabilistic predictions of the
system load of the German TSO, 50 Hertz transmission (50 HzT). The chosen system is
particularly challenging for load forecasters due to a non-negligible impact of renewable
energy uncertainties. We then compare the resulting forecasts of ProLoaF with the system
operator’s own published forecasts and the open source automated machine-learning
forecasts from auto.arima and Prophet [21] using the actual day-ahead prices.

The forecast evaluation based on established forecast error statistics on one side,
and the economic valuation of the applied forecast on the other side, is conducted on
out-of-sample predictions for the period July to December 2021.

The main contributions of the paper are as follows:

i. We implement a probabilistic short-term forecasting model based on previous work,
which we extend by new scoring and tuning methods,

ii. We compare established forecasting models from research and the TSO’s published forecast
from production by means of the sum of time-varying cost for all forecast deviations,

iii We integrate the resulting forecast time series into a day-ahead operations framework
and thoroughly discuss the quality of grid state forecasts in the chosen operational
environment, and

iv. Finally, we formulate a list of considerations to contrast the model’s scalability, maintain-
ability, and trust, which were in focus during the open-source development of ProLoaF.

2. Methodology

In electric power systems with heavy RES penetration, short term load forecasting
(STLF) is applied to the generation and load side, to ultimately determine the net load. The
net load is given as the total load in one balancing zone, that is, one transmission system
control area, and there is no further knowledge on the underlying grid.

2.1. Statistical Forecast Evaluation Metrics

During ex-post evaluation, STLF quality can be expressed with error measures describ-
ing the point forecast deviation (accuracy). To quantify the accuracy, in this paper, we use
the MSE, RMSE, and MASE. The PLF, however, also necessitates a thorough analysis of the
error distribution (certainty) [22]. For instance, with the QS, PICP, and MIS, we can quantify
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whether a predicted confidence band is sharp and reliable [23]. In the following, we provide
the interpretation and characterization of each metric in the time series forecasting context:

- MSE: Quantifies the squared distance of the expected value ŷt from the target variable
yt, averaged over the prediction horizon from t = 1 to t = T. This indicator reflects
both the bias and variance of the predicted time-series with respect to the observed
one. As such, forecasters seek to minimize it. The MSE is strictly positive and takes
the squared scale of the observed data.

- RMSE: The positive square root of the MSE describes, in essence, the same information
but is more sensitive to outliers, as larger errors have a disproportionately large effect
on it. Forecasters seek to minimize it. The RMSE is strictly positive and takes the scale
of the observed data.

- MASE: Averages positive and negative forecast errors equally, irrespective of the scale
of the observed data. Forecasters seek to minimize it, as values smaller than one
indicate that the given method outperforms an in-sample naïve persistence forecast.

- QS: Reflects a balanced calibration of quantile estimates qq = F−1(q), penalizing
deviations proportionally to their amplitude. Forecasters seek to minimize it. Here,
q describes the probability that the observation lies within the quantile and F is the
cumulative distribution function (CDF) of the observed data [24].

- PICP: Quantifies the unconditional prevalence of observed data that lie within the
considered PI. The PI, in turn, indicates a lower and upper limit within which we
expect the target variable to be. The PI95% is a commonly used significance level. As a
high PICP implies a higher reliability, forecasters seek to maximize it. The metric is
given in percent.

- MIS: Evaluates the quality of produced prediction intervals on a predefined signifi-
cance level. The average interval score [23] grows marginally with the sharpness [23].
By adding penalties on any positive or negative observation outside of the PI, the MIS
gives a balanced calibration measure over the prediction horizon from t = 1 to t = T.
Thus, it reflects how tightly the predicted distribution covers the actual observation.

For a detailed definition of the metrics applied, we refer to [16].

2.2. Forecast Implementation

First, we developed a naïve persistence approach with and without seasonal decompo-
sition, as described in [5,25]. Because the RNN outperformed the naïve models with a 50%
smaller RMSE than the baseline model, as shown in [16], more advanced regression based
methods were selected to benchmark the RNN in this study. Figure 1 shows the selected
machine learning workflow, starting with EDA towards development and operation of the
forecast model.

2.2.1. Data Pre-Processing

In the EDA, we consider explanatory variables such as the historic local generation,
both fossil-based and renewables, historic temperatures, and the historic generation fore-
casts. As the data are collected from different data sources, adjustments are made to ensure
that the timestamps are corrected depending on the timezones. Average and trend ele-
ments are used to interpolate larger periods of missing values, such as multiple days. For
missing values of few timesteps, the piecewise cubic Hermite interpolating polynomial
(PCHIP) method is applied. The frequency of the underlying time series data can flexibly
be interpolated or extrapolated to, e.g., daily, hourly, or quarter-hourly values. Because
some forecasting methods, such as NN, can be sensitive to unscaled data, ProLoaF provides
a single configuration step to apply the most common scaling methods—robust scaling,
standard scaling, and minimum-maximum scaling—provided by scikit-learn in Python.
We add features describing the hour of the day and day of the week as cyclical time series
by encoding the date-time information to sine and cosine elements. These dummy variables
are the minimal input required to embed the time-awareness for the recent past and forecast
horizon steps. In a next step, we create the dataset with sliding windows of pre-defined
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window sizes with configurable step sizes. To keep the dataset creation as dynamic as
possible, the window size is designed as a configurable optimization parameter. Using
PyTorch, we apply all data preparation tasks except the data collection during run-time on
the tensor data. The selected preparation steps can also be applied to the underlying pandas
DataFrame, which is used as an input for the autoML methods auto.arima and prophet.
The data engineering methods, including feature generation, are not further discussed
in depth in this paper, as time series feature generation is a topic on its own that already
builds largely on helpers, such as [26], to extract features from the inputs.

Figure 1. MLOps workflow.

2.2.2. Auto-ML Model: auto.arima

We select an ARIMA model with seasonal order and exogenous variables [5] and
use the Python module to fit ARIMA models with statsmodel [20]. For parameterization,
we generate the search space and auto-detect the best performing order configuration of
the regression coefficients with the auto.arima algorithm [27]. The model performance is
measured with AIC, which is an estimator of the prediction error of statistical models for
in-sample tests.

The PI is generated ex-post with the standard deviation σt of the residuals et, where yt
is the prediction target, and ŷt is the predicted variable at time step t in sample n of in total
N in-sample predictions.

σt =

√√√√ 1
N

N

∑
n=1

(yt,n − ŷt,n)2 (1)

In a next step, we obtain the maximum and minimum value in the prediction interval

ŷ↑/↓t = ŷt ± zpσt, (2)

where zp denotes the quantile of the distribution with probability p. Here, the assumption
is made that the distribution of errors is standard normal, and thus the confidence band is
generated symmetrically around the mean prediction ŷt.

Given large sample sets, the Python package statsmodels will quickly cause a high
computational burden in terms of storage capacity limitations when the whole sample
set is being used to fit a seasonal auto.arima model with exogenous features. In [28], it is
shown that the prediction accuracy does not significantly improve with larger sample sizes,
independent of the prediction horizon. For this, the RMSE was compared with ARIMA
models with incrementally growing sample sizes, starting from 50 to 2200 samples. In
training, we limit the sample size to n = 2016 fixed steps. This equals three months with
four weeks each in hourly steps. Additionally, we implement a re-fitting procedure for
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the auto.arima model to predict out-of-sample test data. This means a re-calibration of
the model coefficients based on the already trained model. More precisely, we iteratively
extend the in-sample data, as the sliding-window propagates through the new incoming
data. This procedure replicates an online learning mechanism that would be realized in a
deployment context.

2.2.3. Auto-ML Model: Facebook Prophet

With Prophet, there exists yet another forecasting project dedicated to time series
predictions. It is available for Python and R developers. Prophet has the target to be a
forecasting option that shall be applicable in businesses without the necessity to train the
staff in time series methods. In addition, a large variety of forecasting problems shall be
solvable, such that a wide range of businesses can be served. In [21], the actual problem of
scale in time series forecasting is identified to be the sheer variety of forecasting problems
and the trust in the large number of produced forecasts. In contrast, according to [21],
computational and infrastructural issues have turned out to be less relevant barriers in this
context. Prophet was meant to be a merge of statistical and judgmental forecasts. It is built
on a decomposed time series model with three main components, i.e., trend, seasonality,
and holidays. Any pattern that is not captured by these three main components falls under
the term of idiosyncratic changes that are subject to this specific time series problem. As
this particular effect is not captured by the model, it is measurable as one component in the
forecasting errors. The Prophet forecasts in this paper are generated with default settings,
i.e., a linear growth term, no change points, auto-detection of time series seasonality on
yearly, weekly, and daily basis, no holiday embedding, and an additive seasonality.

y(t) = g(t) + s(t) (3)

with

g(t) =
Ct

1 + e−k(t−m)
(4)

and

s(t) =
N

∑
n=1

(
an cos

(
2πnt

P

)
+ bn sin

(
2πnt

P

))
= X(t)β (5)

in which

β = [a1, b1, . . . , aN , bN ]
T . (6)

Here, g(t) is the trend function, which models non-periodic changes in the value of the
time series, and s(t) represents periodic changes (e.g., weekly and yearly seasonality) and is
modeled with a standard Fourier series with smoothed seasonal effects, which is described
in further detail in [21]. The term Ct denotes the carrying capacity, k is the growth rate,
and m describes the offset. The term P is the periodicity that can be set by the forecaster or
alternatively will be automatically detected from the data, using typical periods like years,
weeks, and days. The coefficients an and bn, which are fitted to the seasonality vector X(t),
are modeled per default with β ∼ N (0, σ2).

To fetch upper and lower prediction bounds, ŷ↑/↓t , Prophet assumes that the average
frequency and magnitude of trend changes in the future will be a re-occurrence of historic
observations. The PI is, thus, a projection of the observed errors. This step is similar to
our approach for the generation of PIs for the auto.arima model. In the case of Prophet,
the number of simulated samples from the posterior predictive distribution that is used to
estimate uncertainty intervals is set to 1000 per default.

The method is particularly applicable to data with strong seasonal effects and several
seasons of historical data, which is the case for the electrical load profiles, presented in
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Section 3. Re-calibration is not needed for the Prophet model, as long as trend and seasonal
components do not significantly change over the time.

2.2.4. Encoder-Decoder RNN

The recurrent neural network model in [16] is designed to process an input sequence of
lagged values to produce a new sequence of predictive distributions of the target variable.
Its strength lies in processing both explanatory and explained variables in a sequence-
dependent (here: time-dependent) context. Using recurrent units (of which commonly
known types are LSTM and GRU), long-term effects of historic events can generate an
influence on the predicted sequence. This method relies on the fact that observations of
the past can lead to a change in the explained variable further ahead in time. Optimally,
any salient historic feature should be passed through hidden states to be compressed into a
context vector (see Figure 2). In this stage, each generated output from the previous time
step is fed into the next time step. Together with the earlier produced context vector from
the encoder, the decoder generates as many outputs as variables present in the selected
loss function.

Figure 2. Exemplary unfolded encoder-decoder architecture of sequence-to-sequence RNN. We
pass inputs on both the encoder and decoder sides. The number of the layer stack is subject to
parameterization. The gray boxes represent RNN cells.

We select QS as the loss function because it is non-parametric. The advantage of such
distribution is that no assumption about the shape of the residuals is needed.

The forecast model produces ŷ↑t and ŷ↓t in such a way that the QS on pre-defined quan-
tiles is minimized. By applying the Huber norm to the pinball loss, we obtain a smoothed,
approximated quantile score during training. A quantile qp indicates the probability P for
which the target random variable y occurs within it. Given the CDF F of y, the quantile is
defined as

q = F−1(p) = inf {y : F(y) > q}, where q ∈ [0, 1] (7)

The approximated quantile score quantifies whether ŷt lies within the estimate of qt,
given the true values yt, according to
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QSq(y, ŷq) =
1
T

[
q ∑
∀yt≥ŷt

H(y, ŷq) + (1− q) ∑
∀yt<ŷt

H(y, ŷq)

]
, (8)

with

H(y, ŷq) =
1
T

T

∑
t=1

ht(y, ŷq), (9)

where

ht(y, ŷq) =


(eq

t )
2

2 ε , eq
t ≤ ε

eq
t − ε

2 , eq
t > ε

, (10)

and

eq
t (y, ŷq) = yt − ŷt

q. (11)

The Huber term H(y, ŷq) is required, to guarantee differentiability, when the prediction
errors are close to or equal to zero, as described in [18]. The threshold ε is set to a number
close to zero.

Until recently, grid search and random search were the most common hyperparameter
optimization algorithms applied in machine learning. The RNN in [16] is parametrized
with a combination of random search and manual selection. For better scaling behavior,
we extend the existing method with the integrated tuning algorithm Optuna [29]. The
automated hyperparameter search allows testing a large set of parameter combinations in
a time-efficient manner, collected in one study. The TPE memorizes achieved objectives
within one study and suggests new parameters with higher improvement probability in
the next trial.

To regularize the training steps, early stopping is implemented between the optimiza-
tion steps, such that over-fitting will not occur. For this, a decrease in training loss with
simultaneous increase of the validation loss is monitored. Any such case is stopped after a
pre-defined number of epochs (the so-called patience).

3. Numerical Results
3.1. Operational Planning Context

The day ahead market closes at 12:00 midday prior to the real-time system opera-
tion [30]. Subsequently, multiple phases of preventive redispatch can be necessary in each
trading zone, as physical constraints might necessitate a reduction in the flow in certain
parts of the grid. A matching counter-balance on the other side of the congestion will then
be determined in this process. As described in [30], redispatch is currently done cost-based,
i.e., compensation of cost that participating units incurred to change their operating states
for the sake of system security.

Figure 3 shows the sequence of processes that take place to settle any imbalances
between supply and demand while resolving potential congestion in the respective systems.

In the future, any kind of unit, including RES, that is larger than 100 kW, will participate
in these redispatch measures on a market-based mechanism. This means that buy and sell
decisions have to be made based on bids in these very short-term markets to balance or even
counter-balance any mismatch in the operational planning that is quantifiable by forecast
errors. We summarize the whole set of decisions under the terminology remedial actions. To
evaluate the impact of accurate load forecasting for these remedial actions, we analyze the
remaining forecast errors from day-ahead, two hours prior to the gate closure time of the
market. This setting is congruent with the publishing time of the system operator’s day-
ahead forecast that is determined in the Commission Regulation (EU) No 543/2013 Article
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6.1.A and 6.2.B. The published profiles are openly accessible on the ENTSO-E Transparency
Platform every day at 10:00 a.m., in the case of a German control zone.

Figure 3. Timeline of the consecutive operational planning processes of the German transmission
system operators. Graphical representation adapted from [31].

3.2. Case Study and Data

In this study we use the ENTSO-E Transparency Platform to collect the actual total
load (see Article 6.1.A), the day-ahead total load forecast (6.1.B), the aggregated generation
per type (Article 16.1.B and C), and the day-ahead generation forecasts for wind and solar
(Article 14.1.D). The collected data can be distinguished into actual measurements, given
in Table 1, and day-ahead predictions, given in Table 2. In addition, we use the published
day-ahead prices for the bidding zone DE-LU, which is the price for the 50 HzT area for
every market time unit according to Article 12.1.D.

Table 1. Actual hourly measurement data in MW from 1 October 2018 to 31 December 2021.

PV Offshore Onshore Other RES Fossil Load

Mean 1331 451 3909 893 8474 11,904
Std. Dev. 2143 352 3397 641 2296 1977
q(25%) 0 120 1258 511 6878 10,973
q(75%) 1972 787 5624 1056 10,136 13,359

Table 2. Hourly forecast data in MW from 1 October 2018 to 31 December 2021.

PV Offshore Onshore Load

Mean 1327 467 3930 10,397
Std. Dev. 2110 345 3322 1816
q(25%) 0 142 1357 8992
q(75%) 1990 794 5541 12,008

The electricity in the 50 HzT transmission system comes from interconnection hubs,
distribution grids, fossil fueled conventional power plants, wind turbines, PV, and a minor
share of other power plants. Currently, the output of approximately 36% of wind power
capacity installed in Germany is fed into 50 HzT grid, which is why we select that system
for our case study, as an example of a highly uncertain net load prediction task. From the
pure numeric perspective, as shown in Figure 4 and documented in [32], 60% of the end
consumption capacity, i.e., roughly 100 TWh, is available from 60 TWh renewable sources.

The actual total load per bidding zone per market time unit is equal to the sum of
power generated by plants on both TSO and DSO networks, from which the export and
import of exchanges on interconnections between neighboring bidding zones is subtracted.
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To have a proxy exogenous variable of the ambient temperature changes, we choose
the temperature measurement point in Erfurt, i.e., the capital city in the state of Thuringia,
which is central Germany. This measurement is located in the southern-west corner of the
control zone under study. The correlation between the zonal load and this temperature
measurement point is ρ = −0.166. On average, according to the climate report in [33],
the climate in Germany typically is and will be 9 ◦C in spring (March to May), 17.7 ◦C in
summer (June to August), 9.9 ◦C in autumn (September to November) and 1.9 ◦C in winter
(December to February) in the years 2021–2050. At the chosen measurement point, the
average temperature measurements (given the open data published by DWD from October
2018 to December 2021) are 8.15 ◦C in spring, 18.52 ◦C in summer, 10.01 ◦C in autumn,
and 2.54 ◦C during winter. In Figure 5, we visualize the seasonal differences in the load
patterns averaged per hour of day. During summer, with higher temperatures, the residual
load decreases, and vice versa. Reasons for the higher residual load during winter can be
electric lighting and heating on the load side, but it is most importantly due to the lower
in-feed of PV sourced energy on the generation side.

Figure 4. Figures of generation, load, and import-exports in 50 HzT Zone (Year 2019). Data source:
Entsoe Transparency Platform [32].
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Figure 5. Average net load profiles per season from October 2018 to December 2021. See: Entsoe
Transparency Platform [32].
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3.3. Correlation Effect

In accordance with Art. 2 (26) of EU Regulation 543/2013, the costs for redispatch
measures in Germany include the costs of multilateral remedial actions, interruptible loads,
feed-in management of RES, and activation of reserve power. So far, there is no legal
basis concerning the compensation for the settlement of re-dispatched units. The 50 HzT
system publishes the cost values per year, which is the sum of all compensated costs, via
the Transparency Platform. Figure 6 shows the cost development over the years per month.
Despite yearly fluctuations, it is evident that during the summer months, on average,
fewer redispatch costs are incurred. As congestion occurs when the physical limits are
reached, it can be expected that the higher net load in autumn and winter periods results
in more frequent critical operation states. This observation underlines the importance
that forecasting models, trained with a large set of seasonal data, need to perform as
accurately as possible for critical winter days in high net load situations to mitigate high
redispatch costs. Lower costs can be achieved with more economic remedial actions as
early as possible.

Figure 6. Cost for redispatch measures in the 50 HzT grid since 2017, varying over the time of
the year.

One target of this study is to compare the suggested deep learning algorithm for
day-ahead forecasting with the forecast performance of the system operator’s forecast
model. With our analysis, we notice that the day-ahead predictions, as published by the
system operator on the Transparency Platform, show a significant upward offset of, on
average, 1 GW, compared to the published net load values. One reason for this can be that
the currently applied prediction model is intentionally set to be conservative, as introduced
in Section 1. An additional reason is that the data point for the actual net load (6.1.A)
includes net energy imports and exports, whereas the data point of the day-ahead forecast
(6.1.B) may not include these. As Figure 4 shows, the 50 HzT system is usually exporting
more energy than it imports. The exported energy is subtracted from the net load and thus
results in a lower actual net load for this system.

The scatter plot of the day-ahead forecast values against the actual load shows this
effect in Figure 7. Furthermore, we see that “high net load” situations are those times that
cause high day-ahead prices. Thus, economically efficient decisions could be made with
forecast models that are more accurate or less conservative in these cases. This is what we
can also see in the scatter plot in Figure 7, as the day-ahead forecast residuals decrease
and appear closer to the line, indicating more accurate predictions. A reason for this is
most probably that in high net load situations, no further export from the balancing zone
to neighboring zones will occur. At the same time, this shows that the deployed forecasting
model that is used to publish the open day-ahead forecasts probably has scaled residuals in
the range of 0.2, which we can see based on the chosen grid resolution in the plot. However,
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as it is not clear from the open data platform what further aspects play into a potential
correction of the forecast reference, we do no modify or correct the day-ahead forecast data
given by the system operator.

Figure 7. Cost for redispatch measures in the 50 HzT since 2017, varying over the time of the year.

3.4. Data Pre-Processing

The grid data, i.e., hourly load and generation profiles for the whole control zone, are
split at a 70:15:15 ratio for training, validation, and testing, respectively. The explanatory
features are summarized as follows:

- Actual load,
- Actual and forecasted PV and wind energy production,
- Actual local energy generation (conventional Fossil and Other RES),
- Actual temperature,
- Dummy variable for day of the week,
- Dummy variable for hour of day and month of the year (cyclic coding as sine

and cosine).

All models are trained with scaled data. For scaling, we use the Minimum-Maximum
Scaler function by the pre-processing module scikit-learn v1.0.2 for Python, which can be
formulated as follows:

xscaled =
xoriginal − xmin

xmax − xmin
(12)

We apply the scaling on all input features and the target variable. A particular
advantage of this scaler is that the original distribution of the data is not distorted by
the scaling process. However, due to its sensitivity to outliers, other more robust scaling
options could be considered depending on the data.

3.5. Model Parameterization

For the auto.arima model, we compare models with and without seasonal parameters
and exogenous features. The auto.arima algorithm iterates through tests with incremental
changes of the internal auto-regressive and differential coefficients. The resulting model
configuration that is the best found solution for each of the ARIMA specifications is given
in Table 3. The best model, with the lowest AIC, is the SARIMAX model with exogenous
features and a daily seasonality.

Prophet is trained with the whole set of training data, and no further parametrization
is done, compared to the default setting as described in Section 2.2.3.
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Table 3. Fitting ARIMA models.

ARIMA ARIMAX SARIMA SARIMAX

Season - - 24 24

Exog. None

Temperature
Wind Onshore
Wind Offshore

PV
Conventional

Other RES

None

Temperature
Wind Onshore
Wind Offshore

PV
Conventional

Other RES

Lag 168 168 168 168

Model (2,1,1)(0,0,0)[0] (2,1,1)(0,0,0)[0] (1,1,0)(1,0,2)[24] (4,1,1)(2,0,2)[24]

AIC −9150.47 −9152.59 −10,411.57 −10,570.10

For the ProLoaF RNN, we conduct an automated hyper parameter search optimization
with the pre-defined search space that is given in Table 4. As a regularization step, a
drop-out rate of 0.2 is applied between layers. Both gated recurrent unit (GRU) and long-
short-term memory unit (LSTM) cells were tested. The LSTM based model performed
insignificantly better than the GRU based one. Having a lower score on the second digit
only after the second decimal point, it is chosen as the best model in this study. The training
is interrupted after max. 100 epochs. As an optimizer, we choose per default ADAM, which
is further described in [34]. We further apply leaky rectified linear units as an activation
function with a slope set to 0.1.

Table 4. Hyper parameter search space for net load forecast with ProLoaF.

Parameter Min Max Best ProLoaF RNN

Learning Rate 1 × 10−6 1 × 10−4 7.47 × 10−5

Batch Size 32 128 64
Linear Layers 1 4 3
RNN Layers 1 4 4

In the scatter plot in Figure 8, we see one marker per hyper parameter trial. The
dark blue colors indicate a low score, i.e., the smoothed quantile score QSq, for a 95% PI,
as described in Section 2.2.4. We can see that good scores on the validation set can be
achieved fairly independently from the history horizon that we chose as the input sequence.
With an automatic configuration setting, taking the best parametrization from the hyper
parameter optimization study, the history horizon, and thus, length of input sequence to
the encoder, is set to 310 steps. The output sequence is always set equal to the forecast
horizon, i.e., T = 38 h, for the day-ahead case. Thirty-eight hours is the time span between
the publication of the day-ahead forecasts by the system operators at 10:00 a.m. and the
last hour of the following day. With that, inputs that represent future information, such as
forecasted wind and PV generation, or dummy variables for future timesteps, are divided
into sequences with a length of 38 each.
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Figure 8. Scatter plot of optimal hyperparameter search.

3.6. Computational Resources

One epoch, given the batch size of 64, takes 2.5 to 5.5 s during training. The training
duration is negligible, as it is performed once and does not require re-training, as long as
the used training dataset is still representative of the system under study. The machine
used for training the models runs with 256 GiB RAM and two Intel Xeon Gold 6128 CPU @
3.40 GHz. ProLoaF is using the optimized tensor library for deep learning, PyTorch. This
framework allows an accelerated tensor computation with GPU. The specification of the
CUDA supported GPU that is used in our study is given in Table 5.

Table 5. GPU performance data (see [35]).

Data Points Tesla P40

Single-Precision Performance (FP32) 12 TFLOPS
Integer Operations (INT8) 47 TOPS

GPU Memory 24GB
Memory Bandwidth 346 GB/s

Power 250 W

3.7. Statistical Evaluation

For the statistical evaluation of the presented forecast models, we apply rolling origin
forecasts, i.e., a term introduced by [36], on the test set. The test set is set to 15% of the
originally collected data that have not been used during training, validation, and model
selection and are thus dedicated to out-of-sample forecasting only.

As we have the actual measurements from the test period, which is from 6 July 2021 to
31 December 2021, we run a day-ahead forecast simulation with a prediction horizon of
38 hourly steps, for each single hour in the test set. One such forecast simulation is referred
to as one sample. As we cannot evaluate the accuracy of predicted values, for which the
actual measurements lie beyond the test set horizon, we subtract the forecast horizon from
the resulting 4277 samples, resulting in 4239 samples. In a next step, we average the metrics,
such as RMSE, over the prediction horizon from t = 1 to t = 38 and average these in a next
step over all samples. Thus, we obtain the performance metrics presented in Table 6.

We see that Prophet achieves a slightly higher accuracy with a higher forecast skill
score of 0.1829 (when using the error metric RMSE) in reference to the auto.arima model.
With the tighter prediction interval, which becomes apparent with a smaller sharpness,
the certainty of the Prophet forecast is higher than that of the auto.arima model. As
a consequence, 12.81% of the actual values do not lie within the simulated prediction
intervals. With an overall smaller MIS, we select Prophet as model candidate for the
economic benchmark.
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Table 6. Average probabilistic forecast performance of the auto.arima, Prophet, and ProLoaF, based
on scaled values.

Metric auto.arima Prophet ProLoaF

RMSE 0.1047 0.0696 0.0514
Sharpness 0.4730 0.2156 0.1748

PICP 95.88% 87.19% 92.17%
MIS 0.5370 0.3299 0.075

Figure 9 shows the histogram of residuals for the two forecast models. We see a
high variance of the residuals in the case of the Prophet forecast but also in the day-ahead
forecast values.

Figure 9. Histogram of residuals.

Moving on to an economic assessment, as described in Section 3.1, the short-term
operational planning context is quite complex and involved multiple physical and non-
physical trades of energy or capacity products with or without actual delivery of the
product. At the same time, some of the remedial actions are done at zero cost, as they are
grid-based measures. A quantification of the forecast value in this context would require a
scenario-based market study and simulation, which goes beyond the aim of this work. To
be able to still quantify the value of accurate forecasting over the time, we approximate the
potential by obtaining the total cost C over all m ∈ M forecast samples, with

C =
M

∑
m=1

T=38

∑
t=14

ct,m · ∆t,m (13)

for balancing the difference between day-ahead forecast and actual net load, using the
day-ahead price ct for the hour t. Here, m denotes those out-of-sample forecasts that are
produced, with a time origin at 10:00 a.m. prior to the delivery day. Thus, the resulting
simulation includes 178 full forecast days.

For the difference ∆t, we write the absolute difference

∆t = |yt − ŷt|. (14)
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Thus, ∆t,m denotes the difference between day-ahead forecast and actual load per
timestep and per sample. The day-ahead price ct in the test period had a mean value
of 141.74 €/MWh with a minimum value of −63.03 €/MWh and a maximum value of
442.90 €/MWh.

Table 7 shows the approximate consequence for the case that all forecast errors could
be perfectly matched one day prior to the delivery through an hourly energy product,
via the day-ahead market. This underlines the importance to have forecasting models
that are overall performing more accurately, as the amount of remedial actions needed,
given large forecast errors, is increasing significantly. For this, the RMSE is already a
qualified indicator.

Table 7. Comparison of flat total cost for forecast errors.

Prophet ProLoaF

Average ∆t in MWh 907.18 666.26
Summed ∆t in GWh 3049.95 2437.19
Total Cost C in Mio.€ 580.96 352.72

We further elaborate the effect on one selected snapshot of a holiday week that is
typically difficult to forecast with data-driven models, due to a lack of historic data to
learn the holiday characteristics. Figure 10 shows the per unit (p.u.) net load in the 2021
winter Christmas holiday week. Here, we highlight two independent sections of the profile
in the evening of Monday the 20 of December and in the evening of Christmas Eve on
December 24. It is evident that the auto-ML model Prophet is a better candidate to forecast
the second segment, whereas ProloaF proves to be better in the first one. In this case, the
day-ahead price for the first segment was higher than on Christmas Eve. Because the
data point, described in Article 6.1.A, is the basis for the studied data driven models, the
predictions inherently learn the impact of the import/export agreements. This explains the
offset between the 50 HzT prediction and the two ML models.
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Figure 10. Comparison of forecast profiles with actual load in winter week 2021 with Christmas
holidays as of 24 December.
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4. Discussion

Our analysis shows that the encoder-decoder forecasting model outperforms auto-ML
methods on average. As it is trained to produce a symmetric 95% prediction interval, it also
produces a zero-mean error on the out-of-sample data. The model was trained with a pre-
selection of a parameter search space. The parameters were found using the auto-tuning
function implemented with Optuna. Whereas the Auto-ML model Prophet trains much
faster (within few seconds), the RNN training requires on average 4 s per epoch. Assuming
50 epochs until one parameter trial is tuned, and 100 trials per training study, the training
would take roughly 5 to 6 h on a CUDA supported machine. The study could be designed
smaller with fewer trials and fewer epochs with a more advanced pre-selection of the
hyperparameters, but the fitting time will remain longer than fitting statistical models such
as ARIMA, Prophet, or XGBoost. How many trials are needed to tune the forecast depends
on the starting point and the number and value range of potential hyperparameters. The
duration of the training time should not be a major concern in today’s operational power
system business, as computing resources can be increased flexibly and cost-efficiently, e.g.,
through cloud computing. Thus, it is rather a question whether a more accurate forecasting
model will provide sufficient economic benefit to at least offset the cost of (re)training on
dedicated hardware when needed.

Because the prediction time of all models lie within few seconds, they are not bench-
marked in detail. Given the critical context of day-ahead operational decisions to counteract
unforeseen operation states, a higher accuracy on the whole time series is needed. When
forecast models perform equally well, a detailed comparison based on the operational
context would need to be considered during deployment and in operation. Although
one model may perform the best in general, another model may outperform it in special
situations such as holidays.

In the final context, a trade-off study must be conducted for which there is a minimum
requirement the forecast model must fulfill, including situations that are critical in a next
step from an economic perspective. One solution may be to generate ensemble methods,
customized to the specific business needs, which combine the strengths of multiple forecast
model candidates.

With this development, more complex models emerge that are less transparent or
understandable for the decision makers. However, as described in [37], when forecast
models lack interpretability towards particular time series, the trust and confidence of
stakeholders can suffer when making decisions. Therefore, we implement an interpretation
module in ProLoaF to support the utilization and potential further tuning of the forecast
model, with inputs from the operational stage of the MLOps workflow (see Figure 1). Here,
MLOps refers to the combination of processes from data preparation, model development
and validation to continuous integration and deployment.

4.1. Making a Black-Box Sequence-to-Sequence Model Intepretable

If we want to explore which features the ProLoaF RNN relies on to predict the profile
in our case study on Christmas Eve, we can consult saliency maps, as shown in Figure 11.

In essence, a saliency map is a mask matrix with values in the range from 0 to 1. This
mask is applied to the data, which we, in the case of the encoder-decoder RNN in Proloaf,
split into specific intervals. The time interval comprises the history horizon and the fore-
casting horizon, which define the encoder and decoder ’length’, respectively. The saliency
map corresponds to representation of the encoder-decoder setting in a timex f eature plane.
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Figure 11. Saliency map of the feature importance for the prediction on 24 December 2021.

The color coding allows one to reflect on the impact of the input features on the
prediction target. More specifically, each feature’s importance can change from one time
step to another. Whether a feature’s exact value is critical is identified by perturbing
each feature value per timestep. A highly perturbated data input has the mask value = 0,
indicated in blue. The original input data, with zero perturbation, have the mask value = 1.
Following the smallest supporting region principle, we are searching for the smallest
element in the input plane that alone is responsible for a high forecast accuracy. To find
it, the mask has to be restricted with a constraint in the mask optimization problem
formulation. In doing so, only a small region will be achieved that is not perturbed, while
keeping the forecast score as high as possible. In that sense, non-perturbed values (shown
in red) or slightly perturbed values (yellow to green) indicate that the exact original input
data of these features at those timesteps alone would allow a similar prediction compared
to the original prediction. The relevant timesteps studied are those of the recent past,
corresponding to the input data of encoder features that are shown on the left part of the
salience map, up until the forecast window, i.e., 24 December. Here, the decoder features
are shown on the right side of the saliency map. All timesteps of input features (both in
the encoder and decoder) that have a high mask value, i.e., close to one, are those values
that are needed to provide an accurate forecast for the forecast sample under study. As a
consequence, we can interpret the red-colored regions of the map as important features.

In [38], the optimization algorithm to generate these maps is proposed as one solution
to obtain transparency in deep learning models in a model-agnostic manner. In accordance
with the implementation presented in [38], we use Gaussian noise as reference values
that disturb our original selected features (here: temperature, wind-offshore, etc.). In a
next step, we find the regularization parameter that is set to λ = 0.01 in this study. All
spots in the saliency map that are dark blue can either be largely disturbed or are not
beneficial to accurately predict the profile on the example day. Light blue and yellow
spots indicate times in which certain features, such as the wind offshore forecasts, are
useful but not critical in the sense of their accuracy. The saliency map in Figure 11, for
instance, shows on the top right corner for all wind forecast values that are embedded
for the prediction horizon in the decoder are disturbed with Gaussian noise, but yet are
useful to not further decrease the prediction accuracy. This tells us that the RNN model
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used needs this information, but the actual precision of the wind generation forecast is
less critical. For the dummy cyclical variables of the hour of the day, some weekdays
(weekday0 = ‘Mondays’) and the recent past information of the actual new load, which
we embed in the encoder, the saliency maps reveals a high relevance. As feedback to
the forecasting development, one could forward the fact that the weekday features could
potentially be re-designed, as 24 December is a Friday, but the future information in the
decoder on weekday4 seems to remain unused. In addition, the input sequence length to the
decoder seems to be too long, or at least, the model does not seem to utilize the information
that is beyond the last 4–5 days. Furthermore, neither solar forecast nor actual measurement
are critical for the selected prediction. As a final remark, the temperature feature is not used
in this period, although from a domain knowledge perspective, described in Section 3.2,
we assumed that this feature will benefit the model performance.

Thus, we take these insights to design an ablation study in which we remove the
blue areas for the encoder size, the temperature feature, the solar features, and the fossil
generation feature.

4.2. Ablation Study

In the ablation study, we compare the earlier presented ProLoaF RNN with new
trained versions with slightly modified configurations. Each ablation is an isolated study.
We do not aggregate the modification, so that, the “-no PV”-configuration still includes a
history horizon of 310 h.

The study results in Table 8 show that the forecast model is robust with regard to
slightly different configurations. Only one modification could be considered as a better
candidate for deployment, i.e., the configuration with no temperature feature, in the model
development stage. Alternatively, the temperature measurement could be re-addressed in
the EDA stage.

Table 8. Ablation results of presented ProLoaF RNN configuration. The underlined values indicate
the best model in the analyzed metric category.

Metric ProLoaF
RNN -No Temp. -No PV -No Fossil

Enc. Size
(24 h × 6 Days = 144

Time Steps
Embedded as

Encoder Input Size
during Training.)

MSE 0.002 0.002 0.003 0.002 0.002
RMSE 0.050 0.049 0.058 0.049 0.050

Sharpness 0.197 0.220 0.185 0.219 0.202
PICP 94.63% 96.92% 90.19% 96.86% 95.36%
RAE 0.235 0.228 0.272 0.231 0.237
MAE 0.038 0.037 0.044 0.037 0.038
MIS 0.075 0.073 0.087 0.073 0.075

MASE 0.960 0.933 1.116 0.944 0.973
QS 0.025 0.025 0.030 0.024 0.025

Residuals 0.002 0.005 0.019 0.010 0.009

4.3. Designing MLOps

In recent years, the need for forecasting in power system operations has increased.
With that need, tools have been deployed to solve the forecasting problem, but also to
make these new data streams available in the control room. The focus in ProLoaF was the
development of a robust, reliable, data-driven probabilistic forecast model. As ProLoaF is an
integrated worker in SOGNO, the project aims to be an exploitable contribution to MLOps
for forecasting in the power system control room. In addition to ProLoaF, Linux Foundation
Energy also hosts an open source project forecasting project, OpenSTEF [39], which has a
stronger focus on the deployment, sanity checks, and re-calibration of forecasting models
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in the control room. The projects are compatible, in the sense that ProLoaF is applicable as
regressor object in OpenSTEF and is openly available for utilization and contribution by
the forecasting and power system community.

5. Conclusions

The forecast evaluation based on established forecast error statistics on one side,
and the economic valuation of the applied forecast on the other side, was conducted on
out-of-sample predictions for the period from July to December 2021. The discussion
shows that besides mere forecast evaluation on the average performance of the time series
prediction, a thorough analysis of the error variation over time is particularly interesting.
The trade-off during model tuning and development depends very much on the decision
making context.

An encoder-decoder RNN model was designed to predict the net load under uncer-
tainty and was found to outperform the multivariate auto.arima method and the uni-variate
Prophet method, which were promising auto-ML candidates for the described case study.

It was further determined that ML models in critical operational contexts necessitate
tools that accompany the model to increase transparency. With a better understanding
of the prediction logic, not only the trust on the operator’s end can be increased but
also more precise insights can be fed back to the preparatory development stages of
the ML pipeline. With the presented generic framework of ProLoaF, the deep learning
forecasting core can be extended with further encoder-decoder type of neural network
architectures. Recent advances on statistical models, such as ETSarima or FFORMA, which
are currently leading the time series competitions (M4 and M5 [14,40]), could be studied
and benchmarked with new advances from the deep learning community. Here, specifically,
temporal fusion transformer models [41] are potential candidates to extend the presented
study in the future.
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Abbreviations
The following abbreviations are used in this manuscript:

ADAM Adaptive Moment Estimation
AIC Akaike’s Information Criterion
ANN Artificial Neural Network
ARIMA Autoregressive Integrated Moving Average
ASM Active Power System Management
CDF Cumulative Distribution Function
CPU Central Processing Unit
CUDA Compute Unified Device Architecture
DSO Distribution System Operator
DWD Deutscher Wetterdienst
EDA Explorative Data Analysis
GAMs General Additive Methods
GPU Graphics Processing Unit
GRU Gated Recurrent Unit
LSTM Long-Short-Term Memory Units
MASE Mean Absolute Scaled Error
MIS Mean Interval Score
ML Machine Learning
MLOps Machine Learning Operations
MSE Mean Squared Error
PI Prediction Interval
PICP Prediction Interval Coverage Probability
PLF Probabilistic Load Forecasting
PV Photovoltaics
QRF Quantile Regression Forests
QS Quantile Score
RES Renewable Energy Source
RMSE Root Mean Squared Error
RNN Recurrent Neural Network
Seq2Seq Sequence to Sequence Learning Neural Networks
SOGNO Service-based Open-source Grid Automation Platform for Network Operation of the Future
STLF Short Term Load Forecasting
TPE Tree-Structured Parzen Estimator
TSO Transmission System Operator
XGBoost Extreme Gradient Boosting
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