Deep Learning for Demand Forecasting in the Fashion and Apparel Retail Industry
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Abstract: Compared to other industries, fashion apparel retail faces many challenges in predicting future demand for its products with a high degree of precision. Fashion products’ short life cycle, insufficient historical information, highly uncertain market demand, and periodic seasonal trends necessitate the use of models that can contribute to the efficient forecasting of products’ sales and demand. Many researchers have tried to address this problem using conventional forecasting models that predict future demands using historical sales information. While these models predict product demand with fair to moderate accuracy based on previously sold stock, they cannot fully be used for predicting future demands due to the transient behaviour of the fashion industry. This paper proposes an intelligent forecasting system that combines image feature attributes of clothes along with its sales data to predict future demands. The data used for this empirical study is from a European fashion retailer, and it mainly contains sales information on apparel items and their images. The proposed forecast model is built using machine learning and deep learning techniques, which extract essential features of the product images. The model predicts weekly sales of new fashion apparel by finding its best match in the clusters of products that we created using machine learning clustering based on products’ sales profiles and image similarity. The results demonstrated that the performance of our proposed forecast model on the tested or test items is promising, and this model could be effectively used to solve forecasting problems.
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1. Introduction

Given the growing number of fashion e-commerce digital platforms, customers can see and choose from a massive number of virtual fashion products merchandised virtually. There has been a dramatic shift in customers’ purchasing behaviour, which is impacted by several factors, such as social media, fashion events, and so forth. Consumers now increasingly prefer to select their products from the immense pool of options and want them to be delivered in a very short time. It is challenging for fashion retailers to fulfil consumer demands in a short time interval [1]. Therefore, it is crucial for fashion apparel retailers to make efficient and quick decisions concerning inventory replenishment in advance based on the forecast of future demand patterns.

Demand forecasting plays a crucial role in managing efficient supply chain operations in the fashion retail industry. Poor forecasting models lead to inefficient management of the stock inventory, obsolescence, and disorderly resource utilisation across the upstream supply chain. Usually, profit-oriented companies are much more concerned about forecasting models as most of their business decisions are made based on the predicted future uncertainties related to product demand and sales. In the fashion apparel industry, a plethora of factors such as different product styles, patterns, designs, short life cycles, fluctuating demands, and extended replenishment lead times tend to flaw or less accurate predictions of future product demand or sales [2,3]. The apparel fashion industry is attempting...
to develop robust forecast models, which can help improve the overall efficiency in the decision-making related to sourcing as well as sales.

Most of the existing research on fashion supply chain management is devoted to developing advanced models for improving the forecast of demand for fashion apparel items \cite{4,5}. Accurately predicting future sales and demand for fashion products remains a central problem in both industry and academia. To address this challenge, it is imperative to study the complexity of the fashion market and managerial strategies that would allow products to be designed, produced, and delivered on time \cite{6}. The fashion apparel industry has been undergoing significant transitions given factors such as dynamic pricing strategies, inventory management, globalisation, and consumer-centric and technology-oriented product design and manufacturing. In need to overcome complexities arising out of these factors, the fashion industry strives to manage these rapid changes more effectively by adopting an agile supply chain \cite{7,8}.

The frequency at which new fashion product arrives in the market is relatively very high. How these new fashion products will spare in the market in terms of sales and demand is often the main focus of decision-makers in the fashion supply chain \cite{9}. Therefore, it becomes a difficult challenge for the fashion retailers to predict the future demand and sale of a newly arrived fashion product amidst various factors such as changing consumer choices, in numerous product types, instability in the market, uncertainty in the supply chain, and poor predictability by week or item. In the era of big data, the fashion apparel retail industry produces a considerable amount of sales and item-related information \cite{10} and, if this is handled effectively using cutting-edge data analytics tools, business performance in the fashion industry could be significantly improved.

In fashion retail management, forecast models for predicting product sales and demand are traditionally applied to historical product data that contains sales information and image data features \cite{9}. However, there is often a lack of historical data for the newly arriving fashion item. In the absence of historical data, predicting future demand and sale of a newly arrived fashion item becomes challenging. Historical product data has two main components: sales data and product image data. Image data entail information about attributes of the item, such as colour, style, pattern, and various other essential features. Historical sales data for building forecasting models are not representative of all the product aspects; therefore, they need to be complemented with additional data such as product image data, social media data, and consumer data to predict the fashion apparel demand. Newly arrived fashion product items may differ from the existing products in many ways; however, there could be many of its similar features, such as colour, size, and style, etc. present in the historical product data that could be extracted, and their impact could be explored for forecast modelling.

This paper addresses the limitations of the classical forecasting system by proposing a novel approach for building an intelligent demand forecasting system using advanced machine learning methods and historical product image data. A complete research workflow is shown in Figure 1, which consists of several steps explained in detail in Section 3.1. Machine learning clustering models are applied to a real historical dataset of fashion products, the outcome of which are the two main clusters of the products based on their historical sales. The newly arrived fashion product item is then matched with these two clusters, and the model predicts which one of these two clusters the newly arrived fashion item belongs to. Our model predicts a new item’s sales based on the nearest match it finds in the two clusters and the associated sales profile of a matched product. The performance of the models evaluated on the test dataset and the results from our study were found to be effective and promising for predicting a new fashion product’s sales.
The rest of the paper is organised as follows: Section 2 presents the literature. The Research Methodology is explained in Section 3. The results are discussed in Section 4. Finally, Sections 5 and 6 discuss the results of the research study and provides concluding remarks.

2. State-of-the-Art

A number of forecasting methods have been developed and employed in the fashion retail industry over the past few years. Statistical approaches, such as regression modelling, are used in [11] for the sales forecast. Linear time series forecasting models such as ARIMA and Exponential smoothing have been widely used for forecasting short-term as well as long-term sales and demands [12,13]. Box and Jenkins methods [14] are popular for demand forecasting. However, these methods have limitations in terms of transforming qualitative features of the data into quantitative ones because sales patterns significantly vary in the fashion retail industry [15]. Linear forecast models suffer from significant limitations such as not capturing the nonlinear relationship between various exogenous variables, outliers, missing data, and nonlinear components that are often present in actual time series data [16].

Machine learning and deep learning models such as the support vector machine [1], neural network [17], and recurrent neural network [2] are among many forecast models that have gained popularity among forecast researchers and practitioners given their ability to overcome the drawbacks of traditional linear forecast models. NN models are considered the most efficient forecasting methods, as they have demonstrated high performance in various studies [18]. In [19], the NN model is used to forecast weekly product demand in German supermarkets, and its forecasting performance was found to be high. In another comparative study by [20], the NN model’s performance for forecasting aggregate retail sales was reported better than traditional linear statistical forecast models, and it was found to have effectively captured the seasonality and dynamic trends in the time series sales data. The backpropagation NN model is one of the NN model variants that was found to have generated a highly accurate forecast of sales profile in [21]. Moreover, the NN model is found to be effective at de-seasonalising time series data in the study by [18] that traditional linear models fail to do. A hybrid model integrating a genetic algorithm and NN forecast model is presented in [22] to improve the sales forecast’s accuracy.

The major shortcoming of traditional linear forecast models, as well as expert algorithms, is that they cannot learn from unstructured data such as text data, social media data, and image data. Product image data analysis can provide valuable insights and can be used for forecasting sales from historical sales data and product image data. Machine learning methods are popular for dealing with various data types, both structured and...
unstructured data. Image clustering is one of the widely used advanced machine learning techniques that discover similar image features from the image data and categorises them into clusters based on the degree of similarity [23].

Laney and Goes [24] highlight that data mining has gained popularity with the introduction of big data. Data mining and artificial intelligence overcome the problems of the classical approaches to forecasting problems [25,26]. Recently, the growing popularity of deep learning models and their advantages in solving data mining problems over traditional models has attracted more attention from the scientific community from forecasting research [27]. Deep learning has found a plethora of applications in many areas, and significant research has been done on it in the medical [28], transportation [29], electricity [30], and agriculture [31] fields. Sales prediction was performed in various studies, such as [26,31], for different product categories using machine learning methods. In another interesting study by Thomassey [32], clustering and NN are combined to predict long-term fashion sales using historical sales. Significantly, the CNN model has been gaining popularity in image recognition and clustering since 2014 [33].

Given the advances and opportunities of the machine learning methods and the aforementioned limitations of traditional forecast models in the domain of sales forecasting in fashion retailing, we propose a novel approach to combine the deep learning and machine learning clustering algorithm on product image data to build a forecasting model in order to predict the sales of future apparel items.

In our work, we exploit product image data to find the closest match for a newly arrived fashion item by applying the machine image clustering technique and predict its sales profile by projecting the sales profile of its best closest match. This study addresses a challenging decision problem in fashion retail, that is, the prediction of a sales profile for a newly launched fashion product that in principle does not have any previous historical data. We leverage image and sales data of the fashion products, and machine learning techniques to propose a sales forecast approach for the fashion retailers, thereby contribute to the strategic and data-driven decision-making.

3. Research Methodology

This section’s primary purpose is to briefly outline the experimental approach and techniques used in this study. The complete research workflow is illustrated in Section 3.1. The machine learning algorithm used in this research study is explained in Section 3.2. Following this, the data pre-processing technique and model preparation are discussed in Sections 3.3 and 3.4, respectively.

3.1. Experimental Design

This section presents the schema of all steps involved to carry out this experiment. The complete research workflow of sales forecasting is shown in Figure 1, which is broadly divided into three phases:

I. **Data Preparation**: This includes data collection and data pre-processing essential for data modelling.

II. **Data Modelling**: In this step, pre-processed data are used for building the sales forecast model by using a machine learning algorithm.

III. **Model Validation**: In this step, the performance of the machine-learning model and forecast model is assessed.

All these phases are discussed in detail in the subsequent sections.

3.2. Machine Learning Algorithm

This section discusses the Machine learning methods and their evaluation metrics used for building the forecast model. This includes both supervised and unsupervised learning as explained in the following sections.
3.2.1. Deep Learning

In this study, deep learning is used for extracting product image features using CNN. The extracting feature is the dimensionality reduction of an image that signifies an image’s portions as a feature vector, as illustrated in Figure 2. Image features were extracted using a pre-trained deep learning inception v3 model [33]. This model has been chosen as it is trained on more than 1000 objects, which include fashion clothes and product images. The inception V3 model has outperformed the previous image recognition deep learning models ([33]).

![Figure 2. Product image feature extraction.](image)

3.2.2. Clustering

Clustering is an unsupervised learning method, and the main task of this algorithm is to group similar items using distance metrics. The input data are unlabelled, and the created cluster could be used as a label for another machine learning task. There are different clustering algorithms, such as K-means, hierarchal, and probabilistic clustering [23]. A classical K-means clustering is used for clustering the sales profile due to its easy application. The choice of optimum k was decided by the silhouette score [34]. It is calculated for each sample, and it is given by Equation (1), where A is the average distance to the nearby cluster and B is the mean intra-cluster distance. The value lies between 1 to −1; a value close to 1 indicates that the item is allocated to the correct cluster, whereas −1 indicates the assignment to the wrong cluster.

\[
\text{Silhouette Coefficient} = \frac{A - B}{\max(A, B)}
\]  

3.2.3. Classification

Classification is a supervised learning machine learning task where the model has input variables (X), and it maps the function to the output variable or target (Y). A simple classification model is represented in Equation (2). A problem can be considered a classification problem when the target variable is categorical.

\[
Y = f(X)
\]  

For the classification model in this research study, the X variable represents the image features \( f_1, f_2, \ldots, f_n \), and the Y variable represents the target variable, that is, cluster labels as illustrated in Figure 3.
Classification models, namely, Support Vector Machines (SVM), Random Forest (RF), Neural Network (NN), and Naïve Bayes (NB) [26,35,36] are applied in this research study. These classification algorithms are selected for comparatively analysing their performance in terms of the degree of their accuracy of classification. Moreover, the aim is also to identify the best-performing classification algorithm among the ones that are applied for the classification task.

3.2.4. K Nearest Neighbour (k-NN)

This is a supervised algorithm that finds similar items that exist in the closest proximity based on the feature similarity. Feature similarities are calculated using Euclidian, Manhattan, and Cosine distance functions [36]. The use of k-NN is for finding the most similar image from the cluster database to the new items.

3.2.5. Evaluation Metrics

I. Classification:

- Classification accuracy (CA) is the proportion of correctly classified instances.

\[
\text{Classification Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{3}
\]

where, \(TP = \text{True Positives}, TN = \text{True Negatives}, FP = \text{False Positives}, \) and \(FN = \text{False Negatives}.\)

- Confusion Matrix: It is used to represent the output of a classification model in a matrix format, where the rows represent the number of instances with a certain predicted label and the columns represent the number of instances with a certain correct label. A sample confusion matrix is shown in Figure 4.

- Precision: It measures the proportion of positively classified instances that are actually positive.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{4}
\]

- Recall: It measures the proportion of positive instances that are actually predicted as positive.

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{5}
\]

- \(F1\) score: It is the harmonic mean of precision and recall. It provides a balance between \(\text{Precision}\) and \(\text{Recall}.\)

\[
F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{6}
\]

- ROC curve: ROC curve is the measure for evaluating the quality of the classifier by plotting FPR along the X axis and the TPR along the Y axis [36].

- AUC (Area Under the Curve): It measures the aggregated area under the ROC curve, and it comparatively evaluates the performances of different classification models. AUC threshold values range from (0, 0) to (1, 1), as represented in Figure 5. The value of AUC ranges from 0 to 1. The higher the value, the better the classification performance of the model.
II. Forecasting:

• MAE (Mean Absolute Error) is the metric used for evaluating the forecast model performance.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \tag{7}
\]

where, \(A_t = \text{actual sales at time } t\), \(F_t = \text{forecasted sales at time } t\).

• RMSE (root mean square error): It is the square root of MSE. It has the same unit as the target variable. MSE (Mean Squared Error) is a commonly used metric that measures the average squared difference between the target variable’s predicted value and its actual value

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \tag{8}
\]

3.3. Data Preparation

This section explains the steps involved in the preparation of data for the modelling. This includes pre-processing product sales data, which has numerical and image data attributes.

The data used in this study were collected from a European fashion retail company for a span of two years (2015, 2016), which consists of sales information of 290 items. The data attributes of these items are explained in Table 1. These data are characterised by numerical features and images (which are in pixels). It is vital to convert these images into vector form for mathematical modelling.

Table 1. Data attributes.

<table>
<thead>
<tr>
<th>Data Attributes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item No</td>
<td>Unique id</td>
</tr>
<tr>
<td>Image</td>
<td>360 × 540 × 3 pixels</td>
</tr>
<tr>
<td>Quantity Sold</td>
<td>Amount of the items sold</td>
</tr>
<tr>
<td>Time</td>
<td>weeks</td>
</tr>
</tbody>
</table>
To accomplish data pre-processing, data normalisation was performed, which was essential to transform the data into a structured form that can be used for modelling. Hence, data pre-processing was carried out in two steps. First, a new feature was created using historical sales information of the product and secondly, image features were extracted using Inception V3, explained in Section 3.2, using image data, and the steps are illustrated in Figure 6.

**Figure 6.** Data pre-processing.

### 3.3.1. Numerical Data

Numerical data have attributes Item no., Time, and Quantity sold in Table 1. Quantity was aggregated weekly per item to create a new feature termed Sales Profile, and the step was repeated for each item using Equation (4), and a sample of the profile of an item is shown in Figure 7.

\[
Sales \ profile \ of \ an \ item \ I_i = \frac{Quantity \ of \ item \ I_i \ sold \ in \ a \ week \times Total \ Quantity \ of \ item \ I_i \ sold \ in \ a \ year \ (52 \ weeks)}{52}
\]  

\(9\)

### 3.3.2. Image Data

Image features were extracted using a pre-trained deep learning CNN inception V3 model, as explained in Section 3.2. Input images have a dimension of 360 × 540 × 3 at the pixel level. A feature vector of 2048 length was obtained using the CNN model, representing the feature of an image.
3.3.2. Image Data

Image features were extracted using a pre-trained deep learning CNN Inception V3 model, as explained in Section 3.2. Input images have a dimension of 360 × 540 × 3 at the pixel level. A feature vector of 2048 length was obtained using the CNN model, representing the feature of an image.

3.4. Modelling

This section explains the methodology used for modelling the sales data.

3.4.1. Clustering Sales Profile

Clustering was performed on the sales profile produced in Section 3.3. As a result, we computed Silhouette scores for each number of clusters to determine the optimum number of clusters in a dataset. The highest Silhouette score from Table 2, that is, 0.994, corresponded with the two clusters; therefore we chose two clusters of products’ sales profiles while performing k-means clustering. The average sales profile of two clusters C1 and C2 is shown in Figure 8. It can be observed that both the clusters exhibit varying average sales profiles. The average sale for C1 is from week 10 to week 43, and for C2, from week 1 to week 45. The obtained clusters are used as labels for the classification task discussed in the next section.

Table 2. Silhouette Scores.

<table>
<thead>
<tr>
<th>K</th>
<th>Silhouette Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.994</td>
</tr>
<tr>
<td>3</td>
<td>0.600</td>
</tr>
<tr>
<td>4</td>
<td>0.435</td>
</tr>
<tr>
<td>5</td>
<td>0.227</td>
</tr>
<tr>
<td>6</td>
<td>0.210</td>
</tr>
<tr>
<td>7</td>
<td>0.236</td>
</tr>
<tr>
<td>8</td>
<td>0.111</td>
</tr>
<tr>
<td>9</td>
<td>0.131</td>
</tr>
<tr>
<td>10</td>
<td>0.120</td>
</tr>
</tbody>
</table>

3.4.2. Cluster Classification Model

The pre-processed image data from Section 3.3.2 were labelled with clusters C1 and C2 as a target. These labelled data were used for training the classifier with image features as input and cluster labels as output. For this, data were divided into training and test data in the proportion of 90:10, as shown in Figure 9. As a result, training was done on 261 items, and the model was evaluated on 29 test items. Machine learning models SVM, RF, Naïve Bayes, and NN were used with their default training parameters for training the classifiers.
3.4.2. Cluster Classification Model

The pre-processed image data from Section 3.3.2 were labelled with clusters $C_1$ and $C_2$ as a target. These labelled data were used for training the classifier with image features as input and cluster labels as output. For this, data were divided into training and test data in the proportion of 90:10, as shown in Figure 9. As a result, training was done on 261 items, and the model was evaluated on 29 test items. Machine learning models SVM, RF, Naïve Bayes, and NN were used with their default training parameters for training the classifiers.

4. Experimental Results

This section presents the results of the cluster classification models discussed in Section 3.4. Section 4.1 summarises the comparative results of four classification models used to train the classifier. Further, Section 4.2 evaluates the forecast performance of test items with their actual sales.

4.1. Classification Model Performance

Classification models are used to train the classifier in Section 3.4, namely SVM, RF, NN, and NB. Applied classification models are evaluated on the test data, which contain 21 items using the metrics explained in Section 3.2. Results are shown in Table 3, which depicts that the classification model’s performance, Neural network (NN), has outperformed the other three models with the classification accuracy of 72.4% and AUC of 71.6%. However, the performance of the SVM and Random Forest are more than 65%, which is acceptable. While as, Naïve Bayes exhibited the most inferior performance overall. Therefore, we find that NN showed the best classification performance.

---

**Figure 8.** Average sales profile of clusters.

**Figure 9.** Classification model.
Table 3. Results.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>CA</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.621</td>
<td>0.690</td>
<td>0.630</td>
<td>0.683</td>
<td>0.689</td>
</tr>
<tr>
<td>RF</td>
<td>0.526</td>
<td>0.655</td>
<td>0.570</td>
<td>0.609</td>
<td>0.655</td>
</tr>
<tr>
<td>NN</td>
<td>0.716</td>
<td>0.724</td>
<td>0.716</td>
<td>0.714</td>
<td>0.724</td>
</tr>
<tr>
<td>NB</td>
<td>0.626</td>
<td>0.517</td>
<td>0.528</td>
<td>0.583</td>
<td>0.517</td>
</tr>
</tbody>
</table>

A confusion matrix was created for all four classification models, as shown in Figure 10, for examining the corrected classified items with the actual data. The test dataset consists of 29 items, of which 10 items go to C1, and 19 items go to C2. Items in C1 were poorly classified by SVM and RF, whereas NN and NB correctly classified 50%. Items in C2 were poorly classified by NB, while approximately 80% were classified correctly by SVM, RF, and NN. Further, ROC curves, as shown in Figures 11 and 12, for each target class label, that is, C1 and C2, were plotted for all models to demonstrate the classification models’ results. It could be observed that NN has a better curve for both the clusters. Overall, NN shows a better prediction for both the clusters. Hence, based on the results, the NN model is the best model for this classification task, and the results of the test items in both the clusters will be assessed for forecast performance evaluation.

Figure 10. Confusion matrix.
Figure 11. ROC curve of classification models for Cluster 1.

Figure 12. ROC curve of classification models for Cluster 2.
4.2. Forecast Performance Evaluation

The cluster classification model developed in Section 3.4 was trained to classify the new product based on their image and assign the cluster group. Hence, we have two cluster databases, namely $C_1$ and $C_2$. Once a new item is assigned to a cluster, it is then matched with other images in the same cluster using Cosine distance similarity. The identified closest image using the k-NN is then used to predict the sales profile of a new item. Complete system integration is presented in Figure 1, and the sample prediction result is presented in Figure 13.

![Figure 13. Sample sales profile forecast of Test item.](image)

Considering correctly classified items of the NN model, we have five items in $C_1$ and 16 in $C_2$. These items were used for validating the weekly forecast predicted by the model with the actual sales profile of the data. The used metrics were RMSE and MAE, as shown in Table 3. The average RMSE for $C_1$ is 0.0328, and MAE is 0.0168, and for $C_2$, RMSE is 0.0248 and MAE is 0.01631. Results in Table 4 show that the average RMSE and MAE for $C_2$ are better than $C_1$. The reason for this could be the number of training instances, which was more for $C_2$ than $C_1$.

![Table 4. Forecast evaluation.](table)

<table>
<thead>
<tr>
<th>Correctly Classified Items</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item 1</td>
<td>0.0375</td>
<td>0.0156</td>
</tr>
<tr>
<td>Item 2</td>
<td>0.0383</td>
<td>0.0202</td>
</tr>
<tr>
<td>Item 3</td>
<td>0.0245</td>
<td>0.0138</td>
</tr>
<tr>
<td>Item 4</td>
<td>0.0345</td>
<td>0.0193</td>
</tr>
<tr>
<td>Item 5</td>
<td>0.0290</td>
<td>0.0153</td>
</tr>
<tr>
<td>Average</td>
<td>0.0328</td>
<td>0.0169</td>
</tr>
</tbody>
</table>
The predicted sales profiles of correctly classified five items from both clusters are illustrated in Figures 14 and 15. The results clearly show that the model prediction was reasonably accurate as it is closer to the value of actual sales.

The forecast (prediction) of weekly sales given by the model is close to the actual sales, and results using RMSE and MAE have small errors, as shown in Table 4.

<table>
<thead>
<tr>
<th>Correctly Classified Items</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item 1</td>
<td>0.0291</td>
<td>0.0187</td>
</tr>
<tr>
<td>Item 2</td>
<td>0.0296</td>
<td>0.0195</td>
</tr>
<tr>
<td>Item 3</td>
<td>0.0229</td>
<td>0.0168</td>
</tr>
<tr>
<td>Item 4</td>
<td>0.0180</td>
<td>0.0117</td>
</tr>
<tr>
<td>Item 5</td>
<td>0.0205</td>
<td>0.0152</td>
</tr>
<tr>
<td>Item 6</td>
<td>0.0236</td>
<td>0.0168</td>
</tr>
<tr>
<td>Item 7</td>
<td>0.0303</td>
<td>0.0182</td>
</tr>
<tr>
<td>Item 8</td>
<td>0.0216</td>
<td>0.0141</td>
</tr>
<tr>
<td>Item 9</td>
<td>0.0232</td>
<td>0.0155</td>
</tr>
<tr>
<td>Item 10</td>
<td>0.0310</td>
<td>0.0204</td>
</tr>
<tr>
<td>Item 11</td>
<td>0.0229</td>
<td>0.0136</td>
</tr>
<tr>
<td>Item 12</td>
<td>0.0204</td>
<td>0.0131</td>
</tr>
<tr>
<td>Item 13</td>
<td>0.0201</td>
<td>0.0123</td>
</tr>
<tr>
<td>Item 14</td>
<td>0.0340</td>
<td>0.0201</td>
</tr>
<tr>
<td>Item 15</td>
<td>0.0283</td>
<td>0.0186</td>
</tr>
<tr>
<td>Item 16</td>
<td>0.0220</td>
<td>0.0134</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.0248</strong></td>
<td><strong>0.0163</strong></td>
</tr>
</tbody>
</table>

**Figure 14.** Sales profile of five items from C1 (predicted vs. actual).
In the illustrations of five items of $C_1$, as shown in Figure 14, we can see that items 1, 2, 3, and 5 are following the trend of the actual sales with some fluctuations from week 29 to week 37. The sales for the items were predicted before the actual sales, that is, from week 16, and it shows no sales after week 39, so two weeks lag was seen in this case.

Similarly, for items in $C_2$, as shown in Figure 15, especially for item 1, there was no prediction for the week from 4 to 12, after that trend has followed the actual sales with some fluctuations. Whereas for some items, such as items 2 and 3, the prediction was made ahead, and for items 4 and 5, the trend was followed with some variations from the actual sales.

The forecast (prediction) of weekly sales given by the model is close to the actual sales, and results using RMSE and MAE have small errors, as shown in Table 4.

5. Discussion

This paper aimed at proposing a novel sales forecast approach for fashion products using machine learning clustering and classification techniques. Real fashion retail data have been utilised to train the clustering and classification models, and their performances are comparatively measured based on evaluation metrics described in Section 3.2.5. These metrics were also used to interpret the results of each applied machine learning model and based on which the best performing classification model is identified.

Table 3 contains the performance values of the classification models with respect to the evaluation metrics such as AUC, CA, F1 Score, Precision, and Recall. Of all the classification models, it is found that NN showed the best performance given its highest CA value, that is, 0.724. In terms of performance based on AUC, both Figures 11 and 12 illustrate that the ROC curve of NN is close to value 1 for both the classes, that is, $C_1$ and $C_2$. As the next step, the closest match of a new fashion item is found in the Cluster by using the k-NN model. The sales profile of a closely matching fashion item is the forecast of a new item’s sales profile. The accuracy of this forecast is computed using metrics such as MAE and RMSE, which have been explained in Section 3.2.5. Table 4 contains the RMSE and MAE values for each correctly classified item in both the clusters, that is, $C_1$ and $C_2$. The performance metrics of the sales forecast of the new items belonging to $C_2$ show a higher score than for $C_1$. Overall, the model results are promising and demonstrate that the proposed sales forecast model based on clustering and classification models could be effectively used for short-term prediction (weekly sales) of a new fashion clothing item and could enable
the fashion retail industry to manage their inventory replenishment effectively based on demonstrated forecast results.

6. Conclusions

A novel forecasting model was developed to predict the sales profile for a new fashion apparel product using machine learning and deep learning algorithms. This study was conducted on real sales data, which contain historical information on sales with product images. Taking into account forecast model performance, we conclude that this model could be valuable for the fashion clothing industry for managing various supply chain planning tasks. This research demonstrates that images, along with the historical information of an item, can be used for forecasting the sales of a new item in the fashion retailing industry. As this forecasting approach can be sensitive to product images, it is crucial to consider the databases to train it with more images and enhance the classification accuracy. Apart from this, the model performance could be improved by training the image data by using CNN independently instead of transfer learning.

In future work, we can enhance the image database for improving model accuracy. Also, a detailed comparative study could be performed by comparing the model performance with classical forecasting models.
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