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Abstract: The Russian invasion of Ukraine on 24 February 2022 accelerated agricultural commodity prices and raised food insecurities worldwide. Ukraine and Russia are the leading global suppliers of wheat, corn, barley and sunflower oil. For this purpose, we investigated the relationship among these four agricultural commodities and, at the same time, predicted their future performance. The series covers the period from 1 January 1990 to 1 August 2022, based on monthly frequencies. The VAR impulse response function, variance decomposition, Granger Causality Test and vector error correction model were used to analyze relationships between variables. The results indicate that corn prices are an integral part of price changes in wheat, barley and sunflower oil. Wheat prices are also essential but with a weaker influence than that of corn. The additional purpose of this study was to forecast their price changes ten months ahead. The Vector Autoregressive (VAR) and Vector Error Correction (VECM) fan chart estimates an average price decline in corn, wheat, barley and sunflower oil in the range of 10%. From a policy perspective, the findings provide reliable signals for countries exposed to food insecurities and inflationary risk. Recognizing the limitations that predictions maintain, the results provide modest signals for relevant agencies, international regulatory authorities, retailers and low-income countries. Moreover, stakeholders can become informed about their price behavior and the causal relationship they hold with each other.
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1. Introduction

Prices are essential signals for market participants, as they enable the efficient allocation of physical, human and financial resources. Agricultural commodities are no exception, for which supply and demand mechanisms are essential for adjusting excesses. Compared to equity stocks, for which speculation is integral to their price movements, agricultural commodities before the 2000s were partially immune to this phenomenon; afterward, they have been characterized by progressive financialization [1–3]. Economic history has shown that, during crisis periods, agricultural commodities can be prone to speculative elements. Despite this fact, the global supply of agricultural commodities is concentrated in a few countries where Russia and Ukraine hold dominant positions. The International Grains Council declared that the exports of these two countries account for almost 32% of the world’s supplies of barley and wheat [4]. However, on 24 February 2022, Russia launched a full-scale invasion of Ukraine with devastating consequences for human life, the economy and infrastructure. This is considered the most prominent military conflict since the end of the Second World War. The United Nations High Commissioner for Human Rights confirmed that, due to this war, until 22 August 2022, 5587 people were killed, with 38 children among them [5]. In response, Western countries imposed sanctions on the Russian Federation, blocking access to capital markets and limiting their export capacities [6,7]. These sanctions, together with the inability of Ukraine to export through its...
main ports, further accelerated agricultural prices. In this context, Ihle et al. [8] documented the Russian invasion of Ukraine through a concordance index that includes 15 key global commodities. The results indicate that, due to this conflict, international trade commodities prices have shown stronger synchronization. On the other hand, Svanidze et al. [9] investigated the price effects of the 2010 Russian wheat export ban. They concluded that wheat world prices skyrocketed due to export restrictions, and price transmission was evident for other agricultural commodities as well. Considering the period from 1990 to 2022, we can conclude that corn is an integral element of wheat, barley and sunflower oil prices. On the other hand, corn prices tend to move independently of the effects of wheat, barley and sunflower oil prices.

Presently, both countries are the leading suppliers of food commodities and are considered the ‘global breadbasket. The World Food and Agriculture Organization has recorded an unprecedented rise in the Food Price Index (FPI) during this period of over 17.1% [10]. Insufficient food, poverty and malnutrition are still unresolved issues for many low-income countries. Due to the Ukraine conflict, an additional 10 million people worldwide are expected to fall into poverty, including 4 million children [11]. This conflict came at tough times for the world economy, when nation-states were still coping with the consequences of the COVID-19 pandemic [12–14]. The world economic outlook seems gloomy, and many countries simultaneously face high inflation and negative growth. The contraction of economic activity diminishes the government’s budgetary capacity while enforcing constraints on safety nets [15]. The countries of the Middle East and North Africa, due to their heavy dependence on agricultural imports from Russia and Ukraine, are widely exposed to this conflict. Russia and Ukraine are key players in the global supply of corn, wheat, barley and sunflower oil [16]. These agricultural commodities were chosen because their market prices have experienced unprecedented developments recently. For this purpose, this work investigates the relationship between these commodities and predicts their future price changes. The results reveal that wheat and corn influence barley and sunflower oil market prices. Regarding the forecasts, estimations highlight a possible decline in the market prices of these four agricultural commodities. The supply and demand mechanism moves prices toward equilibrium and adjusts market excesses. The outbreak of the COVID-19 pandemic gave a boost to the prices of agricultural products, and the Russia–Ukraine war took them to another level. For this purpose, we chose four agricultural products that derive precisely from this conflict. Therefore, this work is part of the theoretical contributions emphasizing the significance of unexpected shocks and their influence on price changes. Moreover, the results document from a historical perspective how these four critical agricultural products for Ukraine and Russia have influenced each other.

The price instability of crops is vital for starvation, poverty and global malnutrition. Low-income families allocate a significant part of their budget to food consumption, for whom high prices constrain their spending capacity. An additional concern for policymakers is that unstable agricultural commodity prices are directly transmitted into inflation. Extensive literature supports the claim that high agricultural prices are quickly integrated into the consumer price index [17–19]. The outbreak of COVID-19, in addition to disrupting supply chains, limited the movement of workers in the agriculture sector. Adding stringency measures imposed by nation-states [20], the global food prospect deteriorates. Peersman’s [21] work highlights that almost 30% of inflationary pressures in the Euro area can be explained by harvest shocks during COVID-19. The inflation shown in the eurozone after the financial meltdown of 2008/09 might also be attributed to harvest shocks and weather conditions [22,23]. Additional spikes in global agricultural commodity prices characterized the Greek debt crisis of 2011/12. During this period, agricultural prices jumped by 30%, mainly due to substantial contraction in global supply [24]. Minor price changes in agricultural commodities in low-income countries send millions into poverty. To this end, uninterrupted supply chains and their unrestricted movements remain critical issues for food security. Due to the occupation of Black Sea ports by Russian military forces, Ukraine could lose half of its agricultural exports [25]. This problem was exacerbated when
countries such as Argentina, Serbia, China and India placed quotas on their agricultural exports. A recent study by Just and Echaust [26] investigated spillover effects carried by the primary agricultural commodities exported by Ukraine and Russia. The authors considered wheat, maize and barley the primary transmitters of high spikes in the FPI. Ultimately, agricultural exports are limited in a few countries, and the rest of the world depends on their disposition.

Based on the circumstances created by the Russia-Ukraine war, our work analyzes the influence that wheat, corn, barley and sunflower oil maintain on each other. Based on a monthly series, we also predict their price changes over the next ten months. To obtain the intended results, an unrestricted VAR, Granger Causality Test and VECM were employed. The relevance of this study arises when Russia and Ukraine are considered the primary worldwide suppliers of these commodities. While this article is being written, the war in Ukraine is ongoing, and food prices are constantly accelerating. These two countries are chosen because one is partially under occupation, and the second is subject to international sanctions. This fact could make the global supply of wheat, corn, barley and sunflower oil carry enormous uncertainties. Nevertheless, the results provide a reasonable indication for nation-states and their government authorities that are heavily reliant on Russian and Ukrainian imports. From a practical perspective, retail brokers are informed about these agricultural products’ effects on one another. The importance grows with the fact that corn, wheat, barley and sunflower oil are treated as the primary source of food production and food prices. The practical implications of this research are twofold. First, countries facing food security issues must address the problem of agricultural commodities in the context of the events. Second, state authorities should not separate forecasts from agricultural products’ influences on each other. To our best knowledge, this is the first study that has investigated this issue considering the circumstances generated by the war in Ukraine. Considering the complexity of this conflict and its importance for the European economy and beyond, we raise the following questions.

RQ1: What is the causal effect among wheat, corn, barley and sunflower oil from January 1990 to July 2022?

RQ2: What will be the performance of these four agricultural commodities in the ten months ahead?

The rest of this article is structured as follows. A literature review is presented in Section 2, and Section 3 presents the methods used. The results are presented in Section 4, and concluding remarks and policy implications are placed in Section 5.

2. Literature Review

Researchers, media and regulatory bodies have widely commented on the factors influencing the price formation of agricultural products. Most of the literature in this field addresses the influence of oil prices, financial market volatility and artificial fertilizers on crops. The work by Mišceka et al. [27] considered that agricultural prices are profoundly affected by the online activities of traders. An additional explanation stands on the fact that they are easily substitutable products and share identical production costs [28]. The Russian invasion of Ukraine created numerous uncertainties in global trade and deteriorated international supply. Presently, Russia and Ukraine are significant players in international trade, affecting food supply chains and global nutrition [29]. According to Prohorovs [30], this conflict will heavily influence the European continent while reshaping the global economy. As a result of export restrictions and sanctions imposed on Russia, commodity prices spiked high. As part of China's Belt Road Initiative, Russia represented a trade “gateway” with EU member states. However, this “gate” is now partly closed, resulting in the disruption of free trade and increasing food and energy insecurity for the entire continent [31]. Since the outbreak of this conflict, agricultural commodities have been characterized by permanent uncertainties due to supply shocks. In the meantime, it is vital to emphasize that agricultural commodity prices are prone to seasonal patterns. Their market prices tend to increase during the winter period while falling during summer and autumn. The
work by Dodd et al. [32] pointed out that export-oriented countries and their geopolitical influence fundamentally drive the market prices of agricultural commodities. According to Siqueira et al. [33], agricultural commodities are less volatile than stocks and other financial securities. Despite this, the authors declared that there is a strong association between the commodities market and stock exchanges. The market prices of agricultural commodities rely on the production capacities and cultivation of agricultural crops [34]. This ultimately also occurs during economic crises and armed conflicts. This situation will increase corn’s market prices by 4.6% and those of wheat by 7.2% [35]. Moreover, many countries today are facing a lack of food storage and budget cuts, which might accelerate further food prices. For global agricultural commodity markets, the outbreak of the Russian–Ukrainian conflict meant a further price rise. This was due to the limitation of Ukraine’s export capacity, labor shortage, limited access to critical agricultural fertilizers and uncertainty regarding spring planting and the winter harvest [16]. These causes were the essential drivers for buying pressure in the agricultural market at the country and individual level, which pushed up commodity prices; food prices rose in line with them. In the Euro area, in the ten months from 12/2021 to 09/2022, the increase in food prices amounted to 12% [36].

Ukraine and Russia are among the leading exporters of agricultural commodities worldwide. At the same time, both are leading worldwide exports of wheat, barley, corn and sunflower oil [10]. The Russian invasion of Ukraine generated an imbalance in international trade, in which Latin American countries were the most prominent beneficiaries [37]. As a result of the conflict, agricultural commodities became the central element of inflationary pressures and market instabilities in the rest of the world [26]. The advantages of Ukraine in cultivating food commodities are favorable climate conditions and cheap labor. Russia, on the other hand, has constantly faced unfavorable climatic conditions but has managed to achieve excessive yields. According to Gordeev et al. [38], the diversity of artificial fertilizers has positively affected Russian agricultural production. Farm productivity in Ukraine and Russia significantly declined between 1991 and 1999, causing global commodity prices to rise [39]. These countries and the entire Eastern Bloc were experiencing structural reforms, one of which was in the agricultural sector. Embracing the free market principles in the early 1990s made these countries face global competition. The agricultural industry was not seen with interest due to low prices and outdated technology. The parcelization of land and the problems of ownership transfers were additional obstacles that hindered the development of this sector. Recently, Svanidze and Duric [40] stated that Russian and Ukrainian food exports to Europe, Asia and North Africa are causing food insecurity and inflationary pressures. Wheat, on the other hand, is the most important crop, as it tends to derive the prices of other agricultural commodities. The Russian Federation is the largest global wheat exporter, with 35 million tons annually [41]. The main exports of Russian wheat are to Egypt (3.23 billion USD), Turkey (1.66 billion USD), Nigeria (556 million USD), Bangladesh (409 million USD) and Pakistan (394 million USD) [42]. These countries endanger food security not only from the accelerated prices but also from a lack of food storage. In the past, grain exports from Russia have been exposed to enormous price uncertainties and volume restrictions. In 2010, due to droughts and a lack of rainfall, Russia limited agricultural exports, causing a global disaster [43]. At that time, food commodity prices experienced double-digit growth, and supply chains were blocked. To address this issue, Zyukin et al. [44] suggested increasing the capacities of Russian ports through the Azov Sea and the Black Sea. On the other hand, Vasylieva [45] considered that, to increase export volume, Ukraine should improve logistics routes and initiate structural reforms in the agricultural sector. The production potential of Ukrainian farmland has been dangerously exhausted mainly due to excessive usage and humus content [46]. Russia, as the second largest producer of barley, tends to export primarily to Saudi Arabia (514 million USD), Jordan (75.6 million USD), Turkey (70.7 million USD), Tunisia (49.5 million USD) and Libya (37.3 million USD). On the other side, Ukraine was the fourth global supplier of barley in 2020, with exports in the range of 883 million USD worldwide [42]. Ukraine’s barley exports are generally oriented to China (470 million USD) and Israel (27.3 million USD).
Ajanovic’s [47] work focused on the boom in agricultural commodity prices after 2006. He explained how biofuels have linked the fuel and agricultural markets, sparking a new era in commodity prices. Biofuel policy and corn markets were vital drivers of the sharp increase in food commodity prices. Furthermore, Kapustová et al. [48] showed a strong dependence between biofuel prices and corn, wheat and soybean oil prices. The consequence is an increase in the price level of food depending on the rise in biofuel prices. The aforementioned functional connection between prices in the biofuel market and the prices of agricultural commodities, or, respectively, food, has been confirmed by several authors. Persson [49] presented an overview of 121 studies using different methods to analyze the relationship between biofuel demand and agricultural commodity prices. He described the so-called wave effects that the increased demand for corn as a source for ethanol production has on the prices of other farm commodities. Less definitive conclusions were reached by Khanna et al. [50], who showed that the expansion of biofuels contributed to an initial increase in agricultural commodity prices; however, these effects dissipated over time. The reason was the increase in the productivity of crops and a change in their cultivation methods.

The demand shock initiated by the COVID-19 pandemic caused a deep recession, with the agricultural market less affected than other markets due to the relatively low demand elasticity [51]. The work by Vercammen [52] during COVID-19 indicates that wheat futures options prices are followed by an enormous increase in price volatility. The threat of the escalation of export restrictions could significantly multiply the demand shock and increase the world prices of agricultural commodities or foods in the order of units to tens of percent [53]. In the case of rising food prices, this was partially fulfilled—mainly, integrated markets were hit, and segmented markets were affected to a significantly lesser extent. The food price response is mediated by reduced mobility and is moderated by markets’ reliance on trade before the outbreak of COVID-19 [54]. In Asian countries, corn is mainly considered a primary agricultural commodity due to the local climate. These countries often cannot cover their consumption with domestic production, so they rely on imports. Russia is the 12th largest corn exporter worldwide, and its largest importers are Turkey (116 million USD), Vietnam (89.9 million USD), South Korea (47.4 million USD), China (26.1 million USD) and Libya (17.1 million USD) [42]. According to Nechaev et al. [55], it should focus on hybrid production to increase its corn exports. Conversely, Ukraine is the world’s fourth largest supplier of corn. Moreover, Ukraine concentrates a significant part of its export to the Netherlands (with 513 million USD) and Spain (with 460 million USD). Ukraine does not use corn as an alternative energy source but only for consumption and export. Global corn exports influence development and uncertainties generated on the oil market [56]. The frequent world price uncertainties of corn significantly affect the prices of wheat, barley and sunflower oil. For this purpose, Grabovskyi et al. [57] recommended using corn as an alternative source of biofuel. This action is environmentally friendly and can possibly lower the correlation between corn and oil prices. The effective production of sunflower oil can also be used as a biofuel, dampening the interconnectedness with oil prices [58]. In the meantime, Russia and Ukraine are considered the world’s critical exporters of sunflower oil. The main Russian exports of sunflower oil are to China (540 million USD), Turkey (462 million USD), India (334 million USD), Egypt (143 million USD) and Sudan (58.3 million USD). Due to the embargo imposed on Russia, all these countries are at inflationary risk due to the lack of international supply. The importance of this article for literature and policymakers is twofold. First, it derives from the context of the war in Ukraine and its effects on global food security. Second, corn, wheat, barley and sunflower oil are considered the main components of food processing. From a practical point of view, it is also essential to understand how these four agricultural products are priced based on one another. Additionally, the series of our variables turn back 30 years, which captures their dynamic movements from a long-run historical perspective. Recognizing the importance of these four agricultural commodities for global food security, this is the first empirical work to analyze this concern in the context of the Russia–Ukraine war.
However, to generate a more comprehensive approach, other scholars may include shocks such as COVID-19, climate change, exchange rates, transportation costs and wars. This study is mainly motivated by two shocks that accelerated the prices of agricultural commodities. First, the period of the COVID-19 pandemic, which limited people’s movements, slowed down world trade and the migration of workers. Second, the Russian invasion of Ukraine further raised food insecurity issues and impeded global inflation. Changes in oil prices and the exchange rates of hard currencies (such as the US dollar and the euro) directly affect the prices of agricultural commodities. This is because oil prices are an integral part of agricultural sector costs. In this context, shocks (positive or negative) affect production costs and, therefore, market prices. On the other hand, exchange rate stability is vital for international trade and inflationary issues. To this end, other scholars could achieve more comprehensive results if these variables are part of their analysis. However, the reason why the present study has yet to include these two variables is mainly due to the fact that VAR and VECM models tend to perform better when no more than four variables are in the system, and we intended explicitly to focus on the interplay between agricultural commodities.

3. Methodology

This section is divided into two parts: Section 3.1 describes data collection and processing, and Section 3.2 describes the methods used.

3.1. Data

This article tends to predict price changes in the World Corn Price (WPC), World Price of Barley (WPB), World Wheat Price (WPW) and World Sunflower Oil Prices (WPSF) for the ten months ahead. The techniques used to generate the estimated forecasts were the VAR (1) fanchart and VECM fanchart. The identical models were applied to measure the causal relationships among variables from 1 January 1990 to 1 July 2022. The data were collected from the St. Louis FED database [59] based on monthly series. Moreover, each is presented in the same measurement unit, such as US dollars per metric ton. The individual prices indicate a representative global benchmark of the four selected agricultural commodities. The market prices are determined using worldwide exporters regularly traded on exchanges. Further, the frequencies are based on average monthly prices denominated in nominal US dollars. Moreover, each variable contains 391 observations and is analyzed in the identical currency. The food commodities that were selected for analysis are WPC, WPB, WPW and WPSF. WPC stands for the world price of corn, WPB stands for the world price of barley, WPW stands for the world price of wheat, and WPSF stands for the world price of sunflower oil. The Russian invasion of Ukraine on 24 February 2022, accelerated the prices of major food commodities. From 24 February 2022 to 1 May 2022, sunflower oil prices increased by 36.5%, wheat prices increased by 27%, corn prices increased by 17.8%, and barley prices increased by only 3.2%. Moreover, Ukraine and Russia are two of the primary world producers of wheat, corn, barley and sunflower oil.

Figure 1 presents the market prices of wheat, corn, barley and sunflower oil from 1 January 1990 to 1 July 2022, covering monthly frequencies. The series tend to have an upward trend, and their prices move in an almost identical pattern. Because our series date from the early 1990s, they carry two significant shocks necessary for worldwide food security. From 1 January 1995 to 1 January 1996, corn prices increased by 47%, wheat prices increased by 27%, barley prices increased by 45%, and sunflower oil prices dropped by 13%. The inflation in food commodities during this period was mainly linked to weather conditions and labor shortages in the agricultural sector [60]. From 1990 to 1995, former communist countries, considered the major world suppliers of agricultural commodities, were conducting structural reforms in the economy. Among those reforms was the farm sector, where productivity dropped dramatically due to free market initiatives in the early 1990s. Other spikes were related to the global financial crisis of 2008/09, when the prices of these four commodities almost tripled. The financial meltdown in this period and the
devastating effects on the financial system were quickly transferred to the real economy. The recession of that time spilled over to the global economy mainly due to globalization and the interconnected world financial system. Agricultural products generally contain inelastic demand, as their prices do not vary with business cycles. Global demand surged in 2008 while production declined, causing prices to spike. Three years later, in 2011, wheat, corn, barley and sunflower oil prices experienced an additional shock. This period corresponds to the Greek debt crisis of 2011/12, which placed the European financial system in cardiac arrest. Recently, the prices of these four crops began to accelerate again with the outbreak of the COVID-19 pandemic. Since then, prices have constantly been rising, and the war in Ukraine has given them an additional boost. To examine the shocks more accurately, isolating the frequencies into two diverse time periods might allow for an in-depth investigation. Analyzing the series from the beginning of the 1990s to the end of 2000 would provide more realistic results. This period corresponds with structural reforms in Eastern European countries.

![Figure 1. Market prices of WPC, WPW, WPB and WPSF from 1 January 1990 to 1 July 2022.](image)

**Note:** Plots are constructed based on 391 observations and stand on monthly observations. The R studio program was used for data processing and visualization. The monthly series were obtained from St. Louis FED [59], indicating raw data. The figures were constructed using R studio’s “tidyverse” and “ggplot2” packages. WPW stands for the World Price of Wheat, WPB stands for the World Price of Barley, WPC stands for the World Price of Corn, and the World Price of Sunflower Oil holds the acronym WPSF.

Table 1 contains descriptive statistics of WPC, WPB, WPW and WPSF based on raw data from 1 January 1990 to 1 July 2022. This table presents the number of observations (n), mean, median, standard deviation (Std), skewness (skew), kurtosis, minimum (Min) and maximum (Max). The variables in the system possess a total of 391 observations covering the entire period. These agricultural products reach their maximum price only three months after the outbreak of the war in Ukraine. The minimum one relates to the 1990s period when the disintegration of the former Soviet Union started. Sunflower oil prices are, on average, 6.1 times higher than those of corn, 5.8 times higher than those of wheat and 7.6 times higher than those of barley. Moreover, the volatility (Std) is almost 6.4 times higher than those of corn and wheat and 8.5 times higher than that of barley.
The standard deviation is directly linked to its high prices, for which small unit changes produce significant uncertainties. Regarding the series distribution, the data are positively skewed or leptokurtic. The kurtosis of our dataset is below three, which indicates lighter tails. Figure A1 in the Appendix A suggests the correlation matrix and data distribution via boxplots. Based on the correlation matrix, the series has a strong positive correlation above 0.73. The strongest positive correlation appears between wheat and barley (0.90), followed by that between wheat and corn (0.89) and that between wheat and sunflower oil (0.77).

Table 1. Summary statistics of WPW, WPB, WPC and WPSF based on raw data.

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>Mean</th>
<th>Median</th>
<th>Std</th>
<th>Skew</th>
<th>Kurtosis</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>WPC</td>
<td>391</td>
<td>155.1</td>
<td>147.2</td>
<td>64.9</td>
<td>1.15</td>
<td>0.47</td>
<td>75.1</td>
<td>348</td>
</tr>
<tr>
<td>WPW</td>
<td>391</td>
<td>178.5</td>
<td>161.2</td>
<td>65.8</td>
<td>1.18</td>
<td>1.17</td>
<td>88.5</td>
<td>444</td>
</tr>
<tr>
<td>WPB</td>
<td>391</td>
<td>120.9</td>
<td>102.8</td>
<td>49.5</td>
<td>1.32</td>
<td>0.73</td>
<td>60.8</td>
<td>262</td>
</tr>
<tr>
<td>WPSF</td>
<td>391</td>
<td>909.3</td>
<td>756.9</td>
<td>420.5</td>
<td>1.28</td>
<td>1.55</td>
<td>332.5</td>
<td>2204</td>
</tr>
</tbody>
</table>

Note: This table reports summary statistics of the four agricultural commodities based on monthly observations. The table indicates the minimum (Min), maximum (Max), median, standard deviation (Std), skewness (Skew), kurtosis and the number of observations (n). The results were obtained in R studio using the “tsseries” and “lessR” packages. However, the sample covers the entire period from 1 January 1990 to 1 August 2022.

3.2. Methods Used

The VAR is a multivariate time series model in which variables are affected by their lags and lags of other variables in the system. The VAR model is widely used in analyzing monetary shocks, fiscal policies and crisis periods [61]. The VAR stands for a system of equations in which series are a function of their past lags and lags of other series in the model. The unrestricted VAR treats all variables as endogenous and does not place any restrictions on their relations [62]. Moreover, the VAR model requires following several statistical steps, which allow for completing an accurate process. To test the series for unit roots are used the Augmented Dickey–Fuller Test (ADF), Phillip–Peron Test (PP), and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) Test. Second, the series are tested for their normality, serial correlation and structural breaks. In R studio, these tests are performed using the functions adf. test(), pp. test() and kpss. test(). The adf. test() and pp. test() require that the data maintain a p-value lower than a 5% significance level, and the kpss.test() requires it to be higher than 5%. The argument that usually arises in implementing VAR is whether level or differentiated data should be used. This largely depends on the nature of the series, for which agricultural commodities at the level frequently do not pass the unit root tests, including the ADF [63], PP [64] and KPSS [65] tests. In the case of the ADF and PP tests, they use a 1% significance level, and the KPSS test uses a 10% significance level. The VAR model is usually determined using the system’s optimal number of lags (p). The following equation represents VAR with four variables and one autoregressive lag.

\[ y_t = a_1 + a_{11}y_{t-1} + a_{12}x_{t-1} + a_{13}z_{t-1} + a_{14}b_{t-1} + u_t \] (1)

\[ x_t = a_2 + a_{21}y_{t-1} + a_{22}x_{t-1} + a_{23}z_{t-1} + a_{24}b_{t-1} + v_t \] (2)

\[ z_t = a_3 + a_{31}y_{t-1} + a_{32}x_{t-1} + a_{33}z_{t-1} + a_{34}b_{t-1} + l_t \] (3)

\[ b_t = a_4 + a_{41}y_{t-1} + a_{42}x_{t-1} + a_{43}z_{t-1} + a_{44}b_{t-1} + e_t \] (4)

\( u_t, v_t, l_t \) and \( e_t \) indicate the shocks (impulses) in which each equation in the system is estimated through Ordinary Least Squares (OLS). \( y_t, x_t, z_t \) and \( b_t \) represent the orders of the variables, which, in this case, are four. \( y_t \) stands for WPW, WPB is represented by \( x_t \). WPC indicates \( z_t \), and WPSF by \( b_t \). The autoregressive lags (p) are denoted by \( y_{t-1}, x_{t-1}, z_{t-1} \),
z_{t-1} and b_{t-1}. Moreover, all variables are endogenous, and no exogenous variables exist in the system. The same formula can also take the matrix form, as shown below.

\[
\begin{bmatrix}
y_t \\
x_t \\
z_t \\
b_t
\end{bmatrix} =
\begin{bmatrix}
a_1 \\
a_2 \\
a_3 \\
a_4
\end{bmatrix}
+ \begin{bmatrix}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{bmatrix}
\begin{bmatrix}
y_{t-1} \\
x_{t-1} \\
z_{t-1} \\
b_{t-1}
\end{bmatrix} + \begin{bmatrix}
u_t \\
v_t \\
v_t \\
v_t
\end{bmatrix}
\]

(5)

In the VAR model, each equation performs independently based on the optimal number of lags. After the first differencing, the series emerge from having applied VAR (I). Therefore, determining the number of lags during VAR construction is very important. The number of lags can be performed through the following information criteria: the Akaike Information Criterion (AIC), the Hannan-Quin (HQ) criterion, the Schwarz (SC) criterion and the Akaike Final Prediction Error (FPE). In R studio, information criteria are executed with the “vars” package and the function “optimal_lag$selection”. The VAR results are more clearly visualized through the impulse response function (IRF) and variance decomposition (FEVD). The outcome from IRF and FEVD depends mainly on the number of lags and the order of variables. The model is widely used by international financial institutions such as the International Monetary Fund (IMF), the World Bank, and national central banks for forecasting. In R studio, estimated forecasts are generally conducted with the “vars” package and the “VAR fanchart” function.

An important statistical technique that identifies long-run relationships is the Johansen cointegration test. The cointegration is formed when two or more variables in the model maintain a long-run association [66]. The mathematical representation of the Johansen cointegration model is as follows.

\[
s_v = A_1 s_{v-1} + e_v
\]

(6)

where:

\[
\Delta s_v = A_1 s_{v-1} - s_{v-1} + e_v
\]

(7)

\[
= (A_1 - I)s_{v-1} + e_v
\]

(8)

The vectors within each independent equation are denominated with s_v and e_v, and A_1 stands for the eigenvalue and trace decomposition matrix. If four variables in the system exist, we can have a maximum of four independent vectors. The ranking of sequential tests can take the form 0, 1, 2, 3, 4, ..., n, considering the number of inputs in the system. A zero ranking reports no cointegration, one vector indicates one cointegration in the system, etc. The Johansen cointegration test is regularly executed through trace statistics and the maximal eigenvalue. The tests in R studio were employed through the “urca” package and the “ca. jo” functions. As in the VAR model, in the Johansen test, determining the optimal number of lags is important as well. Cointegration among variables is very important in implementing the VECM. Therefore, the essential criterion is that the variables must maintain a long-term association to perform the VECM.

The VECM is suitable when there is at least one cointegration exists in the system. As with unrestricted VAR, in the Johansen test, defining the number of lags for the VECM is vital. In R studio, the VECM is implemented through the “vars” package and the “vecm” function. Additionally, we used VECM to forecast the performance of the four agricultural commodities in the next ten months. The forecast function in R studio is named “predict”, and the estimations are generated via the “VECM fanchart”.

4. Results

This section reports the results, in which 4.1 indicates unrestricted VAR, 4.2 indicates the Granger Causality tests, 4.3 indicates the VECM together with the Johansen tests, and 4.4 indicates the estimated forecasts.
4.1. VAR Estimated Results

In this part, we analyze the relationships among the four agricultural commodities and predict their performance ten months ahead. This section presents the results of the unrestricted VAR (1) model with one autoregressive lag. Figure A1 in the Appendix A shows the stability of the VAR (1) model through structural breaks. The results in the figure confirm that residuals stand within the 95% confidence band, which indicates a stable model. Moreover, three other additional diagnostic tests were performed, such as serial correlation (arch effect), heteroscedasticity, and normality tests. The series pass the serial correlation and arch effect but not the normality test. The optimal number of lags is determined through information criteria such as AIC = 1, HQ = 1, SC = 1 and FPE = 2. We chose one autoregressive lag (L1) because this is the number that is most repeated in four types of information criteria (AIC, HQ, SC and FPE). On the other hand, the unit root tests are important for identifying the stationary issue of the time series. For this purpose, three types of tests were used to identify this problem: ADF, PP and KPSS. The four series do not pass stationarity tests at a significant level but only after the first differentiation. After the first differentiation, ADF and PP tests indicate $p$-values lower than the 5% significance level and higher than 5% for the KPSS test.

Table 2 contains the results of the unrestricted VAR (1) with differenced series and one autoregressive lag. The data hold 390 observations because one observation is lost due to using one lag in the system. Model (1) shows the impacts on the WPC from its lag and the lags of other commodities in the system. The WPC is influenced by its lag (L1) at a 1% significance level and by those of WPW (L1) and WPSF (L1) at a 5%. In Model (2), we see that the WPW is influenced only by its lag (L1) without effects from other variables. Model (3), which also contains the highest R2, shows that the WPB is influenced mainly by the WPC (L1), followed by its lag and the lag of WPW (L1). Finally, Model (4) represents that the WPSF is influenced by its own lag at 1% and that of the WPW (L1) at the 5% significance level. Based on the unrestricted VAR (1) results, we can conclude that past wheat prices, WPW (L1), maintain an effect on the three other commodities and on itself. On the contrary, corn prices, WPC (L1), appear to significantly influence themselves and barley prices. Global barley prices are influenced by the lags of corn, wheat and themselves. Finally, sunflower oil prices are impacted by its lags and the lags of wheat.

Table 2. Estimation results of the VAR (1) model with one lag in the system.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model (1)</th>
<th>Model (2)</th>
<th>Model (3)</th>
<th>Model (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WPC</td>
<td>0.172 ***</td>
<td>0.018</td>
<td>0.180 ***</td>
<td>−0.270</td>
</tr>
<tr>
<td></td>
<td>(0.067)</td>
<td>(0.094)</td>
<td>(0.047)</td>
<td>(0.527)</td>
</tr>
<tr>
<td>WPW (L1)</td>
<td>0.091 **</td>
<td>0.232 ***</td>
<td>0.074 **</td>
<td>0.862 **</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.062)</td>
<td>(0.031)</td>
<td>(0.345)</td>
</tr>
<tr>
<td>WPB (L1)</td>
<td>−0.004</td>
<td>−0.062</td>
<td>0.132 **</td>
<td>−0.096</td>
</tr>
<tr>
<td></td>
<td>(0.081)</td>
<td>(0.114)</td>
<td>(0.057)</td>
<td>(0.640)</td>
</tr>
<tr>
<td>WPSF (L1)</td>
<td>0.016 **</td>
<td>−0.009</td>
<td>0.006</td>
<td>0.396 ***</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.009)</td>
<td>(0.005)</td>
<td>(0.051)</td>
</tr>
<tr>
<td>Const</td>
<td>0.312</td>
<td>0.331</td>
<td>0.192</td>
<td>1.267</td>
</tr>
<tr>
<td></td>
<td>(0.530)</td>
<td>(0.749)</td>
<td>(0.375)</td>
<td>(4.200)</td>
</tr>
<tr>
<td>Observations</td>
<td>390</td>
<td>390</td>
<td>390</td>
<td>390</td>
</tr>
<tr>
<td>R2</td>
<td>0.102</td>
<td>0.048</td>
<td>0.197</td>
<td>0.170</td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>0.093</td>
<td>0.038</td>
<td>0.188</td>
<td>0.162</td>
</tr>
<tr>
<td>F Statistic (df = 10; 384)</td>
<td>10.438 ***</td>
<td>4.875 ***</td>
<td>23.498 ***</td>
<td>19.685 ***</td>
</tr>
</tbody>
</table>

Note: Table 2 indicates the coefficients and standard errors of the VAR (1) model using four variables in the system. The variables hold 390 observations out of 391 due to one autoregressive lag used in the system. The series covers the entire period from 1 January 1990 to 1 July 2022. ***, ** and * denote significance at the 1, 5, and 10 percent levels, respectively.
The results of VAR (1) can only be explained with IRF and FEVD. Figure 2 shows the VAR (1) impulse response function with 12 combinations of variables in the system. The first combination indicates the impact of WPC on three other commodities with a 95% confidence band and 100 trials. In the short term, a positive shock on the WPC increases the WPB, WPSF and WPW. In the case of WPB and WPSF, the impact vanishes after the fifth month, and in the case of WPW, it vanishes after the third month. The WPW holds an almost identical influence on other commodities, but the effect disappears in six months. The WPB does not imply any impact on other commodities due to a high error term. The positive shock on WPSF holds a positive influence on WPC, and this effect is sustainable for up to six months. Moreover, the impact of the WPSF on the WPW and the WPB is insignificant due to a high error term. In other words, the IRS results align with those generated from unrestricted VAR (1) in Table 2.

Figure 2. VAR (1) IRF with twelve combinations of variables in the system.

Note: Plots indicate the VAR (1) impulse response function with twelve combinations of WPC, WPB, WPW and WPSF. IRF results stand within a 95% confidence interval (CI) and are constrained to ten periods ahead. Red lines represent error margins, and simulations were performed with 100 trials. Because our differenced series are monthly, the IRF effects were measured for the next ten months. The variables display the period from 1 January
1990 to 1 August 2022. The figure was generated in R studio using the package “vars” and the function “irf”.

Figure 3 presents VAR variance decomposition (FEVD) with four variables in the system for the next ten months. The FEVD shows how much each variable affects the other within the auto-regression model. Therefore, it determines how much forecast variance error of each variable can be analyzed from shocks generated by other variables in the system. The WPC changes in the ten months ahead generally move due to its autoregressive lags. In the case of the WPW, the precise impact of the WPC can be observed from 31% in the first months, reaching 34.5% in the last month. The effect of the WPC on the WPB is even more pronounced, whereas in the previous months (9th and 10th), it reaches a level of 40%. Finally, the influence of WPC in WPSF increases from 13% in the first months to 21% in the last months. The results of FEVD indicate that changes in the WPC influence all other variables in the system.

![Figure 3. FEVD results for 10 periods ahead.](image)

**Note:** This figure highlights FEVD results based on four variables in the system for 10 months ahead. The series were differenced indicating the full period from 1 January 1990 to 1 August 2022. Plots were generated in R studio through the “vars” package and implemented with the “fevd” function. Results in a numerical format are available upon request.

### 4.2. Granger Causality Tests

The Granger causality test is an important technique that identifies whether one variable helps forecast the movements of the other variables. The hypotheses in our case indicate group testing, in which each variable is tested concerning all others. This is one of this work’s limitations; the variables were tested in groups. The results would differ if the variables were tested against each other and not in a group. However, this issue is constrained by the unrestricted VAR (1), in which the variables are grouped as a common system.

Table 3 presents the Granger tests generated by the VAR (1) model, where the H0 hypotheses of the four variables are tested. Constantly aware of group testing, we can conclude that all variables Granger-cause each other, except the WPB. Moreover, the null
hypothesis can be rejected in the case of the WPC, WPW and WPSF because the \( p \)-value is lower than 5%. In short, movements in the WPC, WPW and WPSF affect future price changes in each other and also in the WPSF.

Table 3. Granger causality results based on differenced series.

<table>
<thead>
<tr>
<th>Hypothesis Testing</th>
<th>( p )-Value</th>
<th>H0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Granger causality H0: WPC does not Granger-cause WPW, WPB and WPSF</td>
<td>0.0002</td>
<td>Rejected</td>
</tr>
<tr>
<td>Granger causality H0: WPW does not Granger-cause WPC, WPB and WPSF</td>
<td>0.0190</td>
<td>Rejected</td>
</tr>
<tr>
<td>Granger causality H0: WPB does not Granger-cause WPC, WPW and WPSF</td>
<td>0.9402</td>
<td>Accepted</td>
</tr>
<tr>
<td>Granger causality H0: WPSF does not Granger-cause WPC, WPW and WPB</td>
<td>0.0031</td>
<td>Rejected</td>
</tr>
</tbody>
</table>

Notes: Table 3 reports the Granger causality results, in which each variable was tested against all other variables in the system. The four series represent the entire period from 1 January 1990 to 1 July 2022. Outcomes were generated in R studio with the “urca” package. The four variables used for this test were differentiated at the first degree.

Changes in exchange rates and oil prices can be additional elements in the prices of agricultural products. Therefore, future studies should seriously consider these two inputs (oil and exchange rates), as they directly affect the performance of the agricultural sector.

4.3. Estimated VECM Results

The VECM measures the short-term and long-term causality between variables in a system. In R studio, the results of the VECM were implemented through the “tsDyn” package and implemented through the “vecm” function. However, before performing the VECM, the condition was that the variables must be cointegrated. For this purpose, the Johansen test with trace statistics and the maximal eigenvalue was performed using the maximum likelihood vector. Concerning the optimal number of lags, the information criteria for the Johansen test suggested using four lags. However, because the variables had been differentiated once, it was preferable to use only three lags in the system (n-1). It was evident that, after the series passed unit root tests and maintained cointegration, the VECM results are more reliable. However, the VAR estimation results were set only to be compared with those of the VECM.

Table 4 presents the results of the Johansen test through trace statistics and the maximal eigenvalue with three optimal lags. According to the trace method, the test statistics (Test) are always higher than the critical value with 1%, 5% and 10% significance levels. From this, we can conclude that, in the case of trace statistics, we have at least three cointegration relations. Although in the social sciences, the comparison is generally performed with a 5% significance level, in our case, validity also stands for the 1% and 10% significance levels. The maximal eigenvalue displays similar results, in which the test statistic is always higher than the critical values with 1%, 5% and 10% significance levels. Based on these tests, we could identify at least three cointegration relations that allowed us to continue implementing the VECM.

Table 5 highlights the results of the VECM with four differenced series covering the period from 1 January 1990 to 1 August 2022. Because we had three cointegrations, we present three error correction terms (ECT1, ECT2 and ECT3). The WPC is significant at 5% only in ECT1, in which 73% of the disequilibrium is corrected within a month (because our data are monthly). The WPB is also significant in ECT1 at 5%, but the disequilibrium is corrected by only 3.9% within a month. In ECT2, the WPW and WPSF are significant at the 1% and 5% levels, respectively. Therefore, the corrections of disequilibrium in ECT2 report that, for WPW, these corrections stand at 9.1%, and for WPSF, they stand at 1%. However, in ECT3, indicating corrections in three months, only the WPC is presented as a significant
To this end, almost 11% of the disequilibrium in the case of the WPC is corrected within 3 months.

Table 4. Johansen cointegration test with trace statistics and maximal eigenvalue.

<table>
<thead>
<tr>
<th>Test type: trace statistic, without a linear trend and constant cointegration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalues (lambda):</td>
</tr>
<tr>
<td>[1] 0.305</td>
</tr>
<tr>
<td>[2] 0.278</td>
</tr>
<tr>
<td>[3] 0.252</td>
</tr>
<tr>
<td>[4] 0.174</td>
</tr>
<tr>
<td>[5] 0.000</td>
</tr>
</tbody>
</table>

Values of the test statistic and critical values of the test:

<table>
<thead>
<tr>
<th>Test</th>
<th>10%</th>
<th>5%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>r ≤ 3</td>
<td>74.25</td>
<td>7.52</td>
<td>9.24</td>
</tr>
<tr>
<td>r ≤ 2</td>
<td>186.83</td>
<td>17.85</td>
<td>19.96</td>
</tr>
<tr>
<td>r ≤ 1</td>
<td>318.08</td>
<td>32.00</td>
<td>34.91</td>
</tr>
<tr>
<td>r = 0</td>
<td>459.28</td>
<td>49.65</td>
<td>53.12</td>
</tr>
</tbody>
</table>

Test type: maximal eigenvalue statistic (lambda max), without a linear trend and constant cointegration

<table>
<thead>
<tr>
<th>Eigenvalues (lambda):</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1] 0.591</td>
</tr>
<tr>
<td>[2] 0.406</td>
</tr>
<tr>
<td>[3] 0.366</td>
</tr>
<tr>
<td>[4] 0.323</td>
</tr>
<tr>
<td>[5] 0.216</td>
</tr>
</tbody>
</table>

Values of the test statistic and critical values of the test:

<table>
<thead>
<tr>
<th>Test</th>
<th>10%</th>
<th>5%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>r ≤ 3</td>
<td>74.25</td>
<td>7.52</td>
<td>9.24</td>
</tr>
<tr>
<td>r ≤ 2</td>
<td>112.59</td>
<td>13.75</td>
<td>15.67</td>
</tr>
<tr>
<td>r ≤ 1</td>
<td>131.24</td>
<td>19.77</td>
<td>22.00</td>
</tr>
<tr>
<td>r = 0</td>
<td>141.21</td>
<td>25.56</td>
<td>28.14</td>
</tr>
</tbody>
</table>

Notes: The table shows the results of Johansen tests, such as trace statistics and maximal eigenvalues, for the four variables in the system. The four variables in the table cover the full period from 1 January 1990 to 1 July 2022. Each agricultural commodity holds 390 observations based on the differenced series. The results were generated through the R program using the “urca” and “tidyverse” packages.

Table 5. VECM estimation results.

<table>
<thead>
<tr>
<th>Equation</th>
<th>ECT1</th>
<th>ECT2</th>
<th>ECT3</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>WPC</td>
<td>−0.7340(0.0254)**</td>
<td>0.0576(0.0205)</td>
<td>0.0217(0.0274)</td>
<td>−1.2992(0.8968)</td>
</tr>
<tr>
<td>WPW</td>
<td>0.0230(0.0358)</td>
<td>−0.0913(0.0269)**</td>
<td>−0.1096(0.0386)**</td>
<td>3.2415(1.2652)**</td>
</tr>
<tr>
<td>WPB</td>
<td>−0.0393(0.1081)**</td>
<td>0.0002(0.0146)</td>
<td>−0.0385(0.0195)</td>
<td>0.7638(0.6398)</td>
</tr>
<tr>
<td>WPSF</td>
<td>0.0488(0.1990)</td>
<td>0.0107(0.1606)**</td>
<td>0.0584(0.2308)</td>
<td>−2.8155(0.244)</td>
</tr>
<tr>
<td>Equation</td>
<td>WPW.L1</td>
<td>WPB.L1</td>
<td>WPSF.L1</td>
<td>WPC(L1)</td>
</tr>
<tr>
<td>WPC</td>
<td>0.1057(0.0455)*</td>
<td>−0.0258(0.0859)</td>
<td>0.0662(0.068)</td>
<td>0.1729(0.068) **</td>
</tr>
<tr>
<td>WPW</td>
<td>0.3208(0.0643)**</td>
<td>−0.1583(0.1212)</td>
<td>−0.0121(0.0996)</td>
<td>0.0839(0.942)*</td>
</tr>
<tr>
<td>WPB</td>
<td>0.0844(0.1972)**</td>
<td>0.1786(0.0766)**</td>
<td>0.0033(0.048)</td>
<td>0.1532(0.0476)**</td>
</tr>
<tr>
<td>WPSF</td>
<td>0.6014(0.3567)</td>
<td>−0.7129(0.6728)</td>
<td>0.4268(0.0532)**</td>
<td>−0.2482(0.5229)</td>
</tr>
<tr>
<td>Equation</td>
<td>WPC.L2</td>
<td>WPSF.L2</td>
<td>WPW.L2</td>
<td>WPC.L2</td>
</tr>
<tr>
<td>WPC</td>
<td>0.1366(0.0823)</td>
<td>0.0229(0.0074)**</td>
<td>−0.0719(0.062)</td>
<td>−0.0518(0.068)</td>
</tr>
<tr>
<td>WPW</td>
<td>−0.0506(0.1161)</td>
<td>0.0282(0.0104)**</td>
<td>−0.0792(0.0652)</td>
<td>0.0839(0.0595)</td>
</tr>
<tr>
<td>WPB</td>
<td>−0.0921(0.0587)</td>
<td>0.0171(0.0053)**</td>
<td>0.0207(0.0330)</td>
<td>−0.0739(0.0485)</td>
</tr>
<tr>
<td>WPSF</td>
<td>0.6022(0.6447)</td>
<td>−0.0339(0.0578)</td>
<td>−0.4243(0.3621)</td>
<td>0.8614(0.5234)**</td>
</tr>
</tbody>
</table>

Notes: This table highlights the VECM results for four different agricultural commodities covering the full period from 1 January 1990 to 1 July 2022. The model is built on two lags and three cointegration vectors presented through an error correction term (ECT). The ECT displays how quickly time series are adjusted to their disequilibrium and stand in negative values. At the same time, significant ECT variables should stand between 0 and −1, and it is not preferable if coefficients are higher than −2. ***, ** and * denote significance at the 1, 5, and 10 percent levels, respectively.

In the short term, the VECM results differ slightly from those of the unrestricted VAR (1). The WPW in its first lag (L1) significantly influences the WPC, WPB and itself. The second lag (L2) of the WPW does not influence the three other variables or itself. On the other hand, the first group of the WPB and WPSF affect themselves but have no impact on others. The second lag (L2) of the WPB has no short-term effect on others or on itself. The
situation changes in the second lag of WPSF, which appears to have a significant influence on the WPC, WPW, and WPB. The first lag of WPC influences itself, while the second lag only WPSF. The results of VECM and those of VAR (1) confirm the influence of the WPC and WPW on itself and other variables. The novelty in the VECM results compared to those of VAR is the second lag of the WPSF, which maintains an impact on all other variables.

4.4. Estimated Forecasts with VAR and VECM Fanchart

The VAR fanchart and VECM fanchart are widely used techniques by international financial institutions for short-term forecasting. These models include the influence of their autoregressive lags and the lags of other variables. Therefore, they consider past prices and the former movements of other series in the system. The estimated forecasts for both the VECM and VAR fancharts were performed for ten periods ahead. The forecasts are presented in a graphic form in Figures 4 and 5 and in a numerical format in Tables A1 and A2 in the Appendix A.

Figure 4. Estimated forecasts with the VAR fanchart for ten periods ahead.

Note: Plots indicate predictions with raw data through the VAR fanchart package. The estimated forecasts were conducted individually for each variable with a 95% confidence band for ten months ahead. The results cover the entire period from 1 January 1990 to 1 June 2022, based on 391 observations. The estimated forecasts start on 1 July 2022, and end on 1 April 2023. The black line represents the predictions, and the gray-shaded area indicates the error margin.

Figure 4 presents the forecasts with the VAR fanchart for ten months ahead based on level data. Based on these estimations, the prices of these four agricultural commodities tend to fall in the next ten months. The forecast starts on 1 July 2022 and ends on 1 April 2023, and the speed of the decline is diverse among the four variables. The world price of corn (WPC) is expected to fall from 297.1 USD per metric ton in July 2022 to 266.68 USD per metric ton in April 2023, a decrease of 10.4%. The wheat (WPW) price for the same period is expected to fall by 8.27%, i.e., from 302.31 USD to 277.82 USD per metric ton. In the next ten months, barley (WPB) prices are expected to fall by 12.8% from 223.73 USD to 194.98 USD per metric ton. Finally, sunflower oil (WPSF) prices might drop from 1666.86 USD to 1530.28 USD in early April 2023, a decrease of 8.16%. On average, the prices of
these four commodities, in the ten months ahead will fall by 9.92%. Sunflower oil might have the most profound drop in absolute value by 136.8 USD per metric ton. In the end, barley prices are expected to fall by 12.8% for the same period.

Figure 5. Estimated forecasts of the WPW, WPC, WPB and WPSF based on the VECM fanchart.

Note: This figure presents the forecasts for the next ten months based on 391 observations of each variable in the model. The forecast starts on 1 July 2022 and ends on 1 April 2023 using raw data. Estimations were conducted through the VECM fanchart on a 95% confidence band. The black line represents estimated forecasts, and the shaded part in gray is the error margin. The figure was generated in R studio using the “forecast” package and the “fanchart” function.

Figure 5 presents the estimated forecasts based on level data for the next 10 months using the VECM fanchart. Identical results are presented in a numerical form in Table A2 in the Appendix A. Based on the VECM fanchart, corn prices (WPC) in the next 10 months will fall by 9.33%, those of wheat (WPW) will fall by 6.77%, those of barley (WPB) will fall by 9.65%, and those of sunflower oil (WPSF) will fall by 11.53%. On average, the global prices of these four agricultural commodities, based on the VECM fanchart, are estimated to fall by 9.32%. Compared to the VAR fanchart, the VECM fanchart predicts a more gradual decline in prices by 0.6 percentage points on average. However, the series start from the early 1990s and include only a few months of the war in Ukraine. In this context, we could not divide the series before and during the conflict in Ukraine due to a lack of data for this period. To measure the accuracy of these predictions, other studies can verify them through more complex models, such as neural networks.

5. Discussion: Price Forecasts—Presumption and Limits

Within the analyzed period of 1 January 1990 to 1 July 2022, two stages of above-standard jump growth in the prices of the examined commodities appeared, i.e., in 2006 and 2020. From the point of view of external factors, 2006 was mainly associated with the development of the biofuel market, and the year 2020 was mainly associated with the COVID-19 pandemic, which was followed by the Russian-Ukrainian conflict. These and other uncontrollable exogenous factors, such as persistent inflation pressure, imported petrol prices, etc., have caused agricultural commodity prices to fluctuate significantly [67]. This fluctuation can reflect relatively large statistical errors in the forecasting models used
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herein. These methods are based on analyzing the historical price series of agricultural commodities while ignoring other factors. In other words, the turbulent period precludes making credible estimates regarding the rate of price changes in a period longer than a few months.

Thus, a short-term ten-month price development prediction was made using the VAR and VECM fanchart methods, which indicate a price drop of up to 10%. This is a statistical estimate based on the past situation of commodity prices. It needs more information on fundamental factors, such as expected overall and core inflation, data on war conflict forecasts, potential natural disasters’ influence, transportation, storage, etc. These factors are prone to have an inflationary impact in the form of price shocks of agricultural commodities across countries with different structural characteristics and political frameworks. As the analysis of Gelos and Ustyug [68] suggests, economies with a higher share of food in CPI baskets, fuel intensity and pre-existing higher inflation levels are more susceptible to the persistent inflationary effects of commodity price shocks. On the other hand, evidence exists that suggests that financial development, trade openness and labor market flexibility minorly affect how domestic inflation responds to international agricultural commodity price shocks [69]. Contextualizing the conflict in Ukraine, Svanidze et al. [9] used the 2010 wheat export ban to Russia as a trigger for the prices of other agricultural commodities. In contrast, our study covers a more extended period (January 1990 to August 2023) and focuses only on corn, wheat, barley, and sunflower oil. However, both studies use the VECM as a model for disequilibrium correction: one for weekly series and the other for monthly series.

From a short term point of view of the current state of affairs and current knowledge, it can be judged that the most downward pressures on agricultural commodity prices and related low pressures on food prices will appear in countries where imports comprise a small share of total domestic consumption and in countries with the regimes of inflation-targeting and with stably anchored inflation expectations. Compared to Ihle et al. [8], who analyzed a wider group of agricultural commodities, our study focuses only on the main four commodities of Russia’s and Ukraine’s agricultural industries. Moreover, their study investigated price synchronization, and ours investigates shocks through VAR and VECM methods. Regarding the development of the prices of agricultural commodities in the long term, the authors inferred that, just as the expansion of biofuel production in 2006 had a significant initial but transitory effect on agricultural commodity prices [70], the external factors of the COVID-19 pandemic and the Russian–Ukrainian conflict will also have a temporary effect on price disturbances. This view is supported by the analysis by Jacks et al. [71], who refuted the widely accepted argument that, due to price peaks and troughs, the volatility of commodity prices has increased over time [72]. On the contrary, price volatility in the most recent period does not appear to differ significantly from earlier periods over the past 50 years.

6. Conclusions

Agricultural commodities are an essential element of food security for low-income countries. This issue again received international attention due to the Russia–Ukraine war outbreak. Moreover, Russia and Ukraine are the world’s leading producers of wheat, corn, barley and sunflower oil. The results are addressed with particular emphasis on African countries, where food security problems are more pronounced. Recognizing this fact, we investigated the relationship among these four commodities and forecasted their performance for the ten months ahead. The VAR and VECM results indicate the impact of corn prices on wheat, barley and sunflower oil. The VAR impulse response function and variance decomposition confirm the same results. Clearly, corn, from a statistical point of view, is an essential contributor to price changes in wheat, barley and sunflower oil prices. The findings from the variance decomposition show that corn prices significantly determine future price changes in three other agricultural commodities. World wheat prices also impact barley and sunflower oil prices, but with a minor influence. The additional
The purpose of this study was to predict the future price movements of these four agricultural commodities in the next ten months. The estimation forecasts with VAR and VECM fanchart indicate a price decline, which is a relaxing signal for developing countries. The VAR fanchart predicts an average reduction of 9.92%, and the VECM fanchart predicts a drop of 9.65%. Based on VECM estimates, sunflower oil will have the most profound price drop during this period of 11.53%. Alternatively, the VAR predicts something else, by which corn will be the product with the most pronounced decline of 10.52%. This study contains several limitations, and one of them is related to the frequency of time series. Series with daily frequencies would enhance prediction accuracy. However, the future is entirely uncertain, as it depends on government decisions, wars, natural disasters, geopolitical contexts, etc. The performance of these agricultural commodities will depend on many factors, but the most important is the conflict in Ukraine. Future studies might investigate the scope that these commodities contribute to inflation issues in the European continent. To give a comprehensive description of the findings, future researchers might analyze energy commodities but also agricultural fertilizers. This could show a broader picture of the impact that energy commodities and artificial fertilizers hold on agricultural commodities.
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Appendix A

Figure A1. Correlation matrix and boxplots of the four agricultural commodities used in our work.

Note: The figure indicates the correlation matrix based on the raw data of individual variables. The series represents the full-time period from 1 January 1990 to 1 August 2022. However, the boxplots were also based on raw data, and the plots were generated using the package “tidyverse” in R studio.
Figure A2. Structural breaks of four variables within the system.

Note: The plot was completed in R studio using the “vars” package and was generated through the “stability” function. The monthly series cover the entire period from 1 January 1990 to 1 August 2022. The red lines show each variable’s 95% confidence band within the system. The series is within the 95% confidence band, indicating a stable system.

Figure A3. Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) with differenced data.

Note: Plots were built in R studio using the functions “acf” and “pacf” through the “vars” package. The series represents the full time period from 1 January 1990 to 1 August 2022, using the first difference. The first differencing was used because the data did not pass the
stationarity tests in their raw form. The blue line stands for the 95% confidence band, and the black bars highlight the number of autoregressive lags in the system.

Table A1. Estimated predictions of the four variables used in our work, based on VAR (1) fanchart.

<table>
<thead>
<tr>
<th>Time</th>
<th>fcst (WPC)</th>
<th>fcst (WPW)</th>
<th>fcst (WPB)</th>
<th>fcst (WPSF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 July 2022</td>
<td>297.32</td>
<td>302.31</td>
<td>223.73</td>
<td>1666.86</td>
</tr>
<tr>
<td>1 August 2022</td>
<td>288.83</td>
<td>297.71</td>
<td>214.47</td>
<td>1587.24</td>
</tr>
<tr>
<td>1 September 2022</td>
<td>283.95</td>
<td>295.76</td>
<td>209.53</td>
<td>1555.62</td>
</tr>
<tr>
<td>1 October 2022</td>
<td>280.65</td>
<td>293.64</td>
<td>206.52</td>
<td>1545.06</td>
</tr>
<tr>
<td>1 November 2022</td>
<td>278.01</td>
<td>291.11</td>
<td>204.26</td>
<td>1542.13</td>
</tr>
<tr>
<td>1 December 2022</td>
<td>275.60</td>
<td>288.38</td>
<td>202.27</td>
<td>1540.85</td>
</tr>
<tr>
<td>1 January 2023</td>
<td>273.31</td>
<td>285.62</td>
<td>200.39</td>
<td>1538.83</td>
</tr>
<tr>
<td>1 February 2023</td>
<td>271.07</td>
<td>282.93</td>
<td>198.56</td>
<td>1535.34</td>
</tr>
<tr>
<td>1 March 2023</td>
<td>268.87</td>
<td>280.33</td>
<td>196.76</td>
<td>1530.28</td>
</tr>
<tr>
<td>1 April 2023</td>
<td>266.68</td>
<td>277.82</td>
<td>194.98</td>
<td>1523.82</td>
</tr>
</tbody>
</table>

Note: This table contains the forecasts of the WPC, WPW, WPB and WPSF for the next 10 months. The monthly forecast estimations start on 1 July 2022 and end on 1 April 2023 with a 95% confidence band. The inputs used for forecasting are based on raw data and cover the period from 1 January 1990 to 1 June 2022. Predictions were made individually for each series through VAR (1) fanchart, performed in R studio through the “forecast” package.

Table A2. Estimated predictions through the VECM fanchart for the four variables in our system.

<table>
<thead>
<tr>
<th>Horizon</th>
<th>fcst (WPC)</th>
<th>fcst (WPW)</th>
<th>fcst (WPB)</th>
<th>fcst (WPSF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 July 2022</td>
<td>295.36</td>
<td>297.31</td>
<td>218.98</td>
<td>1693.19</td>
</tr>
<tr>
<td>1 August 2022</td>
<td>285.69</td>
<td>290.54</td>
<td>206.28</td>
<td>1637.49</td>
</tr>
<tr>
<td>1 September 2022</td>
<td>279.14</td>
<td>287.66</td>
<td>202.09</td>
<td>1600.58</td>
</tr>
<tr>
<td>1 October 2022</td>
<td>275.18</td>
<td>285.65</td>
<td>200.88</td>
<td>1569.88</td>
</tr>
<tr>
<td>1 November 2022</td>
<td>272.97</td>
<td>283.52</td>
<td>200.08</td>
<td>1546.78</td>
</tr>
<tr>
<td>1 December 2022</td>
<td>271.46</td>
<td>281.53</td>
<td>199.32</td>
<td>1530.63</td>
</tr>
<tr>
<td>1 January 2023</td>
<td>270.25</td>
<td>279.98</td>
<td>198.69</td>
<td>1519.40</td>
</tr>
<tr>
<td>1 February 2023</td>
<td>269.27</td>
<td>278.81</td>
<td>198.25</td>
<td>1510.98</td>
</tr>
<tr>
<td>1 March 2023</td>
<td>268.47</td>
<td>277.91</td>
<td>197.99</td>
<td>1504.00</td>
</tr>
<tr>
<td>1 April 2023</td>
<td>267.78</td>
<td>277.16</td>
<td>197.84</td>
<td>1497.89</td>
</tr>
</tbody>
</table>

Note: This table shows the estimated forecasts for the next 10 months of WPC, WPB, WPW and WPSF variables in the system. The series used are raw data, and the plots were generated in R studio through the “forecast” library. The estimated forecasts are within the 95% confidence band and are limited by the VECM.
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