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Abstract: Traffic operation efficiency is greatly impacted by the increase in travel demand and the increase in vehicle ownership. The continued increase in traffic demand has rendered the importance of controlling traffic, especially at intersections. In general, the inefficiency of traffic scheduling leads to traffic congestion, resulting in a rise in fuel consumption, exhaust emissions, and poor quality of service. Various methods for time series forecasting have been proposed for adaptive and remote traffic control. The prediction of traffic has attracted profound attention for improving the reliability and efficiency of traffic flow scheduling while reducing congestion. Therefore, in this work, we studied the problem of the current traffic situation at Muhima Junction one of the busiest junctions in Kigali city. Future traffic rates were forecasted by employing long short-term memory (LSTM) and autoregressive integrated moving average (ARIMA) models, respectively. Both the models’ performance criteria for adequacy were the mean absolute error (MAE), mean absolute percentage error (MAPE), and root mean squared error (RMSE). The results revealed that LSTM is the best-fitting model for monthly traffic flow prediction. Within this analysis, we proposed an adaptive traffic flow prediction that builds on the features of vehicle-to-infrastructure communication and the Internet of Things (IoT) to control traffic while enhancing the quality of service at the junctions. The real-time actuation of traffic-responsive signal control can be assured when real-time traffic-based signal actuation is reliable.
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1. Introduction

The rapid increase in travel demand and the increased number of vehicles require urban network traffic management and transportation modeling. Conventionally, traffic is regulated either by traffic signals or by signs at an intersection. The overall capacity of the intersection is constrained due to that traffic flow is associated with idleness as vehicles make frequent stops. Such scenarios lead to traffic congestion, crashes, fuel wastage, and exhaust emissions [1]. In developing countries, the situation is compounded by the limited availability of land and financial constraints for infrastructure expansion and traffic light systems maintenance. Traffic signal timing is a well-known problem in transportation engineering. The problem involves selecting and adjusting the timing of traffic lights to reduce congestion [2]. With technological advancements, traffic flow prediction methods have evolved over time [3]. This is where the idea of Intelligent Transportation Systems (ITS) plays a vital role, serving as an essential element of smart city infrastructures [4]. The ITS can offer instant analysis of road infrastructure and enhance traffic management efficiency [5,6]. At the heart of ITS systems lies traffic forecasting as a pivotal element [7]. Forecasting traffic involves mainly two methodologies, including parametric techniques, encompassing stochastic and temporal approaches, and non-parametric techniques, such as machine learning (ML), which have gained traction in addressing intricate traffic issues [8,9].
An assessment detailed in [10] discovered that non-parametric algorithms excel over parametric counterparts largely due to their capacity to manage an extensive range of parameters within vast datasets. Long short-term memory (LSTM) and recurrent neural networks (RNN) have been mainly utilized to examine how different input configurations influence the predictive capabilities of LSTM [11]. The input data from a single detector station to the forecast traffic flow include flow, speed, and occupancy [12]. The findings indicate that incorporating occupancy and speed details could potentially contribute to an overall improvement in the model’s performance. In [13], the power of integrating loop detectors’ traffic data (data detected at one point) with floating car data was revealed, which consists of the average vehicular flow rate and traffic density and how they can support during traffic analysis.

The integration of the deep belief network (DBN) and LSTM was proposed for urban traffic flow prediction while factoring in the influence of weather data, mainly rainfall. In [14], the experimental findings highlight that by incorporating additional rainfall-related factors, the accuracy of the deep learning predictors surpasses that of the existing predictors. Moreover, these integrated predictors exhibit enhancements compared to the original deep learning models that lack the rainfall input. In [8], authors introduced the graph attention LSTM Network (GAT-LSTM), which enhances the LSTM architecture by incorporating graph attention mechanisms in both the input-to-state and state-to-state transitions. This innovation is employed to establish an end-to-end trainable encoder-forecaster model, specifically designed for addressing the complex task of multi-link traffic flow prediction. The experimental outcomes demonstrate the superior capability of the GAT-LSTM network in capturing spatiotemporal correlations, resulting in a significant improvement of 15% to 16% compared to the state-of-the-art baseline.

In [15], authors introduced a hybrid prediction approach for short-term traffic flow utilizing both the auto-regressive integrated moving average (ARIMA) model and the LSTM neural network. This technique enables short-term forecasts of upcoming traffic flow by leveraging historical traffic data. Experimental findings highlight that the proposed dynamic weighted combination model outperforms the three comparative baselines, comprising individual ARIMA and LSTM methods, as well as an equal-weight combination, exhibiting a more effective prediction outcome. In [16], authors introduced the LSTM model, an enhanced version of the RNN, tailored to capture long-term sequence dependencies in traffic speed. This LSTM model effectively mitigates issues related to gradient vanishing and exploding. In a separate study in [17], the authors presented a deep Bidirectional LSTM (Bi-LSTM) model. This model extracts deep traffic flow features by utilizing both forward and backward propagation, leading to notable enhancements in prediction accuracy utilized the LSTM recurrent neural network to assess how different input configurations impact the performance of LSTM predictions [18]. The investigation delved into the influences of diverse inputs, encompassing traffic flow, occupancy, speed, as well as information about neighboring traffic, on the efficacy of short-term traffic flow prediction. The findings revealed that incorporating occupancy and speed data could potentially augment the overall model performance.

In [19], an innovative bidirectional LSTM model based on K-nearest neighbor principles demonstrated superior predictive capabilities. The precise anticipation of short-term traffic flow represents a fundamental challenge within ITS, furnishing essential monitoring and technical support for forthcoming traffic conditions. The timely and accurate prognosis of traffic flow stands as a foundational prerequisite for effective traffic management and informed travel route planning. Empirical findings underscore that, in comparison to SVR, LSTM, GRU, KNN-LSTM, and CNN-LSTM models, the novel model outlined in this research attains heightened prediction precision, showcasing performance enhancements of 77% [17]. In [20], the authors introduced a traffic flow forecasting models based on LSTM capable of handling variable lengths, irregular data sampling, and missing data. In [21], authors introduced an innovative traffic flow prediction technique rooted in deep learning, which inherently accounts for both spatial and temporal correlations. The method
employs a stacked autoencoder model to grasp overarching traffic flow characteristics, utilizing a layer-by-layer training approach [22]. Notably, experimental results substantiate the method’s outstanding performance in predicting traffic flow.

In [23], authors present a hybrid prediction approach, SDLSTM-ARIMA, which combines an improved LSTM-RNN with the time series model. This method, derived from the Recurrent Neural Networks (RNN) model, assesses the singularity of traffic data over time in conjunction with probability values from the dropout module, integrating them at irregular time intervals to achieve precise traffic flow predictions [24]. Experimental findings highlight that the SDLSTM-ARIMA model outperforms similar approaches relying solely on ARIMA or autoregressive methods in terms of prediction accuracy. In the absence of a demand forecasting study consisting of a macro model to study the horizon years, this study relied on linear growth derived from previous City of Kigali reports and studies to come up with the long-term future growth rate where Kigali has seen growth of 4.5%. The presence of a small unplanned neighborhood around each planned neighborhood in the inner city and the presence of largely unplanned neighborhoods at the city’s edge with youth will increase travel demand [25]. Table 1 summarizes a few of the related work documented in terms of the models and performance metrics used in their evaluation. Based on the performance indexes, the analysis in our work was built on them to perceive our forecasting objectives [5,8,11,12,17,21,26,27].

Kigali city’s population growth rate is estimated to vary between 1.8% to 2.5% (2025–2040) and an employment growth rate of 3.24% (2025–2040) [29]. Therefore, this paper intends to build and compare two forecasting models to predict traffic flow at Muhima Junction located in Kigali city. The junction is highly used as it is connected to other three junctions and the bus stand where buses stop to pick up and drop off passengers from two provinces in the neighboring Kigali city.

The major motivation of this work is to establish a traffic forecasting approach for analyzing traffic flow rate and the demand for real-time flow scheduling and signal optimization based on time series data. In this work, we considered only the traffic data

<table>
<thead>
<tr>
<th>Ref</th>
<th>Processing Technique</th>
<th>Predictive Performance Measure</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>Forecasting method that is based on Graph Convolutional Network (GCN) and Attention-based sequence.</td>
<td>MAE, RMSE and R-Squared</td>
<td>2020</td>
</tr>
<tr>
<td>[8]</td>
<td>Forecasting method that is based on ARIMA model and LSTM neural network.</td>
<td>MAE, MSE, RMSE, and MAPE</td>
<td>2021</td>
</tr>
<tr>
<td>[12]</td>
<td>Long Short-Term Memory (LSTM) recurrent neural network, Recurrent Neural Networks (RNNs), Modular Neural Networks (MNNs), Deep Learning Backpropagation (DLBP) and Radial Basis Function Networks (RBFNs).</td>
<td>MAPE and Accuracy (%)</td>
<td>2021</td>
</tr>
<tr>
<td>[17]</td>
<td>Forecasting method that is based on Bidirectional LSTM (BiLSTM), Support vector machines, GRU, KNN-LSTM, and CNN-LSTM models.</td>
<td>MAE, MSE, MAPE</td>
<td>2023</td>
</tr>
<tr>
<td>[21]</td>
<td>Forecasting method that is based on Graph convolutional network (GCN) and bi-directional LSTM (Bi-LSTM).</td>
<td>MAE, MAPE, and RMSE</td>
<td>2022</td>
</tr>
<tr>
<td>[26]</td>
<td>Long Short-Term Memory Graph convolutional network (LST-GCN) to road segments data.</td>
<td>MAE, MAPE, and RMSE</td>
<td>2022</td>
</tr>
<tr>
<td>[27]</td>
<td>ARIMA, Random Walk Forecast, and Deviation from historical average.</td>
<td>root mean square error of prediction (RMSEP), mean absolute deviation (MAD) and MAPE</td>
<td>2002</td>
</tr>
<tr>
<td>[28]</td>
<td>Forecasting day-ahead traffic flow using functional time series approach (FAR) and ARIMA.</td>
<td>MAE, MSE, MAPE, mean squared percentage error (MSPE) and mean absolute percentage error (DS-MAPE)</td>
<td>2022</td>
</tr>
</tbody>
</table>
without considering the variability effects of traffic influencing factors such as weather, season and other effects due to data limitation. The main contributions of this paper are as follows: (i) this work aims to provide a comparison between two commonly used forecasting models for long-term traffic flow forecasting, (ii) the study assesses the performance of the statistical model and deep learning technique, and (iii) the study seeks to propose an IoT-based conceptual framework to help in traffic prediction for effective scheduling of the traffic signal.

The rest of this paper is organized as follows. In Section 1, we have reviewed the related works. In Section 2, we briefly introduce the data used, ARIMA and LSTM, and then describe their evaluation parameter while evaluating the prediction of the models in this paper. In Section 3, we provide the results. In Section 4, we conclude the whole paper.

2. Methodology and Data Source

2.1. Dataset Description and Preparation

In this paper, we have used secondary data consisting of road traffic datasets from both Kigali City and the Transport Authority. The dataset gathers classified turning movement traffic data collected in 15 min intervals for 7 days of the week between 07:00 AM and 20:00 PM. The data are collected by the use of bespoke digital traffic cameras which are specifically used to ensure the highest level of accuracy. The data from the video footage are post-processed to provide the classified turning movement volumes at the junctions in the city. We only preferred to extract and use 60 min discrete interval traffic data series of one of the junctions commonly known as Muhima Junction located at the latitude of 1°56’30.08” S and longitude of 30°03’07.28” E out of the other 12 junctions.

The cameras allowed for accurate data collection at all junctions. However, for the missing data points, the authors used the historical average data value substituting where missing value and zero data were presented in the dataset [24,30]. The typical volumes along with 12 h volumes range between 10,545 and 23,900 vehicles. The cameras allow discrete capture of all movements and modes, including U-turns and pedestrians with high levels of accuracy. We divided the sample dataset into two subperiods: (i) the period that ranges from 1 January 2021 to 31 December 2021, and (ii) the period that ranges from 1 January 2022 to 31 December 2022. Every vehicle using the junction was captured and the parameter noted was time, which is in 15-minute intervals, arriving from and heading towards. The dataset used contained 30,452 counts which were split into the training set and a test set to assess the model’s forecasting performance, hence a ratio of 75% trained and 25% validation datasets. We used Python 3.9.13 on the Anaconda Jupyter Notebook for the study. Table 2 depicts the descriptive statistics of the traffic volume in 15-min interval time. Figure 1 depicts the layout of the junction.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>30,452</td>
</tr>
<tr>
<td>mean</td>
<td>19.96</td>
</tr>
<tr>
<td>std</td>
<td>16.57</td>
</tr>
<tr>
<td>min</td>
<td>1</td>
</tr>
<tr>
<td>25%</td>
<td>9</td>
</tr>
<tr>
<td>50%</td>
<td>14</td>
</tr>
<tr>
<td>75%</td>
<td>26</td>
</tr>
</tbody>
</table>
2.2. ARIMA Model

Auto-Regressive Integrated Moving Average (ARIMA) is expressed as ARIMA \((p,d,q)\) where (AR) is autoregressive, (I) is the integration (MA) is the moving average, \((p)\) an autoregressive term, \((d)\) denotes the number of autoregressive orders, \((d)\) specifies the order of differentiation applied to the series to estimate model, and \((q)\) specifies the order of moving average parts \([31,32]\). This time series method depends on the assumption that the series is stationary; stationary means that the series is free of periodic fluctuations; therefore, if the series is not stationary, it should be made stationary before developing the forecasting model. Any regular, periodic increase or decrease in the series mean indicates seasonality in time series data. Seasonal variation often follows the hourly rate—daily, weekly, or yearly repeats are common. We predict the traffic flow rate \((x)\) at time \(t\) \((x_t)\) using a linear combination of past months’ daily traffic values at the time \((t_p)\). Hourly traffic flow data can have mainly three types of seasonality, including a daily pattern, weekly pattern, and an annual pattern. Combining the AR and MA processes, we arrive at ARIMA.

\[
x_t = \varphi_1 x_{t-1} + \varphi_2 x_{t-2} + \ldots + \varphi_p x_{t-p} + \epsilon_t a_t - \Theta_1 y_{t-1} - \Theta_2 y_{t-2} - \ldots - \Theta_q y_{t-q}
\]

where \(x_1, x_{t-1}, x_{t-2}, \ldots, x_{t-p}\) are \(d\)-order difference observations, \(\varphi_1, \varphi_2, \ldots, \varphi_p\) are coefficients of the \(d\)-order difference observations, \(y_1, y_{t-1}, y_{t-2}, y_{t-p}\) error values and \(\Theta_1, \Theta_2, \ldots, \Theta_p\) are coefficients for errors.

ARIMA processes tend to become stationary with constant means and equal variance by differentiation. Time series tend to be a sequence of data observed over time; Box and Jenkins developed a mathematical model to forecast future values of particular data based on the previously observed values of that data quantity. They developed the model that employs the sample data’s autocorrelation and partial autocorrelation functions as key instruments to determine the ARIMA model’s order \([33]\). In \([34]\), the authors investigated the appropriateness of seasonal ARIMA for univariate traffic flow prediction. Both definition and theoretical basis for using seasonal ARIMA to model traffic condition data and its prediction power were revealed in predicting future traffic conditions and when comparing heuristic forecast generation methods and seasonal ARIMA \([27]\). Further presentation of the ARIMA model form is detailed by \([35]\).

ARIMA is used in various models and is useful for time series modeling and forecasting time series. These include the AR, MA, ARMA, ARIMA, and SARIMA. In this work, a non-seasonal ARIMA model was employed, neglecting the modulation effects of days, and climate conditions on a particular day or any other effect, and therefore has pure trend lines. Generally, the predicted values of a particular variable are a linear function of several past observations and random errors \([36]\). A time series \(X_t = [1, 2, \ldots, N]\) is generated by a SARIMA \((p, d, q)(P, D, Q)\) given that:

\[
\varphi(B)\Phi(B^S)(1 - B)^d(1 - B^S)^D X_t = \Theta(B)\Theta(B^S)\epsilon_t
\]
where $N$ is the number of observations, $p$, $d$, $q$, $P$, $D$, and $Q$ are integers; $B$ is the lag operator; $s$ is the seasonal period length.

$$\varphi(B) = 1 - \varphi_1 B - \varphi_2 B^2 - \ldots - \varphi_p B^p$$  \hspace{1cm} (3)

where $\varphi(B)$ is the regular autoregressive operator (AR) of order $p$. This AR model combines past values of the relevant variable here considered to be traffic flow rate in a manner that is linear.

$$\Phi(B^S) = 1 - \Phi_1 B - \Phi_2 B^{2S} - \ldots - \Phi_P B^P$$  \hspace{1cm} (4)

Hence, $\Phi(B^S)$ is the autoregressive operator (AR) of order $P$, and the parameter $p$ denotes the number of prior values to be considered into account for the forecast (MA) model of order $q$. The MA models combine past error values linearly as compared to using previous values of the relevant variable. The parameter $q$, which indicates the number of prior error values to be taken into account for the forecast, describes them.

$$\theta(B^S) = 1 - \theta_1 B^S - \theta_2 B^{2S} - \ldots - \theta_Q B^Q$$  \hspace{1cm} (5)

Hence, $\theta(B^S)$ is the seasonal MA of order $Q$, $D$ is the number of seasonal differences; $e_i$ is the residual at time $t$, is both identically and independently distributed.

2.3. LSTM Model

LSTM is one of the various neural network types. It is a particular type of Recurrent Neural Network (RNN) that has the ability to remember values from earlier stages for future use [37]. The RNN is a depth neural network known for being efficient and accurate, and it has an enormous impact on long-term data learning. RNN has seen significant adoption in the recognition of patterns and many other fields [26]. However, it suffers from gradient disappearance. This problem is addressed by the LSTM neural network in RNN, which is distinguished by its ability to learn long-term dependency information. The RNN methods are a particular type of neural network designed for sequence problems. They have been used to generate sequenced information for deep learning applications such as tracking objects, and the categorization of images. LSTM overcomes RNN’s limitation of not having complete information on how to train the network with backpropagation. The following describes how a time point is processed inside an LSTM cell. The irrelevant data in the LSTM are identified and eliminated from the cell state via the sigmoid layer, referred to as the forget gate layer. Figure 2 shows the LSTM schematic diagram of the LSTM network.
In the figure, \( X_{t-1} \) indicates memory from the previous state, \( y_{t-1} \) the output state of the previous LSTM unit, \( Z_{t-1} \) indicates the current input, and \( f_t, i_t, g_t, o_t \) forget, input, output gates, respectively.

\[
\text{Input gate}(i_t) = \sigma[w_i(y_{t-1}, z_{t-1}) + b_i] \quad (6)
\]

\[
\text{Forget gate}(f_t) = \sigma[w_f(y_{t-1}, z_{t-1}) + b_f] \quad (7)
\]

\[
\text{Output gate}(O_t) = \sigma[w_O(y_{t-1}, z_t) + b_i] \quad (8)
\]

where, \( \sigma \) is the sigmoid forget layer, \( w_f \) is the weight, \( y_{t-1} \) is the output from previous timestamp, \( z_t \) is the new input and \( b_f \) is the bias. In our context of traffic prediction data at the junction, the input of data is denoted as \( X = [x_1, x_2, \ldots, x_n] \) where \( x_1, x_2, x_3 \) and \( x_4 \) indicate the four sections of the roads that are inputting to the described junction. Therefore, the hidden state of memory block \( Y = [y_1, y_2, \ldots, y_n] \) is based on the LSTM state networks used.

2.4. Forecast Validation

To assess the model fitting and forecasting efficiency of both ARIMA and LSTM, three indexes were considered. Those are the mean absolute error (MAE), which is the distinction that exists between the predicted value and the actual value and is expressed as an absolute number. The MAE reveals the mean size of the forecast error which we can expect. Hence, the MAE, which is the risk metric corresponding to the expected value of the absolute error, is given by Equation (9). A low MAE value indicates the closeness of the predicted values to actual values.

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \quad (9)
\]

where \( y_i \) and \( \hat{y}_i \) represent the forecasting and the true measurement of the \( n \)th sample and \( N \) is the total number of input samples. The mean absolute percentage error (MAPE) determines how accurate the forecasted quantities were in comparison to the actual quantities. The MAPE is the average of a set of errors and it is given by Equation (10).

\[
\text{MAPE} = \frac{100\%}{n} \sum_{i=0}^{n-1} \left( \frac{(y_i - \hat{y}_i)^2}{y_i} \right) \quad (10)
\]

Root mean squared error (RMSE), which tells how far a line fits its actual value, was previously used in measuring model performance in prediction mechanisms [11,38]. The higher RMSE denotes significant differences between the predicted and actual values. Traffic flow modeling used in this paper is assumed to be a regression problem. The RMSE, which is the standard deviation of the residuals, is defined by Equation (11).

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)}{n}} \quad (11)
\]

2.5. Design of Adaptive Traffic Flow Prediction Embedded System

The embedded system’s flexibility to adapt can be realized through several traffic flow detection nodes. In [39], authors describe an enhanced real-time vehicle-counting system as part of ITS. In [40], to classify and count vehicles that pass, authors proposed a system that builds on stationary video camera data. The design of the system is based on specific requirements, such as the need to operate on various types of roads and with a low recording frequency. In [41], the authors proposed a real-time traffic scheduling that builds on the traffic flow information and actuates the traffic signal based on the real-time flow data. Therefore, building a system that builds on the historical traffic and trained model along with the traffic flow prediction model of each embedded monitoring device in the cloud platform and at the junction level could allow real-time signal length estimation.
based on existing traffic knowledge and real-time data. While detecting traffic flow, each monitoring node will continue to upload data to the cloud platform and continuously train new data. By applying TinyML [42], the models can be embedded in the traffic controller, assuming that the traffic sensors count the vehicles crossing a particular section of the road, and then the next period signal length can be predicted. Figure 3 depicts the main elements of the proposed usage scenario. It is assumed that the real time data are collected and then fed into the model which is running in the back end. The model trained on the historical data predicts the next scenario by which signal length and cycle length can be determined.

![Figure 3. Data flow diagram of the system.](image)

3. Results and Discussion

In this work, the hourly data of traffic flow at Muhima Junction were collected. Both the ARIMA and the LSTM models are compared.

3.1. Traffic Trend at the Area

Analyzing the variation of traffic flow, Figure 4 shows that the traffic flow varies and keeps increasing over the period. This indicates a continuing overall tendency of data to increase.

![Figure 4. Variation of traffic flow at the junction.](image)

Table 3 summarizes the analysis of the traffic volumes where the peak hours of travel occurred mainly in two durations of the day. The PM peak was found to be higher than the AM peak. The analysis of the traffic volumes found that the peak hours of travel occurred at the following times 08:00 to 09:00 AM are Peak and 17:00 to 19:00 PM is the Peak period for all the days, and as the year passes the traffic has kept increasing.
Table 3. AM and PM Peak hours.

<table>
<thead>
<tr>
<th>Period of the Day</th>
<th>Pick Hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM Peak</td>
<td>0800 h to 0900 h</td>
</tr>
<tr>
<td>PM Peak</td>
<td>1700 h to 1900 h</td>
</tr>
</tbody>
</table>

3.2. Fitting Models with ARIMA Model

We used the first trend difference and seasonal difference \((d = 1)\) to eliminate numerical irregularities. Daily data from 2021 to 2022 showed a significantly stationary trend over time; consequently, \(d = 0\). Integration was obviously essential to make the functions stationary. Model \(ARIMA (1, 1, 2)(1, 1, 1)\) had the lowest Akaike’s Information Criterion (AIC) when compared to \((1, 1, 2)(1, 1, 2)\). The partial autocorrelation (PACF) was 0 at lag 1, thus \(P = 0\) or \(1\) in the monthly traffic rate. Both autocorrelation function (ACF) and PACF are mainly used to gain insights and identify the underlying patterns in time series data [43]. Each model complies with the requirement for residual time series white noise. They are used to understand and identify the underlying patterns and relationships in time series data [44]. Figure 5 shows the ACF and PACF for the traffic data.

![Figure 5](image)

Figure 5. The ACF and PACF graphs.

Figure 6 shows the model diagnostic plot for the developed time series models. The model residual quantile-quantile (q-q) plots are where the Q-Q plot compares the distribution of data, histogram, and normal distribution of the dataset. According to the graph, the Q-Q indicates the first data set’s quantiles in comparison to the second data set’s quantiles. Nearly all of the blue dots in the Normal Q-Q plot fall in line with the red line, indicating a correct and unskewed distribution. The correlogram indicates that only at Lag 1 were the residuals not autocorrelated.
3.3. Fitting Models with LSTM Model

The primary objective of developing the prediction model is to determine if it is able to forecast future traffic flow rates for the same series accurately. Through assessing the performance of the model measure produced, the accuracy of the forecasting, as well as the fitted model, are evaluated with the help of performance metrics equations. The evaluation showed that, when using the LSTM model for a 60-min prediction horizon, the number of layers was set to 2, 3, 5, and 6 by trial and error. As such, there are 100 memory units in the spatial axis in the LSTM network. Figure 7 presents the LSTM forecasts.

The main objective of developing the prediction model is to test its capability to predict future traffic flow, resulting in actuation and accurate signal length estimation. While training and testing the LSTM, defining, and fitting the model processes were performed on test data, and therefore traffic forecasts. LSTM was primarily created to remove the long-term reliance problem. For removing the long-term dependency problem, the model finds it simple to remember the information that is given to them for a very long length of time.
3.4. Model Comparison

In order to solve the issues with the current short-term traffic flow forecasting techniques, the aim of this work is to propose a precise and effective model for forecasting traffic based on predictions of desired outcomes. Comparing the LSTM with ARIMA models, the performance of the proposed LSTM network is better than the ARIMA model. The results indicate that LSTM is an effective technique—since it has a lower error rate compared to other models, it can be applied to forecasting with greater regularity. Table 4 lists the performance metrics of the models. LSTM obtained an MAE of 10.2, MAPE of 22.5%, and RMSE of 5.8. On the other hand, the ARIMA model obtained an MAE of 10.8, a MAPE of 24.2%, and a RMSE of 9.1. However, both models predict traffic flow well. ARIMA has been a widely used model for obtaining the forecasts. In [28], the authors used ARIMA and the MSE and MAPE metrics to evaluate the model performance in forecasting working days to predict day ahead traffic flow and attained 24.7 and 9.94, respectively. The same model was also used in mobile network traffic forecasting and the metrics for traffic forecast evaluation revealed that the model performs well in time series forecasting. Comparison of accuracy metrics of the two models is significant. Table 4 presents the comparison of average performance for both models.

Table 4. Summary of test statistical errors.

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>MAPE (%)</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>10.282</td>
<td>22.519</td>
<td>5.852</td>
</tr>
<tr>
<td>ARIMA</td>
<td>10.884</td>
<td>24.232</td>
<td>9.138</td>
</tr>
</tbody>
</table>

4. Conclusions

The lack of studies in the context of traffic forecasts and the integration of IoT has revealed the need for traffic analysis and development of ITS. ARIMA has been a widely used model for obtaining the forecasts. In this work the model was compared with LSTM, a deep learning technique. The two models adopted have been used and present good performances at different time scales when forecasting future demand or trends. Both models solely rely on past data to comprehend the trend and forecast the potential future. ARIMA model filters out the high-frequency noise in the data and development trends prediction. The LSTM, being a complex neural network and a deep learning application, learns from the pattern to identify non-linear dependencies and further store useful memory for a longer time. In this study, both models were shown to be good candidates for predicting the monthly series from data points. As described above, the LSTM model applied achieved a MAPE of 22.5% over the same period compared to the seasonal ARIMA model presented 24.2% MAPE for the original 60-min interval series over the same seven days. In order to predict using the ARIMA model, statistical inference needs to be accomplished. There is a way to compare both the prediction model performance by comparing their results on both on a weekly and monthly basis. There is a need for daily time series forecasts as the traffic flow has shown a tendency to increase in the future. Heterogeneity and other traffic-influencing factors which were not considered have to be taken into account due to their fluctuating effects. Understanding the significance of measuring the uncertainty linked to deterministic projections of traffic flow is also essential. Future research may need to concentrate on creating a probabilistic forecasting model based on the suggested method in order to address the congestion problem.
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