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Abstract: Convective storms represent a dangerous atmospheric phenomenon, particularly for the heavy and concentrated precipitation they can trigger. Given their high velocity and variability, their prediction is challenging, though it is crucial to issue reliable alarms. The paper presents a neural network approach to forecast the convective cell trajectory and intensity, using, as an example, a region in northern Italy that is frequently hit by convective storms in spring and summer. The predictor input is constituted by radar-derived information about the center of gravity of the cell, its reflectivity (a proxy for the intensity of the precipitation), and the area affected by the storm. The essential characteristic of the proposed approach is that the neural network directly forecasts the evolution of the convective cell position and of the other features for the following hour at a 5-min temporal resolution without a relevant loss of accuracy in comparison to predictors trained for each specific variable at a particular time step. Besides its accuracy ($R^2$ of the position is about 0.80 one hour in advance), this machine learning approach has clear advantages over the classical numerical weather predictors since it runs at orders of magnitude more rapidly, thus allowing for the implementation of a real-time early-warning system.
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1. Introduction

Convective storms, often referred to simply as thunderstorms, are intense local storms that are associated with a range of severe weather phenomena, including heavy rainfall, sudden temperature changes, flash floods, lightning, hail, and strong winds. They are named after an atmospheric phenomenon called convection, a type of motion caused by thermal imbalances within a fluid body. Specifically, it occurs when warm, moist air masses close to the Earth’s surface rise, due to their low density compared to the cooler air above (i.e., atmospheric instability). This rising motion creates vertical currents called “updrafts”. Thunderstorms can be originated by a single convective cell (originated by one updraft) or by several cells (multiple updrafts) [1]. The atmospheric conditions that lead to convective storms can develop in various geographical locations and climates, such as the tropics, or during the warmer months (spring and summer) in temperate regions.

Besides the interest in the physical processes related to their formation and evolution, several researchers focus on quantifying storms’ impacts. In fact, they have been the most costly type of natural disaster in economic terms in the last decades and the second most critical regarding human lives [2]. Between 1994 and 2013, 6873 natural disasters were recorded worldwide, resulting in 1.35 million deaths. The main types of disasters were floods, which were responsible for 43% of all events and affected about 2.5 billion people. Storms take the unfortunate second place, killing more than 244,000 people and causing economic damage of up to 936 billion US dollars. Furthermore, due to climate change, the intensity and frequency of these phenomena, and thus also their negative effects, may noticeably increase [3].
An accurate forecast of convective storms’ trajectory and intensity is paramount for mitigating their impact and reducing the associated damages. However, the complex interplay of atmospheric conditions is hard to be formalized into physically-based models. The prediction of these phenomena is thus a hard task for traditional forecasting methods, and innovative data-driven tools that come under the umbrella of artificial intelligence (e.g., machine learning and deep learning) are increasingly employed for this purpose.

These tools have become incredibly popular over the last decades, and nowadays are widely used for time series prediction in general, [4–9] and also specifically applied in the field of weather forecasting [10–22]. More and more researchers have adopted machine learning techniques instead of classical physically-based models [23], developing increasingly accurate predictors of intense precipitation [24,25]. Recent surveys on deep learning applications to the problem of intense rainfall episodes can be found in Fang et al. [26] and Hussein et al. [27].

Benevides et al. [28–30] proposed a short-term methodology for forecasting intense rainfalls, combining traditional meteorological data and innovative global navigation satellite system (GNSS) measures. As a result, the authors improved the detection of severe rain events and paved the way for further research, which showed improvements in forecasting rain events by adopting GPS measures [31,32].

These models can be used for practical applications, including nowcasting, alert systems, and sensor deployment. However, the problem is dealt with as a static classification task. These models predict the occurrence of intense rainfall only in one or a few points in a specific spatial domain, without providing any further information on the intensity and the area of influence of the phenomenon.

Forecasting convective storms’ trajectory remains extremely difficult, as they are short-lived and highly volatile. Initially, Han et al. [33] addressed the problem using a combination of image processing and linear regression. More recent research has successfully applied neural networks and data mining approaches to predict hurricanes’ trajectories [34,35]. Furthermore, deep neural networks and random forests were shown to be the most promising machine learning model used in meteorological nowcasting [36,37].

These techniques can be integrated with weather radars that produce reliable storm data with excellent detail. In addition to ground rainfall, many other parameters, such as the event’s spatial coverage, the precipitation’s vertical structure, and the ice particle distribution, can be retrieved. Moreover, radar observations have a high temporal resolution (5–10 min or shorter).

Huang et al. [38], for instance, used radar data and developed a cascade of two neural networks consisting of a location network to predict the storm position and a refining network to estimate the rainfall intensity. Bouget et al. [39] used a fusion of radar data and wind speed values to build a classifier that recognizes three different levels of rainfall over France. Since they start from radar and wind maps, their network has about 600,000 inputs to produce almost 50,000 output values at each 5-min step. Zhang et al. [40] fused radar maps with precipitation grid data and other computed values to forecast the precipitation amount and intensity in southeastern China. Such rich input improves the predictor’s performance by capturing the precipitation event’s key features. Peng et al. [41] proposed a graph neural network to relate better radar observations and rainfall measured values. Their results on southeastern China show that the proposed neural network reduces the well-known underestimation of high rainfall rates by radar measurements and effectively represents the spatial-temporal features of the precipitation field.

Following the same line, this work integrates artificial neural networks and radar data to build a forecasting model capable of predicting the evolution of intense convective storms one hour ahead. This would allow the development of a real-time alert procedure, a potentially helpful tool for civil protection activities. The peculiarity of this work consists in adopting a multi-variable and multi-output approach. Different variables constitute the model’s output, and their evolution is predicted at multiple time steps. In this way, we
produce a complete characterization of the convective cell’s situation which is similar to that of a physically-based simulation model.

The rest of this article is organized as follows. Section 2 introduces the case study and the available dataset and presents the neural approaches adopted. Then, Sections 3 and 4 report the numerical results and discuss the most significant insights that emerged. In the final section, we draw some concluding remarks.

2. Materials and Methods

2.1. Study Area

The study area of this work is shown in red in Figure 1 and lies primarily in Lombardy, northern Italy. Latitude spans from 45.25 to 46.25 N, while longitude is from 8.5 to 9.75 E, thus about $110 \times 130$ km$^2$. The orography is quite heterogeneous. The north is dominated by the Pre-Alps and three big lakes: Lake Maggiore, Lake Lugano, and Lake Como. The Po Valley lies in the south, where the municipality of Milan is located. A strong connotation of urban sprawl characterizes the area, where the permeability of the soil is significantly reduced; the water is channelled and transported from north to south, amplifying the damage caused by heavy rains and floods. According to the Köppen-Geiger climate classification, the area has a fully humid, warm climate with a warm summer. It is subject to intense and sudden convective thunderstorms, especially in spring and summer. This is because the air, loaded with humidity, is heated by contact with the Earth’s surface, which is heated by the sunlight, undergoing an upward movement, forming clouds and producing precipitation or thunderstorms. Prevailing winds are from the southwest sector with a low average speed, around 2 m/s.

![Figure 1. Geographic overview of the study area.](image)

2.2. Dataset

The dataset used in this work was acquired using the Thunderstorm Radar Tracking (TRT) algorithm developed by MeteoSwiss [42,43]. The TRT algorithm uses the reflectivity data of the composite images of the Swiss radar network, which consists of 3 volumetric C-band Doppler radars located at Monte Lema (1626 m asl), Albis (938 m asl), and La Dôle (1682 m asl), with a sensitivity of 0.2 mm/h at 230 km. The algorithm allows for determining the position of the centroids of the convective cells, their area and intensity.
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The temporal resolution is five minutes, while the spatial resolution is 2 km. Cell trajectories are derived from sequences of radar images using a thresholding scheme. Convective cells are detected if they reach a minimum area of 16 km$^2$ (4 pixels) and their minimum reflectivity exceeds 36 dBZ, with a difference between the maximum reflectivity and the value at the base of a cell larger than 6 dBZ (i.e., at least one pixel must reach 42 dBZ). As well known, the dBZ is a logarithmic dimensionless unit proportional to the density of raindrops in a unit volume. The algorithm can spot thunderstorms at an early or mature stage. Complex cases with several cells and splits and merges of cells are taken into account with the method of geographical overlapping, linking objects in consecutive radar images if they represent the same phenomena [42]. For each convective cell and time step, the dataset consists of coordinates of the center of mass, motion vector (i.e., both speed and direction), area of influence, average and maximum radar reflectivity, date and time, and event identification number.

The dataset acquired by MeteoSwiss and employed in this paper spans nine years, consisting of 2010 data and from 2012 to 2019, corresponding to 9577 events affecting our study area. An essential feature of the storms is their duration, ranging from a minimum of 20 min to a maximum of 535 min. The average duration is 61 min, while the standard deviation is 49 min. Figure 2a shows the distribution of events’ duration between 2010 and 2018, while Figure 2b shows that of 2019.

Figure 2. Probability density function of storms’ duration: (a) years 2010 to 2018; (b) year 2019.

Figure 3a,b show the distribution of mean and maximum reflectivity and area as a function of the duration of the event. The analysis is limited to 20 to 200 min duration to guarantee the reliability of the results (95% of storms are included in this range). We can deduce interesting information and insights on the lifecycle of convective storms: longer episodes are usually associated with higher mean and max reflectivity (thus heavier precipitation), as noted by Davini et al. [44]. However, it also appears that the reflectivity variance is almost independent of the duration, which means that the precipitation may vary greatly, even for short episodes. The time-averaged area covered by the convective cell is wider for longer episodes, as shown in Figure 3c. The area’s variance increases with duration, too, and the distribution is asymmetric (see the difference between the median
and mean values). Altogether, the ratio between the standard deviation and the average value, also known as the coefficient of variation (CV), shown in Table 1, is much more significant for the area than the other variables, indicating that forecasting its extension is generally more complex.

**Figure 3.** Distribution of mean (a), and maximum (b) reflectivity, and the average thunderstorm area (c). The shaded area covers the interval between 0.25 and 0.75 quantiles. The continuous lines show the mean, in light blue, and median, in blue, of the considered variable.

**Table 1.** Mean, standard deviation, and coefficient of variation of the dataset.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Latitude (°)</th>
<th>Longitude (°)</th>
<th>Av. Reflect. (dBZ)</th>
<th>Max Reflect. (dBZ)</th>
<th>Area (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>45.728</td>
<td>9.118</td>
<td>42.356</td>
<td>49.770</td>
<td>106.780</td>
</tr>
<tr>
<td>std</td>
<td>0.248</td>
<td>0.388</td>
<td>3.230</td>
<td>4.986</td>
<td>118.101</td>
</tr>
<tr>
<td>CV</td>
<td>0.005</td>
<td>0.043</td>
<td>0.076</td>
<td>0.100</td>
<td>1.106</td>
</tr>
</tbody>
</table>

Another interesting feature is the storm’s direction. Figure 4 reports the distribution of the storms’ azimuth angles, i.e., the angles between the northward direction and the motion vector of the storms, measured clockwise. The distribution shows a predominant direction of the storms between 0 and 60 degrees, which is northeast, as noted in a previous study of this dataset [45]. Another verification of this pattern comes again from the analysis of Table 1. The longitude standard deviation is more significant than the latitude, meaning that the storms tend to move along a parallel rather than a meridian.

The strong relation between the reflectivity and the cells’ area and the frequency distributions of the direction and duration demonstrate that the phenomenon has some characteristic traits. These traits are determined by the orography of the region and its thermal patterns and facilitate the forecast of the cells’ evolution over limited horizons, like an hour. Thus, knowing the initial speed of change of position and dimension, a model should be able to extrapolate the following evolution with remarkable accuracy.
2.3. Neural Predictive Model

We adopted a feed-forward neural network (FFNN), given the high process variability and the lack of long-term effects, for which a recurrent architecture such as a long short-term memory network would have been preferable. However, FFNNs have been proven appropriate for several forecasting applications [46,47]. The neural model was programmed in Python using the Keras library, a high-level API for TensorFlow.

The time-series forecasting task is inherently dynamic because the variable to predict can be seen as the output of a dynamic system. FFNNs are static models that can arbitrarily reproduce complex mapping from the input to the output space. However, static models can be adapted to deal with dynamic tasks in different ways [48–50]. We adopted a multi-output approach; hence, we constructed a model predicting all the variables at every step of the considered forecasting horizon, combining a multi-step and a multi-variable approach. The goal is to predict the output variables 60 min ahead, with a time step of 5 min.

We used two lag observations as inputs to the model. As discussed above, this minimum number provides sufficient information about the convective cell’s current trajectory and the phenomenon’s current dynamic (i.e., whether the reflectivity or area is increasing or decreasing). A higher number of lag observations did not improve the model much and was considered less valuable in practice because it is essential to begin predicting as early as possible. Convective storms are, in fact, rapidly evolving phenomena.

Figure 5 shows the input-output structure of the FFNN, while Figure 6 illustrates an example of trajectory prediction. At each time step, the storm features are forecasted for 5 to 60 min ahead, taking as input the current information (latitude and longitude of the cell center, average and maximum reflectivity, area, and the two horizontal components of the velocity vector) and that relative to the previous five minutes. In the figure, the actual trajectory of the convective cell is shown in red, and the predicted one in green. The dots indicate the position of the cell centroid. The area of each circle is proportional to the cell dimension and the color intensity to the average reflectivity.

Given two time steps as input and twelve steps as output, we consider only storms lasting at least 70 min for the model identification phase. Thus, we use only 37.2% of the thunderstorms in the dataset (which, nevertheless, means more than 3500 episodes). Finally, the remaining events will be used for assessing the accuracy of the neural predictor, which can be applied to events of any duration.
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Figure 5. Input-output structure of the neural network.

As customary for a regression task, we used the mean square error (MSE) as a loss function to train the network. This metric considers all five output variables for the entire prediction horizon, i.e., 12 time steps. Therefore, the metrics are weighted on 60 values (5 variables times 12 time steps). In addition, early stopping, which terminates the training when the monitored metric does not improve, was employed to avoid overfitting the training data. Before passing the data to the model, the identification dataset is normalized and split into training (2010 and 2012–2016), validation (2017–2018), and test set (2019). Figure 2 shows no change in the distribution of events’ duration; therefore, using 2019 as the test dataset is a coherent choice.

We implemented a traditional exhaustive search of the hyperparameter space to find the best combination (considering the validation set) among the following values:

- number of hidden layers = \{1, 2\};
- number of nodes = \{8, 16, 32\};
- optimization algorithm = \{adam, AdaGrad, RMSProp\};
- learning rate = \{0.0001, 0.001, 0.01, 0.1\};
- activation function = \{ReLU, sigmoid\};
- batch size = \{32, 64, 128\}.

Figure 6. Actual trajectory of a convective cell (red) and corresponding model’s predictions (green) taking two time steps (i.e., \(t - 5\) and \(t\)) as input and generating twelve time steps ahead (from \(t + 5\) to \(t + 60\)). The dots indicate the position of the cell centroid. The area of each circle is proportional to the cell dimension and the color intensity to the average reflectivity.
The best combination of hyperparameters turned out to be a single hidden layer of 32 nodes with a sigmoid activation function, a learning rate equal to 0.001, a batch size of 32, and Adam as the optimizer. However, many other combinations of values performed very similarly, certifying the convergence and stability of the optimization process. For each combination of the hyperparameters, models were trained for at most 800 epochs (unless prevented by the early stopping procedure).

We adopted two metrics to evaluate the model on the test data: the $R^2$ score, a relative metric derived from the MSE, and the mean absolute error (MAE), as it is common practice in regression problems [5,37,51].

3. Results
3.1. Model Performance

Besides testing the neural network on the performance metrics presented above, the FFNN is compared with "persistence" as a benchmark [52–59]. The persistent model assumes the phenomenon maintains its characteristics, which means the velocity vector, the average and maximum reflectivity, and the area at time $t$ remain constant for the following steps until $t + 60$.

Table 2 reports the MAE of the FFNN and persistent models on the latitude and longitude output together with the percentage difference (computed as FFNN MAE minus persistent MAE divided by FFNN MAE). The FFNN ensures smaller errors for all the time horizons, except for the first time step (5 min ahead). This is because the FFNN is trained to maximize the average accuracy over the whole forecasting horizon [48, 60]. It sacrifices precision at the first step to obtain a better overall performance. This could probably be avoided by defining a loss function that uses a decreasing set of weights to enhance the model accuracy on the first steps. However, this correction was not adopted in this study. The average forecast errors correspond, for the latitude, to 2.4 km and 11.0 km after 5 and 60 min, respectively. For the longitude, the average error after 5 min is 3.3 km, and after 60 min reaches 9.8 km. Errors on the longitude are larger since, as noted above, storms span a more extensive set of values in the horizontal direction, but this also means a larger difference between the two models that almost reaches 80% in the second half hour.

Table 2. MAE of latitude and longitude (degrees) of FFNN and persistent models on the test dataset.

<table>
<thead>
<tr>
<th>Time</th>
<th>Latitude</th>
<th></th>
<th>Longitude</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FFNN</td>
<td>% Difference</td>
<td>FFNN</td>
<td>% Difference</td>
</tr>
<tr>
<td></td>
<td>Persistent</td>
<td></td>
<td>Persistent</td>
<td></td>
</tr>
<tr>
<td>$t + 5$</td>
<td>0.022</td>
<td>-18.18%</td>
<td>0.042</td>
<td>-38.10%</td>
</tr>
<tr>
<td>$t + 10$</td>
<td>0.027</td>
<td>18.52%</td>
<td>0.045</td>
<td>0.88%</td>
</tr>
<tr>
<td>$t + 15$</td>
<td>0.035</td>
<td>28.57%</td>
<td>0.050</td>
<td>26.00%</td>
</tr>
<tr>
<td>$t + 20$</td>
<td>0.043</td>
<td>34.88%</td>
<td>0.055</td>
<td>47.27%</td>
</tr>
<tr>
<td>$t + 25$</td>
<td>0.052</td>
<td>36.54%</td>
<td>0.062</td>
<td>61.29%</td>
</tr>
<tr>
<td>$t + 30$</td>
<td>0.059</td>
<td>44.07%</td>
<td>0.070</td>
<td>70.00%</td>
</tr>
<tr>
<td>$t + 35$</td>
<td>0.066</td>
<td>48.48%</td>
<td>0.079</td>
<td>74.68%</td>
</tr>
<tr>
<td>$t + 40$</td>
<td>0.073</td>
<td>52.05%</td>
<td>0.088</td>
<td>77.27%</td>
</tr>
<tr>
<td>$t + 45$</td>
<td>0.080</td>
<td>55.00%</td>
<td>0.097</td>
<td>79.38%</td>
</tr>
<tr>
<td>$t + 50$</td>
<td>0.086</td>
<td>60.47%</td>
<td>0.107</td>
<td>80.37%</td>
</tr>
<tr>
<td>$t + 55$</td>
<td>0.092</td>
<td>65.22%</td>
<td>0.117</td>
<td>81.20%</td>
</tr>
<tr>
<td>$t + 60$</td>
<td>0.099</td>
<td>67.68%</td>
<td>0.127</td>
<td>81.89%</td>
</tr>
</tbody>
</table>

Table 3 shows the MAEs of the FFNN and persistent model on the average and maximum radar reflectivity outputs. Again, the FFNN outperforms the persistent regarding both average and maximum reflectivity.
Table 3. MAE of average and maximum radar reflectivity (dBZ) of FFNN and persistent models on the test dataset.

<table>
<thead>
<tr>
<th>Time</th>
<th>Average Radar Reflectivity</th>
<th>Maximum Radar Reflectivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FFNN</td>
<td>Persistent</td>
</tr>
<tr>
<td>t + 5</td>
<td>1.469</td>
<td>1.514</td>
</tr>
<tr>
<td>t + 10</td>
<td>1.730</td>
<td>1.899</td>
</tr>
<tr>
<td>t + 15</td>
<td>1.908</td>
<td>2.162</td>
</tr>
<tr>
<td>t + 20</td>
<td>2.017</td>
<td>2.314</td>
</tr>
<tr>
<td>t + 25</td>
<td>2.112</td>
<td>2.452</td>
</tr>
<tr>
<td>t + 30</td>
<td>2.183</td>
<td>2.564</td>
</tr>
<tr>
<td>t + 35</td>
<td>2.261</td>
<td>2.675</td>
</tr>
<tr>
<td>t + 40</td>
<td>2.335</td>
<td>2.787</td>
</tr>
<tr>
<td>t + 45</td>
<td>2.400</td>
<td>2.931</td>
</tr>
<tr>
<td>t + 50</td>
<td>2.479</td>
<td>3.037</td>
</tr>
<tr>
<td>t + 55</td>
<td>2.554</td>
<td>3.182</td>
</tr>
<tr>
<td>t + 60</td>
<td>2.690</td>
<td>3.369</td>
</tr>
</tbody>
</table>

Table 4 details the performances of the two models on the area output. Here, too, the FFNN performs consistently better than the persistent model, with differences increasing with the length of the forecasting horizon.

Table 4. MAE of area (km²) of FFNN and persistent models on the test dataset.

<table>
<thead>
<tr>
<th>Time</th>
<th>FFNN</th>
<th>Persistent</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>t + 5</td>
<td>54.039</td>
<td>55.945</td>
<td>3.53%</td>
</tr>
<tr>
<td>t + 10</td>
<td>63.362</td>
<td>70.394</td>
<td>11.10%</td>
</tr>
<tr>
<td>t + 15</td>
<td>69.944</td>
<td>81.002</td>
<td>15.81%</td>
</tr>
<tr>
<td>t + 20</td>
<td>74.521</td>
<td>88.594</td>
<td>18.88%</td>
</tr>
<tr>
<td>t + 25</td>
<td>77.937</td>
<td>93.816</td>
<td>20.37%</td>
</tr>
<tr>
<td>t + 30</td>
<td>80.843</td>
<td>98.124</td>
<td>21.38%</td>
</tr>
<tr>
<td>t + 35</td>
<td>82.855</td>
<td>100.938</td>
<td>21.82%</td>
</tr>
<tr>
<td>t + 40</td>
<td>84.639</td>
<td>102.787</td>
<td>21.44%</td>
</tr>
<tr>
<td>t + 45</td>
<td>85.416</td>
<td>106.172</td>
<td>24.30%</td>
</tr>
<tr>
<td>t + 50</td>
<td>86.791</td>
<td>107.582</td>
<td>23.96%</td>
</tr>
<tr>
<td>t + 55</td>
<td>87.280</td>
<td>108.484</td>
<td>25.03%</td>
</tr>
<tr>
<td>t + 60</td>
<td>88.297</td>
<td>110.395</td>
<td>25.03%</td>
</tr>
</tbody>
</table>

Figure 7 compares the $R^2$ score for each output variable, showing the same trends as the MAE. The accuracy of both models obviously decreases with the time horizon. In all cases, the FFNN outperforms the persistent model, except for the prediction of latitude and longitude after 5 min, which, however, are almost equivalent.

The better performance of the NN with respect to the persistent model can be explained by various reasons. The first is the use of the gradient of the input variables (i.e., the last two values) besides the current value. In this way, the network can extrapolate the current trend instead of just fixing the last value. The second is that the network, through training, has learned the most frequent dynamic of the convective cells. So, for instance, even when the gradient of a given variable (speed, area, reflectivity) varies consistently, the network knows that such an increase will terminate, and the variable will reach a plateau. In the same way, after a sequence of high values, the network predicts the start of the extinction phase. Finally, the NN can exploit the joint knowledge of all the variables and thus take advantage, for instance, of the known relation between area and reflectivity of a cell during its evolution.
Figure 7. $R^2$ scores comparing FFNN predictions (in red) and the persistent model outputs (in blue): latitude (a), longitude (b), average reflectivity (c), maximum reflectivity (d), and area (e). Note that the vertical axis is scaled differently between the five figures.

3.2. Sample Storm Trajectories

For a final assessment of the model performance, we report the real and predicted trajectories of three representative convective storm events. Two simplifications are adopted to provide more straightforward readability. First, we assume a circular shape for both the actual and the forecasted areas, although the actual form of the convective cells may be much more complex. The size of the circles is proportional to the cell area. Second, only the forecasts 60 min ahead are represented.
3.2.1. Case 1

Figure 8 refers to the episode on 20 August 2019, which lasted from 14:00 to 19:00. The cell traveled about 250 km, moving systematically toward the northeast. As already pointed out, this is the typical behavior of the convective cells in this area, allowing the model to track the storm accurately. In the figure, the forecasted area and position are displayed for the first time only 70 min after the cell is first detected (10 min corresponding to the two warm-up steps plus 60 min representing the considered lead time; forecast from 5 to 55 min are computed but not displayed in the figure). The green (forecasted) circles almost coincide with the red (actual) ones, meaning the cell’s area is also interpreted correctly. After five hours, the reflectivity of the cell declines (lighter red circles on the upper right corners) and thus the prediction is the disappearance of the cell (reflectivity below the threshold of cell definition).

Figure 8. Case 1. The convective cell developed on 20 August 2019 and lasted from 14:00 to 19:00. The actual path of the storm centroid is in black, and the area is in red. They are reported every five minutes. The predicted values one hour ahead are in green (predictions from 5 to 55 min ahead are not displayed). The area of each circle is proportional to the cell dimension and the color intensity to the average reflectivity. The arrows indicate the movement direction. Grid size: 0.5° lon; 0.2° lat.

3.2.2. Case 2

As a contrasting example, the storm illustrated in Figure 9, which took place on 18 June 2019 and lasted from 2:20 to 4:15, is relatively stationary. The cell’s centroid moves almost randomly around the initial position and spans less than 10 km. The model captures this unusual behavior relatively well; the actual and predicted areas frequently overlap. At times, however, the model fails to predict the direction of the sudden shifts. Despite this, given the limited movement of the cell, the model errors remain limited to less than 15 km.
3.2.3. Case 3

The third example in Figure 10 is an entirely different situation. The storm happened on 8 September 2019 and lasted from 14:15 to 18:40. Its path is peculiar. After an initial hour during which the cell remained almost in the same position, it moved to the south and then to the southeast, traveling for some 86 km, mainly toward the south. The model was not well trained to follow this kind of trajectory since they are infrequent, and thus, it forecasts a deviation toward the east at each time step. The errors, in this situation, may reach up to 15 km.

Figure 9. Case 2 took place on 18 June 2019 and lasted from 2:20 to 4:15. The actual convective cell path is shown in black. The actual area is reported every five minutes. The predicted values one hour ahead are in green (predictions from 5 to 55 min ahead are not displayed). The area of each circle is proportional to the cell dimension and the color intensity to the average reflectivity. The arrows indicate the movement direction. Note that the scale of the figure is about five times larger than the previous one. Grid size: 0.1° lon; 0.05° lat.

Figure 10. Case 3. The convective cell developed on 8 September 2019 and lasted from 14:15 to 18:40. The actual path is in black, and the actual area is in red. They are reported every five minutes. The predicted values one hour ahead are in green (predictions from 5 to 55 min ahead are not displayed). The area of each circle is proportional to the cell dimension and the color intensity to the average reflectivity. The arrows indicate the movement direction. Again the scale of the map is different from that of the previous figures. Grid size: 0.15° lon; 0.1° lat.
4. Discussion

This work aimed at developing an artificial neural network to predict the trajectories of convective storms, together with some additional information on the storm characteristics (average and maximum radar reflectivity and area of influence) in the short term, i.e., up to 60 min ahead. From the practical viewpoint, the determination of the center of mass of the convective cell provided by the neural network with remarkable accuracy is, in a way, more relevant than the other storm characteristics. Once the radar signal detects the cell, it is already sufficiently strong, and thus a precise determination of the precipitation intensity does not change the alarm conditions. The same is also partially true for the area, which is determined by adopting a crisp boundary, whereas a fuzzy approach would be more realistic. In practice, a rainfall of 20.1 mm and one of 19.9 mm do not differ, even if the latter may be below the threshold determining the boundary of the cell. Another relevant point is the network’s ability to forecast storms of any duration since, when used in real-time, one cannot know how long the cell will continue to be active. To deal with these conditions, we assessed the performance of the network, which is trained on storms longer than 70 min, on shorter episodes. Table 5 shows, for instance, the values of the coefficient of determination $R^2$ computed for the geographical coordinates of all the storms with a duration longer than 40 min. It appears that the network still performs very accurately. Thus, it can reliably be used for forecasting even at the onset of the convective cell when its duration is unknown. In practice, when the reflectivity declines (see, for instance, the last real values in Figure 8), the forecast for the following steps may be below the threshold that defines the presence of a cell, and thus, the cell is forecasted to disappear.

<table>
<thead>
<tr>
<th>Time</th>
<th>Latitude (°)</th>
<th>Longitude (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>70 min</td>
<td>40 min</td>
</tr>
<tr>
<td>$t + 5$</td>
<td>0.986</td>
<td>0.981</td>
</tr>
<tr>
<td>$t + 10$</td>
<td>0.980</td>
<td>0.975</td>
</tr>
<tr>
<td>$t + 15$</td>
<td>0.971</td>
<td>0.962</td>
</tr>
<tr>
<td>$t + 20$</td>
<td>0.960</td>
<td>0.949</td>
</tr>
<tr>
<td>$t + 25$</td>
<td>0.946</td>
<td>0.943</td>
</tr>
<tr>
<td>$t + 30$</td>
<td>0.932</td>
<td>0.936</td>
</tr>
</tbody>
</table>

In quite the same way, we did not notice any difference in the accuracy of the predictions when developing separate networks for each cell characteristic. It seems that despite the loss function of the network being weighted on 60 standardized variables, as stated in Section 2.3, it can capture very well the specific features of the cells.

We showed that the FFNN generally manages to predict the direction and features of the storm when the phenomenon is following the predominant path towards the northeast, as Figure 8 illustrates. However, on some occasions, the model is less accurate when the cell moves differently. An additional complication is the general inability of the model to predict sudden shifts (Figure 9), which are highly challenging to forecast. This problem can be characteristic of thunderstorms comprising several cells in various phases. The birth, growth, or death of one or more cells may cause the centroid to move in an apparently unrelated manner with respect to the direction and velocity of the whole storm system.

A possible improvement would thus be to pre-process the meteorological field through a classifier that is able to detect the particular conditions and activate a neural predictor trained for that situation. This may also help overcome another study limitation, namely the inability to predict the birth and death of convective cells. The model continues to predict the trajectory of a storm for the whole horizon, even when the storm disappears after a few steps. To develop such a classifier, looking at other variables will probably
be necessary. The two horizontal velocities already account for the wind direction in the current implementation. However, it may be worth incorporating a richer input, considering, for instance, the Zenit Total Delay (ZTD), a proxy of the vapor content of the atmosphere [32,61–63], or the cloud-to-ground lightning, which is also considered by the TRT algorithm [43].

5. Conclusions

A multi-variable multi-step neural network has shown to be reasonably accurate at predicting the evolution of convective cells, even with a simple and traditional internal structure. When an accurate convective cell tracking system is available (such as MeteoSwiss’s TRT), these networks require much less data and run orders of magnitude faster than physically-based numerical weather prediction (NWP) models [64] and do not need the same rigid grid subdivision of space. However, the two approaches might be integrated: NWP models could provide a more synoptic view, including, for instance, vertical wind and detailed pressure fields, which the network can exploit as additional input values. Furthermore, given their execution speed, the networks can be used for ensemble forecasting [65] starting from a set of initial conditions within the range of uncertainty of NWP model output. This will ultimately allow moving from a deterministic vision of the forecast (a cell at a specific position at a specific time) to a stochastic point of view (the probability of having a cell at a given position and time). Considering the high accuracy in convective cells’ forecasting reached in this study by simple neural networks, it is impossible to assess the efficiency of further improvements in general terms. It will be necessary to balance these developments’ additional costs with the benefits they can provide. This means that a rational decision can be taken only when the actual use of the forecast is defined. In conclusion, the proposed neural forecasting tool is a definite advancement with respect to the current state-of-the-art approaches, which usually focus only on the rainfall intensity and do not consider the storm trajectory. Moreover, from a practical perspective, it can be used as an early-warning system to inform and support the decisions of regional and municipal authorities and the civil protection departments.
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