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Abstract: Forecasting returns in financial markets is notoriously challenging due to the resemblance of price changes to white noise. In this paper, we propose novel methods to address this challenge. Employing high-frequency Brazilian stock market data at one-minute granularity over a full year, we apply various statistical and machine learning algorithms, including Bidirectional Long Short-Term Memory (BiLSTM) with attention, Transformers, N-BEATS, N-HiTS, Convolutional Neural Networks (CNNs), and Temporal Convolutional Networks (TCNs) to predict changes in the price ratio of closely related stock pairs. Our findings indicate that a combination of reversion and machine learning-based forecasting methods yields the highest profit-per-trade. Additionally, by allowing the model to abstain from trading when the predicted magnitude of change is small, profits per trade can be further increased. Our proposed forecasting approach, utilizing a blend of methods, demonstrates superior accuracy compared to individual methods for high-frequency data.

Keywords: high-frequency data; pairs trading; forecasting; transformers; N-BEATS; N-HiTS; ARIMA; BiLSTM

JEL Classification: C45; C53; C63; G12

1. Introduction

Pairs trading is the simultaneous purchase and sale of two closely related securities. The premise behind pairs trading is to capitalize on temporary divergences in the relative prices (spread) of two assets that are historically linked while remaining market neutral. An early example was developed by Bamberger and Tartaglia, at Morgan Stanley in the 1980s [1] that sought to exploit temporary deviations in the spread of two cointegrated assets.

According to [2], the procedure is based on a two-step sequence. The first is to find a pair of stocks, preferably from the same economic sector or from the same underlying asset (e.g., different classes of stocks for the same company), because such pairs often move in a coordinated fashion.

Having found two such stocks, say A and B, the idea of pairs trading is to short a certain value v of A and to long value v of B with the hope that stock B will rise relative to stock A over some time period, after which the positions would be liquidated. If the ratio of the two stock prices is r, i.e.,

\[ r \cdot \text{price}_B = \text{price}_A \]  \hspace{1cm} (1)

then this would entail buying r shares of B for every share of A sold.

Pairs trading is an example of high-frequency trading. Such trading is a prominent feature in today’s financial markets, and contributes to a significant portion of total equity trading, as noted in [3,4]. Ref. [5] states that high-frequency trading creates a two-tiered market, where fast traders mostly deal with each other, leaving slower investors with less
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profitable deals. Studies such as [6,7] have indicated that high-frequency pairs trading strategies can demonstrate statistically significant average excess returns.

The challenges of implementing pairs trading in a high-frequency trading strategy include:

- **Data availability**: Pairs trading relies on identifying correlated or co-integrated securities, which requires access to accurate and timely data. Obtaining and processing this data in real-time can be challenging.
- **Execution speed**: High-frequency trading requires rapid execution of trades, and delays in executing the pairs trading strategy can result in missed opportunities.
- **Transaction costs**: High-frequency trading involves frequent trading, which can lead to higher transaction costs as shown by [8]. Such costs can negate the potential profits of pairs trading, suggesting that low-profit trades should be avoided.

This paper’s contributions are to identify a class of online adaptive hybrid pairs trading strategies that combine reversion, machine learning, and thresholding. As far as we can tell, there are no better algorithms available.

**A Brief History of Forecasting for Finance**

Ref. [9] showed that traditional econometric methods, such as Linear Regression, based on parametric assumptions, are effective when relationships between variables are linear and well-understood. In general, classical econometric methods also offer benefits such as interpretability and therefore insights into the economic mechanisms underlying data.

According to [10], methods like Autoregressive Integrated Moving Average (ARIMA) are commonly used for modeling time series data, such as financial market prices. Prices are notably easier to model than changes in prices. For example, a stock whose price varies around USD 100 for a year is well predicted by the single value of USD 100, but predicting the minute-by-minute changes is much more challenging.

Ensemble methods like Random Forests and Gradient Boosting Machines (GBMs) excel in handling large datasets and non-linear relationships, as indicated by [11]. These sophisticated machine learning methods are known for their flexibility in handling complex, high-dimensional data and for their ability to capture intricate patterns that may be missed by classical econometric methods. Deep learning methods [12] are often better than both econometric methods and random forest methods thanks to their ability to automatically learn representations from data, thereby enabling them to capture complex patterns and relationships.

A combination of machine learning and econometric techniques (e.g., random forests and linear regression), through ensemble methods can benefit from the strengths of each approach. The combination often involves crafting features based on economic theory and then applying machine learning algorithms to exploit complex patterns within those features and aims to mitigate the weaknesses of individual methods while maximizing their strengths, potentially leading to improved forecasting accuracy and profitability [13,14].

In both machine learning and econometric approaches, incorporating thresholds can avoid trading when there is substantial uncertainty [15].

**2. Literature Review**

**2.1. Neural Network Techniques**

Because neural networks have shown excellent performance in forecasting time series [16–18], we review them in this section and compare them in our experiments. Neural network models do not embody closed form modeling equations. Instead, they achieve their capabilities thanks to their architectures. We explain some important aspects of their architectures here below.

**Long Short-Term Memory (LSTM)**: Introduced by [19], LSTM is an advanced variant of recurrent neural networks (RNNs) [20], which possess an internal architecture that includes memory gates, enabling them to maintain information from previous states and effectively capture temporal dependencies [19,21]. The memory gates in LSTMs regulate the flow of information within the cell state and allow the network to selectively remember...
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or forget information over long periods [19], making them well-suited for time series data, because they can retain relevant information over extended sequences. The sequential module structure of LSTMs performs well compared to traditional methods [22–25]. Empirical research has shown that the Long Short-Term Memory (LSTM) is more accurate than traditional models in petroleum production predictions and in forecasting Chinese Stock Market returns [26,27].

Bidirectional LSTM (BiLSTM): A Bidirectional Long Short-Term Memory (BiLSTM) model is an advanced type of LSTM that can improve the understanding of context in time series data [28,29]. Unlike traditional LSTMs that process data in a forward direction, BiLSTMs analyze information in both forward and backward directions [29–31]. This forward and backward property of BiLSTMs allows them to use contextual information from both past and future time steps. Patterns in time series data, such as trends and seasonality, can be well learned by examining the data in both directions. BiLSTMs have particularly shown to be effective for complex time series forecasting tasks like power consumption prediction [31].

Transformers: Transformers, originally introduced for natural language processing tasks by [32], have been adapted for time series analysis, leveraging their ability to process sequences in parallel and capture long-range dependencies [32,33]. Unlike recurrent neural networks, transformers use self-attention mechanisms to weight the significance of different parts of the input data, allowing for the efficient and accurate modeling of time series [32,34,35]. In the context of time series, attention mechanisms in transformers identify the most relevant time steps, allowing the model to focus on significant patterns and dependencies across the entire sequence. By weighting the importance of different points in the time series, attention enables the model to capture intricate temporal dynamics. This architecture has shown significant promise in various time series applications, offering improvements in speed and accuracy over traditional methods [33,36,37].

N-BEATS: The N-BEATS model, proposed by [16] is a deep neural architecture based on backward and forward residual links and a very deep stack of fully connected layers [16]. N-BEATS is designed to be interpretable and modular, excelling in producing accurate forecasts and providing insights into the underlying patterns in the time series data [16]. It consists of sequential blocks where each block models trends as well as seasonality components through basis expansion layers. Each block refines its inputs using backcast outputs, which represent an approximation of the input window, allowing subsequent blocks to focus on the remaining unexplained patterns [16]. The forecast outputs from each block are accumulated to form the final prediction. The goal is that the model incrementally improves its accuracy [16]. This structure is effective for time series forecasting because it systematically decomposes and reconstructs the series, enhancing both predictive performance and interpretability. The model has outperformed the winning model of the M4 forecasting competition [16–18].

N-HiTS: N-HiTS is an advanced version of the N-BEATS model with a hierarchical architecture that captures temporal dynamics at multiple scales, crucial for diverse time series data [38]. N-HiTS’s hierarchical architecture decomposes the time series into multiple levels of granularity, allowing the model to capture patterns at different scales, which is helpful for accurately modeling complex temporal dynamics [38]. Additionally, the model leverages interpolation techniques to generate forecasts, helping to smooth and fill gaps in the data, making the predictions more robust and reliable [38]. This model is especially promising for long-term predictions in various fields, such as finance and weather forecasting [39].

Temporal Convolutional Network (TCN): Temporal Convolutional Networks (TCNs) make use of so-called causal convolutions, which are designed to ensure that the systems’ predictions are based solely on historical data [40–42]. These networks perform well in time series forecasting due to a few features. Causal convolutions ensure the output at time t depends only on inputs from time t and earlier, preserving the temporal order and preventing future data leakage [43]. TCNs achieve a large receptive field through a
combination of dilated convolutions and deep networks, capturing long-term dependencies efficiently [40,41,43]. Residual connections, which skip layers, help mitigate the vanishing gradient problem and enable the training of very deep networks, enhancing the model’s ability to learn complex patterns [44]. TCNs have demonstrated superior performance over various contemporary machine learning models in tasks related to time series forecasting and classification [45–47]. In our experiments (see Section 7), they performed the best overall in terms of profit.

2.2. Strategies for Pairs Trading

Ref. [48] introduced the idea of doubly mean-reverting processes based on conditional modelling of model spreads between pairs of stocks. The strategy was designed to capture market inefficiencies with daily data. Results from real data back-testing showed high returns, even after subtracting transaction costs, with Sharpe ratios between 3.9 and 7.2.

Ref. [49] studied the Indian stock market using Volume Weighted Average Price (VWAP) to explore the possibility of making profits in intraday High-Frequency Trading. (To understand how VWAP is calculated, assume that 1000 shares trade at USD 50, 2000 shares at USD 48, and 5000 shares at USD 51, then the VWAP is\(\frac{50 \times 1000 + 48 \times 2000 + 51 \times 5000}{1000 + 2000 + 5000}\). That is, multiply each price by volume and then divide by the sum of volumes.) The results indicate that various trader groups, using different strategies, can all achieve gains when engaging in liquidity-demanding trades.

Ref. [50], propose a Generalized Smooth Transition–Vector Error Correction Model, GST-VECM, to estimate the implied arbitrage mechanism from financial market data. Using Chinese financial markets data, the authors examine how the introduction of Exchange Traded Funds (ETF) affects index arbitrage on the Shanghai and Shenzen markets. Their model can be applied to any cointegrated financial time-series.

Ref. [51] propose a methodology for selecting candidate stock pairs for pairs trading based on the correlation between leads and lags of different time series. While our paper works with pairs that must be correlated because they come from the same underlying company, one could imagine using the methods of [51] and then applying our methods to trade.

3. Data Source

The data source for our work is the site [52], with millisecond resolution for the year 2022, using the trading platform robotrader [53]. The three companies chosen (Petrobras, Banco Itau, and Banco Bradesco) are highly visible in the main Brazilian stock exchange index Ibovespa because (i) they are among the most traded companies, (ii) they have high capitalization and (iii) they are highly sought after by all types of investors, both local and foreign. This implies they are difficult to manipulate.

The three companies’ stocks are not traded every millisecond however, creating gaps in the price time series. For that reason, we preprocessed the data by filling in the gaps using the last price traded. We further preprocessed the data by collapsing the trading summary into minutes, using the closing price of each minute in order to increase computational efficiency and reduce sensitivity to spurious fluctuations.

B3 [52] is Brazil’s stock exchange, from which the data used in this study are taken. The closing prices of the shares were obtained through the Robotrader trading platform, developed by [53], a subsidiary company of B3. Robotrader is a platform for electronic and algorithmic trading, developed for high-frequency trading on capital markets and financial derivatives.

The ratios we considered were from preferred and common stocks from each of the three companies as shown in Table 1. Thus we knew they were highly correlated. In fact, the Petrobas ordinary and preferred stocks had a price correlation of 0.98, the Banco Itau preferred and ordinary stocks had a correlation of 0.98 as well, and the Banco Bradesco pair had a correlation of 0.99.
Table 1. Chosen companies and how many milliseconds have at least one trade and how many minutes have at least one trade.

<table>
<thead>
<tr>
<th>Company</th>
<th>Ticker</th>
<th>Type</th>
<th>Sector</th>
<th>Milliseconds Having Trades</th>
<th>Minutes Having Trades</th>
</tr>
</thead>
<tbody>
<tr>
<td>Petrobras</td>
<td>petr3</td>
<td>ordinary</td>
<td>gas and oil</td>
<td>7,602,606</td>
<td>95,606</td>
</tr>
<tr>
<td>Petrobras</td>
<td>petr4</td>
<td>preferred</td>
<td>gas and oil</td>
<td>25,610,052</td>
<td>95,853</td>
</tr>
<tr>
<td>Banco Itau</td>
<td>itub3</td>
<td>ordinary</td>
<td>Banks</td>
<td>4,064,901</td>
<td>76,450</td>
</tr>
<tr>
<td>Banco Itau</td>
<td>itub4</td>
<td>preferred</td>
<td>Banks</td>
<td>12,918,957</td>
<td>95,885</td>
</tr>
<tr>
<td>Banco Bradesco</td>
<td>bbdc3</td>
<td>ordinary</td>
<td>Banks</td>
<td>1,555,960</td>
<td>73,266</td>
</tr>
<tr>
<td>Banco Bradesco</td>
<td>bbdc4</td>
<td>preferred</td>
<td>Banks</td>
<td>11,696,685</td>
<td>96,120</td>
</tr>
</tbody>
</table>

4. Methodology

4.1. Experimental Framework

For each experiment on a pair of stocks, we used the first 50% of the sample to train the model (we compare the models later), 10% for validation, and 40% for testing. We implemented the following trading strategies.

4.1.1. Reversion Strategy

We choose the reversion strategy as a base method. Intuitively, this says that if the ratio at time $t$ is greater than (resp. less than) the ratio at time $t - 1$, then it will go down (resp. go up) by time $t + 1$. The decision making may be formalized as follows (with the A stock in the numerator of the ratios from the previous section):

Case 1: $r_t - r_{t-1} > 0$ => sell A and buy B.
Case 2: $r_t - r_{t-1} < 0$ => buy A and sell B.
Case 3: $r_t - r_{t-1} = 0$ => do not trade.

Here, the third scenario acts as a guard against making trades when the difference between ratios is not conclusive by itself.

4.1.2. Pure Forecasting Strategy

This strategy trades solely based on the difference between the actual ratio at the current timestamp and the predicted ratio for the next (based on one of the forecasting strategies among those tested). It can be formalized as follows:

Case 1: $\text{pred}_{t+1} - r_t > 0$ => buy A and sell B.
Case 2: $\text{pred}_{t+1} - r_t < 0$ => sell A and buy B.
Case 3: $\text{pred}_{t+1} - r_t = 0$ => do not trade.

While the third scenario is extremely unlikely, we make it a point to include the “equal to zero” check. This helps in conservatively avoiding a trade when our model either accurately predicts no change in the ratio, or fails to capture the actual change. Later, we expand this third case to include a margin in which we do not trade if we are “close to zero”.

4.1.3. Hybrid Strategy

The profitability of each of the aforementioned strategies can be seen in the results section. In the hope of further improving the profit-per-trade, we have tried a hybrid strategy. As motivation, consider that reversion and pure forecasting end up making different trading decisions on many occasions. The hybrid strategy essentially aims to trade only when the reversion and pure-forecasting strategies agree. That is,

Case 1: $\text{pred}_{t+1} - r_t < 0$ and $r_t - r_{t-1} > 0$ => sell A and buy B.
Case 2: $\text{pred}_{t+1} - r_t > 0$ and $r_t - r_{t-1} < 0$ => buy A and sell B.
Case 3: In all other cases, do not trade.

4.2. Threshold Strategies

We test the concept of a “threshold strategy” to trade more conservatively. A threshold, in our case, is the least absolute difference in predicted ratio that is needed for a trade. The
goal is to improve the overall profit-per-trade for the trades that take place for predictions that exceed the threshold.

Our experiments include two types of thresholds: static and dynamic. Static thresholds are pre-determined values which are independent of the data distribution and trading strategy. By contrast, dynamic thresholds are expressed as percentiles of the absolute ratio-change distribution. Since the ratios observed by the base and pure forecasting strategies are different, we generate a set of dynamic thresholds for each of them. The generation of these dynamic thresholds does not use the test data, which is sequestered during training and hyperparameter setting.

4.3. Evaluation Metrics

**Sharpe Ratio:**

The Sharpe Ratio \( S \), introduced by [54], is computed by dividing the excess return (average portfolio return minus risk-free rate) by the standard deviation of the returns, and provides a metric to assess the riskiness of a portfolio. The higher the Sharpe Ratio, the better is the risk-adjusted performance of a given portfolio, i.e., higher returns relative to the level of risk undertaken. In our case, because we are buying and selling the same amount on each initial trade, the risk-free return is 0. So the equation simplifies to

\[
S = \frac{\bar{R}_p}{\sigma_p}
\]

where:
- \( S \): Sharpe Ratio
- \( \bar{R}_p \): Average portfolio return
- \( \sigma_p \): Standard deviation of portfolio returns

**Accumulated Profit:**

The accumulated profit metric is simply the running sum of the profits on the test set.

**Profit-per-Trade:**

This is the average of the profits per trade actually done. In other words, it is a ratio of the accumulated profit versus the total number of executed trades. This is a particularly useful metric when transaction costs are significant.

**Confusion Matrix:**

Since profitability is heavily influenced by the type of trade performed, one figure of merit of accuracy is a confusion matrix. Such matrices are often used to evaluate classification models, by computing the number of true positive, false positive, false negative, and true negative predictions. We follow a similar approach, where we treat the behavior of our strategy as a prediction of whether the ratio will increase or decrease at the next minute and evaluate the prediction against what happens as in Table 2. We lay out the confusion matrix as four numbers in a row as in Table 3. As we will see in Tables 3–5, the best forecasting method for accuracy is not the same as the best method for profit.

### Table 2. Comparative analysis of Forecasting Model Accuracy.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Prediction Error</th>
<th>Models</th>
<th>Bidirectional LSTM</th>
<th>Transformer</th>
<th>N-BEATS</th>
<th>N-HITS</th>
<th>Temporal Convolutional Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>bbdc3_4</td>
<td></td>
<td>N-BEATS</td>
<td>0.00304</td>
<td>0.00296</td>
<td>0.00131</td>
<td>0.00141</td>
<td>0.00115</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MASE</td>
<td>13.64749</td>
<td>10.58363</td>
<td>2.09653</td>
<td>2.23407</td>
<td>1.47245</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAPE</td>
<td>0.16295</td>
<td>0.23222</td>
<td>0.08583</td>
<td>0.09461</td>
<td>0.07035</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sMAPE</td>
<td>0.16274</td>
<td>0.23254</td>
<td>0.08579</td>
<td>0.09455</td>
<td>0.07034</td>
</tr>
</tbody>
</table>

N-BEATS has the lowest MAPE and sMAPE scores on the petr3_4 dataset. Temporal Convolutional Network has the lowest RMSE, MASE, MAPE, and sMAPE scores on the other datasets. This shows that the Temporal Convolutional Network predicts the numerical change in return most accurately.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Prediction Error</th>
<th>Models</th>
<th>Error</th>
<th>Models</th>
<th>Error</th>
<th>Models</th>
<th>Error</th>
<th>Models</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Bidirectional LSTM</td>
<td>Transformer</td>
<td>N-BEATS</td>
<td>Transformer</td>
<td>N-HITS</td>
<td>Temporal Convolutional Network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>petr3_4</td>
<td>RMSE 0.00692</td>
<td>0.00302</td>
<td>0.00084</td>
<td>0.00122</td>
<td>0.00097</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MASE 25.86796</td>
<td>22.52620</td>
<td>2.11696</td>
<td>3.14258</td>
<td>1.75426</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MAPE 0.25042</td>
<td>0.24915</td>
<td>0.05415</td>
<td>0.07197</td>
<td>0.05509</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sMAPE 0.24859</td>
<td>0.24949</td>
<td>0.05416</td>
<td>0.07192</td>
<td>0.05507</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>itau3_4</td>
<td>RMSE 0.00319</td>
<td>0.00205</td>
<td>0.00505</td>
<td>0.00431</td>
<td>0.00144</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MASE 35.97402</td>
<td>23.39049</td>
<td>12.67374</td>
<td>11.50640</td>
<td>3.06157</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MAPE 0.25089</td>
<td>0.20759</td>
<td>0.37037</td>
<td>0.32999</td>
<td>0.12194</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sMAPE 0.25157</td>
<td>0.20787</td>
<td>0.37213</td>
<td>0.33128</td>
<td>0.12206</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Confusion matrix of the trading strategies on the bbdc3_4 dataset regarding the direction of the change of ratio. When the predicted change is positive (ratio increases) and the actual direction is positive, that is a true positive (TP). When the predicted direction is positive and that is a false positive (FP). And so on. The Transformer model combined with a hybrid trading strategy has the highest F1 score.

<table>
<thead>
<tr>
<th>Models</th>
<th>Strategy</th>
<th>Predicted Positive</th>
<th>Predicted Negative</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TP</td>
<td>FP</td>
<td>FN</td>
</tr>
<tr>
<td>Bidirectional LSTM</td>
<td>Pure Forecasting Strategy</td>
<td>11,309</td>
<td>8921</td>
<td>6899</td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy</td>
<td>10,512</td>
<td>6784</td>
<td>6878</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>7668</td>
<td>598</td>
<td>3761</td>
</tr>
<tr>
<td>Transformer</td>
<td>Pure Forecasting Strategy</td>
<td>17,386</td>
<td>17,147</td>
<td>822</td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy</td>
<td>10,512</td>
<td>6784</td>
<td>6878</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>10,127</td>
<td>6542</td>
<td>401</td>
</tr>
<tr>
<td>N-BEATS</td>
<td>Pure Forecasting Strategy</td>
<td>16,241</td>
<td>14,186</td>
<td>1967</td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy</td>
<td>10,512</td>
<td>6784</td>
<td>6878</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>10,454</td>
<td>6703</td>
<td>1901</td>
</tr>
<tr>
<td>N-HITS</td>
<td>Pure Forecasting Strategy</td>
<td>3479</td>
<td>1948</td>
<td>14,729</td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy</td>
<td>10,512</td>
<td>6784</td>
<td>6878</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>3283</td>
<td>1752</td>
<td>6726</td>
</tr>
<tr>
<td>Temporal Convolutional Network</td>
<td>Pure Forecasting Strategy</td>
<td>10,230</td>
<td>7092</td>
<td>7978</td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy</td>
<td>10,512</td>
<td>6784</td>
<td>6878</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>8048</td>
<td>4775</td>
<td>5137</td>
</tr>
</tbody>
</table>
Table 5. Confusion matrix of the trading strategies on the itau3_4 dataset. The Transformer model combined with a hybrid trading strategy has the highest F1 score.

<table>
<thead>
<tr>
<th>Models</th>
<th>Strategy</th>
<th>Predicted Positive</th>
<th>Predicted Negative</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TP</td>
<td>FP</td>
<td>FN</td>
</tr>
<tr>
<td>Bidirectional LSTM</td>
<td>Pure Forecasting Strategy</td>
<td>13,076</td>
<td>10,122</td>
<td>3178</td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy</td>
<td>8718</td>
<td>4975</td>
<td>5100</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>7855</td>
<td>3953</td>
<td>1727</td>
</tr>
<tr>
<td>Transformer</td>
<td>Pure Forecasting Strategy</td>
<td>15,930</td>
<td>15,382</td>
<td>324</td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy</td>
<td>8718</td>
<td>4975</td>
<td>5100</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>8657</td>
<td>4909</td>
<td>241</td>
</tr>
<tr>
<td>N-BEATS</td>
<td>Pure Forecasting Strategy</td>
<td>11,973</td>
<td>9255</td>
<td>4281</td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy</td>
<td>8718</td>
<td>4975</td>
<td>5100</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>7553</td>
<td>3755</td>
<td>2222</td>
</tr>
<tr>
<td>N-HITS</td>
<td>Pure Forecasting Strategy</td>
<td>15,775</td>
<td>14,852</td>
<td>479</td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy</td>
<td>8718</td>
<td>4975</td>
<td>5100</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>8674</td>
<td>4914</td>
<td>394</td>
</tr>
<tr>
<td>Temporal Convolutional Network</td>
<td>Pure Forecasting Strategy</td>
<td>13,195</td>
<td>10,308</td>
<td>3059</td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy</td>
<td>7952</td>
<td>4033</td>
<td>1739</td>
</tr>
</tbody>
</table>

5. Model Training

5.1. Datasets

Based on the data described in Section 3, we derived three datasets:

1. The “bbdc3_4” dataset encapsulates the ratio between the financial tickers bbdc3 (ordinary shares) and bbdc4 (preferred shares) from Banco Bradesco stocks.
2. The “petr3_4” dataset encapsulates the ratio between the financial tickers petr4 (preferred shares) and petr3 (ordinary shares) from Petrobras stocks.
3. The “itau3_4” dataset encapsulates the ratio between the financial tickers itau4 (preferred shares) and itau3 (ordinary shares) from Banco Itau stocks.

5.2. Training Methodology

As mentioned in Section 4.1, for each experiment on a pair of stocks, we used the first 50% of the sample to train the model, 10% for validation, and the last 40% for testing. None of the training or parameter tuning used the testing data.

We used the same training methodology for each machine learning model utilized in our study. All models were designed to process input data consisting of 50 time steps and predict the subsequent value. All the models use the Adam optimizer and are trained with a batch size of 1024 for 50 epochs with a learning rate of 0.0001. Furthermore, all the models are trained on a single V100 GPU on Google Colab. The loss function used for each model is mean squared error loss.

To find the optimal hyperparameter values for each machine learning method, we used the validation set for the bbdc3_4 dataset. Our methodology involved isolating each hyperparameter \( h \), holding any previously set hyperparameters at their chosen values and other hyperparameters at their default values. We then incrementally increased the value of \( h \). We continued incrementing as long as the Root Mean Squared Error decreased, signifying an improvement in performance. Upon observing an increase in RMSE, we chose the prior value for \( h \). An exhaustive search of all combinations may have found better values, but our main purpose was to find good hyperparameter values in a uniform way across models and then to explore combinations with reversion and thresholds. As the reader will see below, the order of setting hyperparameters was in descending order of importance.

For instance, when using the BiLSTM with Attention model, we initially increased the number of layers in the BiLSTM while keeping the other aspects of the model constant. We continued increasing the number of layers as long as the RMSE decreased. Once
the RMSE began to rise, we identified the previous number of layers as the optimal configuration. Subsequently, utilizing the optimal number of layers for the BiLSTM, we gradually increased the number of BiLSTM units in each layer while maintaining the rest of the model unchanged. Once again, we continued increasing the number of units as long as the RMSE decreased. This same method was applied to select the number of heads for the multi-head attention layer and the dimension of the dense layer. Here, the hyperparameters include the number of layers in the BiLSTM, the number of BiLSTM units in each layer, the number of heads for the multi-head attention layer, and the dimension of the dense layer.

The following outlines each model’s architecture along with the hyperparameter values found using the method above:

**BiLSTM with Attention:** The BiLSTM with attention model architecture incorporates bidirectional Long Short-Term Memory (BiLSTM) layers with attention mechanisms. The model consists of two layers of BiLSTM cells, each with 128 units, followed by a multi-head attention mechanism with 16 heads and a key dimension of 128. After the attention mechanism, the output undergoes global average pooling and global max pooling. The resulting pooled representations are concatenated and passed through a dense layer with 512 units and ReLU activation. Finally, a sigmoid activation function is applied to produce the model’s output. The hyperparameters were optimized in the following order: number of BiLSTM layers, number of units in the BiLSTM cells for each layer, number of multi-attention heads, dimension of the key, and dimension of the dense layer.

**Vanilla Transformer:** The transformer model architecture consists of a multi-head self-attention mechanism with four heads, operating on an embedding dimensionality of 256. The model comprises three encoder and three decoder layers, each with feed forward networks of dimension 16. Layer normalization without bias terms was applied for normalization, and a dropout rate of 0.2 was utilized for regularization. The hyperparameters were optimized in the following order: number of encoder and decoder layers, number of multi-attention heads, dimension of the embedding layer, dimension of feed forward network, type of layer normalization (between layer normalization with bias, layer normalization without bias, and RMS normalization), and dropout rate.

**N-BEATS:** The N-BEATS model architecture is composed of five layers organized into one block and two stacks. Each layer employs a feed forward network with a width of 512 units, and a dropout rate of 0.2 is applied for regularization. The hyperparameters were optimized in the following order: number of layers in each block, number of blocks in each stack, number of stacks, dimension of the feed forward network, and dropout rate.

**N-HiTS:** The model setup for the N-HiTS model is constructed with five layers organized into one block and two stacks. Each layer encompasses a feed forward network with a width of 512 units, and a dropout rate of 0.2 is employed for regularization. The hyperparameters were optimized in the following order: number of layers in each block, number of blocks in each stack, number of stacks, dimension of the feed forward network, and dropout rate.

**Temporal Convolution Network (TCN):** The model architecture for TCN utilizes a convolutional kernel size of 3 and consists of 8 layers, each with 64 filters. Dilation is applied with a base of 2, and weight normalization is enabled. A dropout rate of 0.2 is incorporated for regularization purposes. The hyperparameters were optimized in the following order: kernel size, number of filters, number of layers, dilation base, and dropout rate.

The performance of each model was evaluated using root mean squared error (RMSE), mean absolute scaled error (MASE), mean absolute percentage error (MAPE), and symmetric mean absolute percentage error (sMAPE). We used the Darts time series library in PyTorch [55] to implement and train these models.

6. Threshold-Dependent Hybrid Trading Algorithm

The full trading Algorithm 1 combines mean reversion with machine learning-based forecasting (e.g., temporal convolutional networks) and trades only if both exceed their respective thresholds: $\text{thresh}_{\text{reversion}}$ and $\text{thresh}_{\text{forecast}}$. Intuitively, the algorithm will trade
only if both are “confident.” The forecasting and mean reversion thresholds are set statically or dynamically as described in Section 4.2.

The main trading loop in Algorithm 1 is called at each time point (e.g., a minute). The DETERMINE_TRADE routine uses the thresholds and the forecasts to decide whether to trade. EXECUTE_TRADE will trade if the action returned by DETERMINE_TRADE says so.

Algorithm 1 Threshold-Dependent Hybrid Trading Algorithm

1: Define thresholds
2: \( \text{thresh}_{\text{forecast}} \leftarrow \ldots \) \( \triangleright \) Set the forecasting threshold either statically or dynamically
3: \( \text{thresh}_{\text{reversion}} \leftarrow \ldots \) \( \triangleright \) Set the mean reversion threshold either statically or dynamically
4: 
5: function DETERMINE_TRADE\((\text{pred}_{t+1}, r_t, r_{t-1})\)
6: \( \qquad \text{Calculate differences} \)
7: \( \quad \text{forecast}_\text{diff} \leftarrow \text{pred}_{t+1} - r_t \)
8: \( \quad \text{reversion}_\text{diff} \leftarrow r_t - r_{t-1} \)
9: 
10: if forecast\_diff \( < -\text{thresh}_{\text{forecast}} \) and reversion\_diff \( > \text{thresh}_{\text{reversion}} \) then
11: \( \quad \text{action} \leftarrow \text{“sell A and buy B”} \)
12: else if forecast\_diff \( > \text{thresh}_{\text{forecast}} \) and reversion\_diff \( < -\text{thresh}_{\text{reversion}} \) then
13: \( \quad \text{action} \leftarrow \text{“buy A and sell B”} \)
14: else
15: \( \quad \text{action} \leftarrow \text{“do not trade”} \)
16: return action
17: 
18: Main loop running throughout the trading session
19: while trading\_session\_is\_active do
20: \( \quad \text{pred}_{t+1} \leftarrow \text{get\_forecasting\_prediction}() \) \( \triangleright \) Forecasted value for the next time point
21: \( \quad r_t \leftarrow \text{get\_current\_ratio}() \) \( \triangleright \) Current ratio value
22: \( \quad r_{t-1} \leftarrow \text{get\_previous\_ratio}() \) \( \triangleright \) Previous ratio value
23: \( \quad \text{trade\_action} \leftarrow \text{DETERMINE}\_\text{TRADE}(\text{pred}_{t+1}, r_t, r_{t-1}) \)
24: \( \quad \text{EXECUTE}\_\text{TRADE}(\text{trade\_action}) \) \( \triangleright \) Execute trade based on action
25: 
26: End of trading session
27: END\_TRADING\_SESSION

7. Results

The tables and graphs in this section show that Temporal Convolutional Network is overall the best when it comes to profit (Figure 1) and profit-per-trade (Figure 2), but that the best models vary depending on the dataset when it comes to prediction error and accuracy (Tables 3–5). Regarding profit and the Sharpe ratio (Figure 3), the reversion strategy often beats all forecasting methods. A hybrid strategy using reversion with forecasting increases profit-per-trade relative to either by itself.
Figure 1. Profit Without Threshold: Among pure forecasting strategies, the Temporal Convolutional Network stands out as the overall best in terms of profit. However, the reversion method (shown in black) is often as good or better, with greater profits compared to the hybrid method.
Figure 2. Profit-per-Trade Without Threshold: The hybrid approach performs the best, especially when combining the reversion method with either the Temporal Convolutional Network or the BiLSTM with Attention.
Figure 3. Sharpe Ratio Without Threshold: The Sharpe Ratio is highest for the hybrid approach, especially when utilizing the Temporal Convolutional Network with the reversion method.
7.1. Threshold Experiments

Because the Temporal Convolutional Network is overall the best forecasting method in terms of profit and profit-per-trade, we use it in the subsequent analysis whenever we refer to ‘Pure Forecasting Strategy’. The overall finding of this section is that thresholds improve profit-per-trade at the cost of trading less and therefore making less overall profit in a transaction cost-free environment. The Figures 4–7 illustrate these points for the case where there are no transaction costs (e.g. no brokerage fees).

**Figure 4.** Profit for Static Threshold Strategy: Implementing a threshold up to 0.00025 does not diminish the profit of the reversion strategy. However, it does result in a reduction in the number of trades by 54.3%, 73.8%, and 41.6% on the bbdc3_4, petr3_4, and itau3_4 datasets, respectively. Furthermore, an increase in the threshold value beyond zero reduces the profit of both the pure and hybrid forecasting strategies, whereas an increase beyond 0.00025 decreases the profit of the reversion strategy.
Figure 5. Profit-per-Trade Static Threshold: The largest profit-per-trade is generated by the hybrid strategy with the largest threshold.
Figure 6. Dynamic thresholds are expressed as percentiles of the absolute value of the minute-by-minute change in ratio. Since the ratios observed by the base and pure forecasting strategies are different, we generate a set of dynamic thresholds for each of them. The generation of these thresholds uses only the training and validation data. The forecasting strategy is Temporal Convolutional Network. Higher percentiles lead to fewer trades and less profits.
Figure 7. As in the previous figure, dynamic thresholds are expressed as percentiles of the absolute value of the minute-by-minute change in ratio. The forecasting strategy is Temporal Convolutional Network. Higher percentiles lead to higher profits per trade.
7.2. Comparison with a Reinforcement Learning Approach

We performed a comparative analysis of our model with the reinforcement learning-based method [56] still ignoring transaction costs. The authors of that paper propose to enhance the pairs trading strategy through the use of a two-level reinforcement learning framework, where the Extended Option–Critic (EOC) [57] method is used for pair selection, and the Multi-Agent Deep Deterministic Policy Gradient (MADDPG) [58] method with three cooperating actors and one critic is used to set trading thresholds and execute trades. In our study, we re-implemented the MADDPG algorithm employed in their research to assess how it performs compared to our model (unfortunately, we were not able to obtain their code though we requested it). We did not need to use EOC in our comparison, because closely related stock pairs have already been selected in our study.

The key implementation details outlined in their paper include the following parameters: the buffer size (the memory capacity for experiences), the batch size (the number of experiences sampled from the buffer for each training iteration), gamma (the discount factor determining the importance of future rewards), the learning rate (the rate at which the model adjusts its parameters during training), the number of episodes (the number of complete runs through the training data), and the reward function (the metric used to evaluate the agent’s performance). In addition, they specified the set of variables describing the environment for both the actors (the decision-making components) and critic (the value function estimator), the action space (the possible actions the agent can take) for the actors, and the number of possible actions the actors could take. The paper specifies the values of these parameters.

We incorporated additional implementation details that were not explicitly outlined in the paper. The number of layers and number of neurons in each layer for the three actor and one critic neural networks were determined using the hyperparameter search discussed in Section 5.2 of this paper. The hyperparameters were optimized sequentially, beginning with the number of layers followed by the number of neurons in each layer. Each actor network comprises three fully connected layers, each with 64 neurons, followed by an output layer with neurons equal to the number of possible actions. The input to the network is the current state of the environment. The network employs the ReLU activation function for all hidden layers and utilizes the softmax function to produce a probability distribution over the available actions. The critic network, similar to the actor networks, consists of three fully connected layers, each with 64 neurons, followed by an output layer with a single neuron representing the quality of the actions taken by each actor. The input to the network is a combination of the current state and the actions taken by each actor. The network uses the ReLU activation function for all hidden layers.

Furthermore, we employed a tau value of 0.01 to update the target actor and critic networks. This tau value determines the rate at which the parameters of these target networks are updated, with a smaller tau resulting in a slower and more stable learning process. Additionally, we disabled exploration for the actors, focusing solely on exploiting learned policies. Lastly, we chose to train the networks using the Mean Squared Error (MSE) loss function.

Here are the results: The model was trained for 1000 time steps per episode, and the total profit we obtained on the test set was 29.7, which is nearly three times lower than the profit achieved using our approach.

7.3. Practical Implications of Experimental Results

Of the forecasting strategies, Temporal Convolutional Network performs the best in terms of profit, possibly because of its ability to capture both short-term and long-term dependencies with dilated convolutions. Reversion, however, often performs better than any forecasting strategy. Thresholds, whether dynamic or static, tend to reduce profits but increase profits per trade as well as the Sharpe ratio. Hybrid strategies also reduce profits but increase profits per trade.
It is possible that a reinforcement learning approach or another forecasting method or package such as Chronos [59] (which, at the time of writing, had just come out and did not perform well) might yield a better result than Temporal Convolutional Networks. Any better method can be drop-substituted for the Temporal Convolutional Network in our framework.

While the principal goal of our work is to study whether prediction in pairs trading is even possible, a fair question to ask is whether the strategy could make money in the face of brokerage fees. The minimum brokerage fee on the Brazilian stock market is around 0.011% of the monetary value of each intraday trade. Given this, we would need the average profit per trade to exceed that amount. Figure 8 shows that the hybrid strategy can make a profit-per-trade even when brokerage costs are taken into account. Moreover, when using a reasonably good threshold, the profit increases. These trends not only support our argument of using a hybrid strategy, but also justify the use of thresholds in reducing the number of loss-making trades.

![Figure 8. Average Profit-per-Trade with Transaction Costs: The hybrid strategy performs better than mean reversion and pure forecasting using Temporal Convolutional Network. Increasing the threshold overcomes the transaction costs and leads to higher profits per trade.](image-url)
As expected, the introduction of broker fees results in lower cumulative profits. Thresholds help substantially. Table 6 shows the observed profits for each strategy, when simulated with the highest dynamic threshold.

Table 6. Effect of transaction costs on the total profit of each strategy. The profits are of course lower. However, with the highest dynamic threshold, our approach is still capable of delivering profits. While the table shows that the total profits are consistently best using the reversion strategy here, this would change if the brokerage fees were slightly higher, because then the strategy with the highest profit per trade would also yield the highest profit.

<table>
<thead>
<tr>
<th>Pair of Stocks</th>
<th>Strategy</th>
<th>Profit before Fees</th>
<th>Profit after Fees</th>
</tr>
</thead>
<tbody>
<tr>
<td>bbdc3_4</td>
<td>Pure Forecasting Strategy 7.8291</td>
<td>4.9139</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy 37.6632</td>
<td>16.0140</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy 11.7661</td>
<td>7.2873</td>
<td></td>
</tr>
<tr>
<td>petr3_4</td>
<td>Pure Forecasting Strategy 64.9675</td>
<td>9.4263</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy 87.0103</td>
<td>14.2168</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy 38.4144</td>
<td>12.9912</td>
<td></td>
</tr>
<tr>
<td>itau3_4</td>
<td>Pure Forecasting Strategy 29.6097</td>
<td>17.0472</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reversion Strategy 86.7440</td>
<td>36.9860</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hybrid Strategy 32.1873</td>
<td>24.7291</td>
<td></td>
</tr>
</tbody>
</table>

8. Conclusions

We were frankly surprised by the results we found. In spite of the fact that deltas in pair ratios resemble white noise, machine learning techniques such as temporal convolutional networks consistently generate profits in simulation. Further, the greater the magnitude of the predicted change in return does indeed correspond to a higher profit-per-trade, indicating that the machine learning based forecasting method tends to estimate magnitudes as well as directions correctly. Finally, hybridizing reversion with machine learning-based forecasting gives higher-quality predictions in terms of profit-per-trade than either method alone. This implies that machine learning is complementary to simple reversion. As machine learning methods improve, we foresee further improvements even for extremely difficult settings like these.

Code and pointers to public data will be available upon publication.
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