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Abstract: The Bidirectional Reflectance Distribution Function (BRDF) is usually used to describe
the reflectance anisotropy of a non-Lambertian surface and estimate surface parameters. Among
the BRDF models, the kernel-driven models have been extensively used due to their simple form
and powerful fitting ability, and their reliability has been validated in some studies. However,
existing validation efforts used in situ measurements or limited satellite data, which may be subject
to inadequate observational conditions or quality uncertainties. A recently released high-quality
BRDF database from Polarization and Directionality of the Earth’s Reflectances (POLDER) provides
an opportunity to revisit the performance of the kernel-driven models. Therefore, in order to evaluate
the fitting ability of the kernel-driven models under different observational conditions and explore
their application direction in the future, we use the filtered high-quality BRDF database to evaluate
the fitting ability of the kernel-driven model represented by the RossThick-LiSparseR (RTLSR) kernels
in this paper. The results show that the RTLSR model performs well, which shows small fitting
residuals under most observational conditions. However, the applicability of the RTLSR model
performed differently across land cover types; the RTLSR model exhibited larger fitting residuals,
especially over non-vegetated surfaces. Under different sun-sensor geometries, the fitting residuals
show a strong positive correlation with the Solar Zenith Angle. The above two factors cause the
RTLSR model to exhibit a poorer fitting ability at high latitudes. As an exploration, we designed a
model combination strategy that combines the advantages of different models and achieved a better
performance at high latitudes. We believe that this study provides a better understanding of the
RTLSR model.

Keywords: applicability comparison; BRDF; kernel-driven model; POLDER

1. Introduction

The Bidirectional Reflectance Distribution Function (BRDF) is defined as the ratio of the
radiance in the direction of the exit beam to the irradiance caused by the entrance beam [1].
In remote sensing, BRDF commonly represents the distribution of bidirectional reflectance
to quantify surface reflectance anisotropy [2]. An accurate estimate of land surface BRDF
serves to correct the bidirectional effects in vegetation indices and reflectance and to estimate
land surface physical, biological parameters, and vegetation structural parameters, such as
albedo and leaf area index (LAI) from reflectance measurements [3–7]. Therefore, accurate
modeling of the global land surface BRDF is important for global ecosystem monitoring
and radiation balance researches.
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Several empirical, semi-empirical, and physical methods have been developed for
BRDF modeling. Among them, the semi-empirical linear kernel-driven models introduced
by Roujean et al. [8] have been widely used. Wanner et al. [9] and Lucht et al. [6] sub-
sequently improved the kernel-driven model to make it easier to understand and apply
as the Algorithm for Model Bidirectional Reflectance Anisotropies of the Land Surface
(AMBRALS) [10]. The kernel-driven models were adopted as the operational algorithms for
generating land surface albedo products by many spaceborne sensors, including the Moder-
ate Resolution Imaging Spectroradiometer (MODIS) and Polarization and Directionality of
the Earth’s Reflectances (POLDER) [6,11–16]. Scholars developed many kernels to describe
the radiative transfer process of different scenes, such as the well-known Ross kernels and
Li kernels [6,8,17]. Li et al. [17,18] also developed a kernel called the LiTransit kernel to
describe the geometric–optical relationships of discrete canopies under large zenith angles
better. Meanwhile, Maignan et al. [19] and Jiao et al. [20] further modified the hotspot
effect of the kernel-driven model. In addition, there were some new models based on the
form of kernel-driven models to describe the radiative transfer process of a certain scenario
better [21,22], which can also be regarded as an extended form of kernel-driven models.

The reliability of the kernel-driven models was validated using multiangle datasets
and field measurements [23–25]. However, existing validation efforts used in situ measure-
ments or limited satellite data, which may be subject to inadequate observational conditions
or quality uncertainties. This resulted in applicability differences of kernel-driven models
under different observational conditions not being adequately compared. This requires
high-quality, large-scale global observations from the same sensor to remove the interfer-
ence from data uncertainty as much as possible. The publication of a high-quality POLDER
BRDF database, which is recommended for assessing the typical variabilities of natural
surface reflectances and evaluating models, provides an opportunity for a more compre-
hensive applicability comparison of the kernel-driven model to revisit its performance
under different observational conditions [26]. This database provides a set of filtered high-
quality reflectance observations with various observation geometries from the POLDER-3
sensor. The observations in this database are representative and of a high quality, and have
been used for model validation and bidirectional surface reflectance evaluations [21,27,28].
At the same time, most of the current large-scale researches or product production used
only a single kernel-driven model [29,30]. However, as noted above, while many types of
kernel-driven models have been developed, to date, to adapt to different observational
conditions, studies on the joint application of kernel-driven models are still insufficient and
require further exploration. Therefore, the primary objective of this paper is to revisit the
fitting ability of the kernel-driven models under different observational conditions using
high-quality global observations, and thereby explore its application and future directions.

In this study, we compare the applicability of the kernel-driven model represented by
RossThick-LiSparseReciprocal (RTLSR) kernels under different observational conditions
using the POLDER BRDF database. As an exploration, a Simple Joint Retrieval Strategy
(SJRS), based on the applicability comparison results, is proposed to compensate for the
shortcomings of using the RTLSR model alone, which could serve as a guide for continuous
improvement of the RTLSR model. This paper is organized as follows. Section 2 intro-
duces the necessary information and mathematical formulas of the kernel-driven models,
database, and comparative analysis method, as well as describes the general design idea of
the SJRS in detail. Section 3 presents the results of the model applicability comparison. In
Section 4, we thoroughly discuss the results of the experiments, the potential of the joint
application of multiple models, and future perspectives of kernel-driven models. Finally,
the limitations of our experiment are also summarized.

2. Materials and Methods
2.1. POLDER BRDF Database

In this study, we used a high-quality BRDF database published by Breon et al. [26],
which is recommended by the authors to be applied in assessing the typical variabilities of



Forests 2022, 13, 435 3 of 19

natural surface reflectances or evaluating the new BRDF models (https://doi.pangaea.de/
10.1594/PANGAEA.864090 (accessed on 27 January 2022)). This database provides a set of
high-quality reflectance observations from the POLDER-3 sensor collected from January
2008 to December 2008. It only includes observations from 2008, as this year was the best
in terms of data acquisition continuity. Moreover, these observations are available without
significant cloud or aerosol contamination and were acquired with various observation
geometries. The targets are classified into 16 classes of IGBP (International Geosphere-
Biosphere Programme) land cover types (without water), the selection of which requires
spatial representativeness within the class [14]. The POLDER-3 observes the surface target
from up to 16 directions (14 on average) per overflight with a maximum View Zenith Angle
(VZA) close to 70◦ [26]. These allow us to easily compare the fitting ability of the RTLSR
model over different land cover types and observation geometries.

The BRDF database contains six bands of reflectance data, and only the red and Near-
Infrared (NIR) bands (centered at 670 nm and 865 nm, respectively) were used in this
study. It also provides a metric called Aero, which is a non-quantitative indication of the
aerosol load retrieved from POLDER measurements. Aero = 0 means minimal aerosol load,
whereas Aero = 15 represents a high aerosol load. Only observations with Aero ≤ 5 are
used in our study. Figure 1 shows the global distribution of POLDER BRDF database sites.
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2.2. Linear Kernel-Driven Models and Retrieval Method

In optics, BRDF is defined as the ratio of the radiance in the direction of the exit beam
to the irradiance caused by the entrance beam [1]. However, it cannot be strictly measurable
under natural conditions. It essentially describes the anisotropy of the irradiated object. In
remote sensing, since pixels are usually non-uniform surfaces with a certain area, the BRDF
cannot be defined effectively, while the definition of parameters, such as reflectance, still
holds. Therefore, the measured reflectance data are often referred to as BRDF [31,32]. BRDF
is usually used to represent the bidirectional reflectance distribution to quantitatively de-
scribe the anisotropy of the land surface [22,33]. The linear kernel-driven model, originally
proposed by Roujean et al. [8], is usually used to retrieve bidirectional reflectance. It can
be formalized as the empirically weighted sum of several scattering components [34]. The
equation can be expressed as:

R(θs, θv, ϕ, λ) = fiso(λ) + fvol(λ)Kvol(θs, θv, ϕ) + fgeo(λ)Kgeo(θs, θv, ϕ) (1)

https://doi.pangaea.de/10.1594/PANGAEA.864090
https://doi.pangaea.de/10.1594/PANGAEA.864090
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where R(θs, θv, ϕ, λ) is the reflectance in waveband λ, which is a function of the Solar
Zenith Angle (SZA) θs, VZA θv, and Relative Azimuth Angle (RAA) ϕ. fiso(λ), fvol(λ),
and fgeo(λ) are the weight components of the isotropic scattering kernel (considered as 1),
volume-scattering kernel Kvol(θs, θv, ϕ), and geometric-optical kernel Kgeo(θs, θv, ϕ).

Given reflectance observations ρ(θs, θv, ϕ, λ), the minimization ∂e2

∂ fk
= 0 of a least-

squares error function:

e2(λ) =
1
d∑

l

(ρl(θs, θv, ϕ, λ)− Rl(θs, θv, ϕ, λ))2

wl(λ)
(2)

leads to analytical solutions for the weight components fk of the kernels:

fk(λ) = ∑
i

∑
j

ρj(θs, θv, ϕ, λ)Ki(θs, θv, ϕ)

wj(λ)
×
(

∑
l

Ki(θs, θv, ϕ)Kk(θs, θv, ϕ)

wl(λ)

)−1
 (3)

where wl(λ) is the weight given to each observation. In this study, all eligible observations
were given the same weight [6]. Additionally, d are the degrees of freedom (number of
observations minus number of parameters fk).

Some extended forms of the kernel-driven model typically introduce more input
parameters or kernels to improve fitting ability. Therefore, Equation (1) may not be a
general form of the kernel-driven models. In this paper, the kernel-driven models can be
considered as a general term for models that work in the same way (kernel drive).

2.2.1. RTLSR Model

The RTLSR model is widely used for its excellent fitting ability among many kernel-
driven models, which consists of the volume-scattering kernel RossThick and the geometric-
optical kernel LiSparseReciprocal. The RossThick kernel was derived by Roujean et al. [8]
based on the radiative transfer theory of Ross [35], which is used to calculate the bidirec-
tional reflectance above a horizontally homogeneous plant canopy with large values of the
LAI (the formula for the RossThick kernel is given in detail in Appendix A). The LiSparseRe-
ciprocal kernel is a reciprocal form of the geometric-optical kernel LiSparse [6,17,36]. The
LiSparse kernel is the approximation of a geometric-optical mutual shadowing model by
Li and Strahler [37] derived by Wanner et al. [9]. It is modeled as:

KLiSparse = O(θs
′, θv

′, ϕ)− sec θs
′ − sec θv

′ + 1
2 (1 + cos ξ ′) sec θv

′

= P(θs
′, θv

′, ϕ) sec θv
′ − B(θs

′, θv
′, ϕ)

(4)

where B(θs
′, θv

′, ϕ) = sec θs
′ + sec θv

′ −O(θs
′, θv

′, ϕ), P
(

θs
′, θv

′, ϕ) = 1
2 (1 + cos ξ ′) and

O =
1
π
(t− sin t cos t)(sec θs

′ + sec θv
′) (5)

cos t =
h
b

√
D2 + (tan θs ′ tan θv ′ sin ϕ)2

sec θs ′ + sec θv ′
(6)

D =
√

tan2 θs ′ + tan2 θv ′ − 2 tan θs ′ tan θv ′ cos ϕ (7)

cos ξ ′ = cos θs
′ cos θv

′ + sin θs
′ sin θv

′ cos ϕ (8)

θs,v
′ = tan−1(

b
r

tan θs,v) (9)

ϕ = abs(ϕs − ϕv), 0 ≤ φ < π (10)

where ϕs and ϕv are the solar and view azimuth angles. The LiSparse kernel was designed
for sparsely located clumps and associated shadows. The approximation made for LiSparse
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is e−x = 1− x, where x is the area proportion of this clump plus shadow, roughly propor-
tional to sec θv. Therefore, LiSparse kernel has poor ability for extrapolation at large VZAs,
especially when SZA is large, where negative reflectance may appear even the kernel fits
the sampled observations very well. To alleviate this problem, the LiSparseReciprocal
kernel was proposed based on the reciprocity principle [38]. The kernel is modeled as:

KLiSparseR = P
(
θs
′, θv

′, ϕ) secθs
′ sec θv

′ − B(θs
′, θv

′, ϕ) (11)

In the above equations, the parameters b
r and h

b are used to describe the relative crown
shape and relative crown height, respectively. The LiSparseReciprocal kernel set to b

r = 1
and h

b = 2 is adopted by the MODIS BRDF/albedo algorithm, which is also used in this
study. More details on the derivation of this kernel can be found in [9].

2.2.2. RTLT Model

The Helmholtz principle of reciprocity has been proved that it suffers scale effect over
the heterogeneous land surface and thus does not generally apply to the scale of a remote-
sensing pixel [39]. To address this issue, Li et al. [17] improved a new kernel with better
extrapolation capabilities, LiTransit, which is proposed to replace the LiSparseReciprocal
kernel in the next version of AMBRALS. The RTLT model was generated by combining
the volume-scattering kernel RossThick and the geometric-optical kernel LiTransit. The
LiTransit kernel can be expressed as:

KLiTransit =

{
KLiSparse, B(θs

′, θv
′, ϕ) ≤ 2

2·KLiSparse
B(θs ′ ,θv ′ ,ϕ)

, B(θs
′, θv

′, ϕ) > 2
(12)

In this paper, the RTLT model is tried to process the data with large SZA.

2.2.3. RTLSRS Model

The RTLSRS (RossThick-LiSparseR-Snow) model developed by Jiao et al. [21] was
designed to characterize the scattering properties of the snow surface better. The snow
kernel in the model can be seen as a correction kernel based on the Asymptotic Radiative
Transfer (ART) model, which assumes that snow can be modeled as a semi-infinite, plane-
parallel, weakly absorbing light scattering layer. The snow kernel adopts a correction term
with a free parameter α to correct the analytic form of the ART model. The snow kernel
and RTLSRS model can be written as follows:

Ksnow = R0

(
θs, θv, ϕ)(1 − α · cos ξ · e− cos ξ) + 0.04076α− 1.1081 (13)

R(θs, θv, ϕ, λ) = fiso(λ) + fvol(λ)Kvol(θs, θv, ϕ) + fgeo(λ)Kgeo(θs, θv, ϕ)
+ fsnow(λ)Ksnow(θs, θv, ϕ)

(14)

where R0 refers to the surface reflectance of a semi-infinite, non-absorbing media layer at zero
absorption. In this paper, the α was set to 0.3 as recommended [21]. The RTLSRS model with
the additional snow kernel can be seen as an extended form of the kernel-driven models.

2.3. Comparative Analysis

The kernel-driven models can fit the kernel coefficients by taking the reflectance
and sun-sensor geometries data from the POLDER BRDF database as the input data [6].
This database contains data at different sites for different months and IGBP (detailed
information on how they are organized can be found in [26]). The coefficients of the kernel-
driven model were calculated using one-month valid data for each site. We then used
these coefficients to retrieve the corresponding reflectance. By comparing the retrieved
reflectance with observational reflectance, the applicability of the RTLSR model in different
scenarios can be evaluated. The NDVI (Normalized Difference Vegetation Index) was
used to characterize the vegetation densities. The fitting ability of the RTLSR model was
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comprehensively compared under different IGBP and NDVI, sun-sensor geometries, and
spatial and temporal conditions. For statistical data analysis, we restricted only 20 or more
eligible sites to participate, and eligible sites must have at least 16 observations with a low
aerosol load (Areo ≤ 5).

We quantified the model fitting residuals using the Root-Mean-Square-Error (RMSE),
and defined an Optimization Ratio (OR) for comparing the performance of other models
with the RTLSR model. The corresponding formulas are as follows:

RMSE =

√
1

n−1

n
∑

i=1
(yi − xi)

2

OR = RMSERTLSR−RMSEOther
RMSERTLSR

× 100%

(15)

where n is the number of reflectances, and x and y are the observed and retrieved re-
flectances, respectively. RMSERTLSR and RMSEOther are the RMSE of RTLSR and other
models, respectively.

2.4. Simple Joint Retrieval Strategy

In the results of the adaptability comparison of the RTLSR model to different ob-
servational conditions (shown in Section 3.1), the model shows a poor fitting ability to
non-vegetated surfaces and large SZA conditions. This makes the model exhibit larger
fitting residuals at high latitudes. As an exploration, we designed the SJRS and its workflow
is shown in Figure 2.
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First, we extracted the reflectance and observation geometry information in red and
NIR bands from the quality-controlled POLDER sites. Then, the mean SZA (SZAmean)
and the percentage of NDVI less than 0 at each site (NDVIper) were calculated. We used
NDVIper to determine whether the site is widely covered by snow or ice. If NDVIper is
greater than 80%, the SJRS would use the RTLSRS model to process it. Otherwise, we
would further determine whether SZAmean is greater than 60◦, if yes, the site would be
retrieved using RTLT. If SZAmean is less than 60◦, the RTLSR model would be used. Finally,
the results of each model are integrated into the retrieval results for the global land surface
sites. It is worth noting that the thresholds SZAmean and NDVIper are adjustable parameters.
In this paper, they were set to 60◦ and 80% empirically for the initial exploration of the joint
application of the multiple models.

3. Results
3.1. Applicability Comparison of the RTLSR Model

In this section, the POLDER database was used to revisit the fitting ability of the
RTLSR model under different observational conditions. The relevant results are given in
Figures 3–5. The performance of the RTLSR model over different land covers is given in
Figure 3. Overall, the mean fitting residuals of the RTLSR model for all scenarios are 0.0139
and 0.0159 in the red and NIR bands, respectively, indicating a good fitting ability of RTLSR.
However, it can be noted that the RTLSR model shows larger fitting residuals in both the
red (Figure 3(a-1)) and NIR (Figure 3(a-2)) bands over snow and ice, urban and built-up
lands, and evergreen needleleaf forests. Especially for urban and built-up lands, the RMSE
is up to 0.1298 (red) 0.0995 (NIR). This is due to the fact that the RTLSR model does not fit
well to land covers with large forward scattering. The fitting residuals of the RTLSR model
are relatively small over other land covers. For all NDVI levels, the fitting residuals are
small over open shrublands and woody savannas. At the same time, the fitting residuals
decreased as NDVI increased, as in urban and built-up lands, deciduous broadleaf forests,
and mixed forests in the red band. For a more intuitive representation, the fitting residuals
of the RTLSR model in vegetated and non-vegetated lands, classified into three levels of
vegetation density based on the NDVI values, can be seen in Figure 3(b-1,b-2). The RTLSR
model shows lower fitting residuals over vegetated lands, and the fitting residuals decrease
with increasing vegetation density. Over non-vegetated lands, the RMSE reaches 0.0424
when NDVI < 0.3 and decreases to 0.0090 when the NDVI > 0.3 in the red band. In the three
NDVI levels of vegetated lands, the RMSE is 0.0126, 0.0085, and 0.0042, respectively. The
phenomenon also exists for the NIR band: the RMSE is 0.0351 on the non-vegetated lands
when NDVI < 0.3 and decreases to 0.0093 when NDVI > 0.3. For the three NDVI levels
of vegetated lands, the RMSE is 0.0137, 0.0111, and 0.0102, respectively. In summary, the
RTLSR model shows stronger adaptability to densely vegetated lands.

We also explored the influence of sun-sensor geometries on the fitting ability of the
RTLSR model, as they are the input parameters of the kernel functions. The relationship
between the sun-sensor geometries and the fitting residuals of the RTLSR model in the
red (Figure 4a) and NIR (Figure 4b) bands were analyzed. In Figure 4(a-1,b-1), for a given
RAA, the color of the dots changes from dark blue to red as the SZA increases from 0◦ to
75◦, which means the values of the RMSE increase with SZA. Figure 4(a-2,b-2) show the
change in fitting residuals when the VZA of the retrieved observations are different for
a given RAA. The relationship between the fitting residuals and VZA is not clear. From
the above statistics, it can be seen that the variations of the SZA greatly affect the fitting
ability of the RTLSR model, and the fitting residuals of the RTLSR model increase when
SZA becomes larger. Therefore, when SZA is large, the applicability of the RTLSR model
needs to be further considered.
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Figure 3. Fitting residuals of the RTLSR model for different land covers and NDVI levels in the red
(1) and NIR (2) bands; (a-1,a-2) are values of the fitting residuals over different IGBP types, the colors
correspond to RMSE values from low (blue) to high (red), and the blank areas mean no data. (b-1,b-2)
show the fitting residuals of the RTLSR model on non-vegetated and vegetated lands. IGBP list:
01 Evergreen Needleleaf Forests; 02 Evergreen Broadleaf Forests; 03 Deciduous Needleleaf Forests;
04 Deciduous Broadleaf Forests; 05 Mixed Forests; 06 Closed Shrublands; 07 Open Shrublands; 08
Woody Savannas; 09 Savannas; 10 Grasslands; 11 Permanent Wetlands; 12 Croplands; 13 Urban and
Built-Up Lands; 14 Cropland/Natural Vegetation Mosaics; 15 Snow and Ice; and 16 Barren.

Climate, land cover, vegetation density, and sun-sensor geometry are affected by
latitude and time, which means that the RTLSR model should have different applicability
at different latitudes and times. In the present study, we analyzed the spatial and temporal
characteristics of the fitting residuals of the RTLSR model using observations at different
latitudes and times (Figure 5). It can be found that the larger fitting residuals are at the four
corners in the heat maps of the red and NIR bands. As the top line plot show, the mean
fitting residuals of RTLSR reach 0.0444 and 0.0483 at high latitudes in the red and NIR
bands, respectively. The reason should be that at high latitudes the land cover is mainly
non-vegetated lands (wasteland or snow and ice) and vegetation is sparse, the SZA is also
larger. The mean fitting residuals on different months are reflected in the right line plot in
the red band (Figure 5a). The relationship between RMSE and time is weak. This suggests
that the adaptability of the RTLSR model is not strongly correlated with time. Similar laws
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are presented in the NIR band (Figure 5b). The results reflected in Figure 5 are consistent
with the previous analysis.
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Figure 4. Fitting residuals of the RTLSR model in different sun-sensor geometries in the red (a) and
NIR (b) bands. (a-1,b-1) are the fitting residuals when SZA is different for a given RAA. (a-2,b-2) are
the fitting residuals when VZA is different for a given RAA. In the plots, the radii orient with the
RAA and the concentric circles corresponding to the SZA (1) or VZA (2). The missing dots mean no
data. The colors correspond to RMSE values from low (blue) to high (red).
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Figure 5. Comparison of the fitting residuals of the RTLSR model at different latitudes and months in
the red (a) and NIR (b) bands. The colored bars represent RMSE values. The mean RMSE variation in
different latitudes and months in the two bands are shown in the line plots above and to the right of
the heatmaps, respectively.

3.2. Joint Application of Kernel-Driven Models

The RTLSR model performs well under most of the observational conditions. It still
exhibits large errors at high latitudes due to changes in the land cover and observation
geometry. In this section, whether the SJRS can compensate for the shortcomings of a single
model is explored. The relevant results are presented in Figures 6–8. In Figure 6, the RTLSR
and RTLT models are compared using quality-controlled observations with large SZA
(SZA > 60◦). In the red band (Figure 6a), with the 30% RE (Relative Error) lines as the
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reference, the predicted results of the RTLT model are more concentrated around the 1:1
line compared to those of the RTLSR model. This means that the predicted reflectance
of the RTLSR model deviates more from the POLDER observed reflectance. The results
statistics show that the mean RMSE of the RTLSR model in the red band is 0.0231, while
the mean RMSE of the RTLT model is 0.0213. This finding is similar in the NIR band
(Figure 6b): the mean RMSE of the RTLSR model is 0.0373, while the mean RMSE of
the RTLT model is 0.0350. These suggest that the RTLT model does have more reliable
extrapolation capability compared to the RTLSR model, and can retrieve these observed
data with large SZA conditions more accurately.
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Figure 6. Comparison of the reflectance predicted by RTLSR and RTLT with POLDER observations
using data with large SZA. The red dotted lines mean 30% RE. The colors correspond to point density
from lowest (blue) to highest (yellow). The horizontal axes represent the reflectance from POLDER.
The vertical axes represent the reflectance from RTLSR or RTLT model. (a,b) represent the red and
NIR bands. (1) and (2) represent the RTLSR and RTLT models, respectively.

The optimized performance of the RTLSRS model compared to the RTLSR model over
the snow and ice lands (IGBP = 15) is shown in Figure 7. The horizontal and vertical axes
of the figure indicate the RMSE exhibited by the RTLSR and RTLSRS models, respectively.
This means that the fitting residual of the RTLSRS model is smaller than that of the RTLSR
model in the site when the point is to the lower right of the 1:1 line. Similarly, if the point
is on the upper left of the 1:1 line, it means that the fitting residual of the RTLSRS model
is larger. Additionally, the darker orange color represents the larger OR of the RTLSRS
model, while the darker blue color represents the larger negative OR. In the red (Figure 7a)
and NIR (Figure 7b) bands, we can observe that most of the points appear in the lower
right of the 1:1 line, which means that the RTLSRS model outperforms the RTLSR model at
most of the sites. Among all sites, the max OR of 93.6% and 93.8% for the RTLSRS model
were achieved in the red and NIR bands, respectively. The mean RMSE of the RTLSR
model can reach 0.0413 and 0.0450 in the red and NIR bands, while the mean RMSE of the
RTLSRS model are only 0.0248 and 0.0261. These results suggest that the RTLSRS model
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can better characterize the bidirectional reflectance of the snow and ice surface, which
should effectively reduce the fitting residuals of the snow and ice covered sites.
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Figure 8. Comparison of the fitting residuals of the SJRS at different latitudes and months in the
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the heatmaps, respectively. The gray lines in the line plots represent the mean RMSE of the RTLSR
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We compared the differences between using a single RTLSR model and the SJRS using
the three kernel-driven models in Figure 8, which uses the same form as Figure 5 to show
the fitting residuals for using the hybrid retrieval strategy at different latitudes and months.
As can be seen in Figure 8, the fitting residuals of the SJRS are significantly reduced at
high latitudes compared to using a single RTLSR model, in comparison to Figure 5. In
the Antarctic region, for example, the mean RMSE of the RTLSR model reaches 0.0333
(90◦ S < latitude < 75◦ S) and 0.0438 (75◦ S < latitude < 60◦ S) in the red band, while
the mean RMSE of SJRS is only 0.0194 and 0.0226, respectively. In the NIR band, the
mean RMSE of the RTLSR model can reach 0.0347 (90◦ S < latitude < 75◦ S) and 0.0463
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(75◦ S < latitude < 60◦ S), while the mean RMSE of SJRS is only 0.0196 and 0.0225. Similarly,
in the Arctic region, the SJRS is also effective in reducing the fitting residuals. Comparing
the mean RMSE from different months, the mean RMSE of SJRS are smaller than those of the
RTLSR model. These suggest that the SJRS using the three kernel-driven models can effectively
compensate for the shortcomings of the retrieval method using a single RTLSR model.

4. Discussion
4.1. Applicability Differences of the RTLSR Strategy

In the results section, the RTLSR model shows a large applicability gap under different
observation conditions. There are two important factors: (1) the type of land cover and
vegetation cover density, and (2) the SZAs of reflectance used for the retrieval. These two
factors cause the RTLSR model to exhibit larger fitting residuals at high latitudes (RMSE
can reach up to 0.1 in some pixels, which is also a large fitting residual even for the snow
surface). In this section, we discuss why the RTLSR model is significantly influenced by
these two factors. Additionally, the impact of the applicability differences on the application
of the RTLSR model is illustrated.

The kernel-driven model is a semi-empirical model with the kernels that provide
physical condition constraints for an empirical fit. The approximate physical basis on
which the kernels rest constrains, in a meaningful way, the possible BRDF shapes in
unobserved regions of the viewing and illumination hemisphere. Therefore, the RossThick
and LiSparseR kernels of the RTLSR model are the keys to its applicability in different
conditions. The RossThick kernel was derived based on the radiative transfer theory
of Ross [8], which is used to calculate the bidirectional reflectance above a horizontally
homogeneous plant canopy [35]. Additionally, the LiSparseR kernel is the approximation of
a geometric-optical model, which is used to describe the bidirectional properties of discrete
canopies [9]. This means that the two kernels are both more suitable for vegetated lands
and cannot capture large forward scattering, which is why the RTLSR model exhibits large
fitting residuals on snow surfaces and urban and built-up lands. Additionally, it is clear
why the fitting residuals of the RTLSR model are negatively correlated with vegetation
cover density. The RTLSR model performs poorly over evergreen needleleaf forests due
to the clumped (nonrandom) arrangement of the needle area in the crown [40], which is
inconsistent with the assumptions in the RossThick kernel. For the second factor (the SZAs
of reflectance used for retrieval), this may be due to the longer path of photons through the
canopy caused by large SZA [41], and the extinction process becomes more complicated,
resulting in more difficult modeling of the bidirectional reflectance [17]. Under the influence
of the superposition of the two factors, the RTLSR model shows poorer applicability at
high latitudes.

Currently, in most BRDF/Albedo global product productions and related large-scale
researches, a single kernel-driven model was used. They did not take into account the
difference in applicability of a single model under different conditions. This would lead
to different absolute accuracies in different regions in the global product. Meanwhile,
this may also lead to erroneous conclusions in large-scale researches. Taking the RTLSR
model used in the experiments of this paper as an example, it exhibits a large difference
in absolute accuracy on vegetated lands and snow surfaces. When it is applied to high
altitude mountains, there may be a problem of a large gap of retrieval accuracy. This is
cannot be neglected in studies. Therefore, for this type of study, different models should be
used in a targeted manner to ensure the best performance.

Many scholars developed many new kernels and kernel-driven models to improve the
applicability of the models, which are summarized in Appendix A. These studies provide a
rationale for the joint application of multiple models. In this paper, we tried to use the SJRS for a
large-scale retrieval. The results show that this approach is effective in reducing the applicability
differences. Therefore, we believe that this direction has great potential for exploration, which
may be a better choice for global product production and large-scale researches.
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4.2. Future Development and Application of the Kernel-Driven Models

Compared to the physical model, the semi-empirical kernel-driven models do not
need to describe the details of the physical processes of light scattering in the scene and
do not require too much prior knowledge of the scene parameters. At the same time, the
linearly weighted form of the kernel-driven models allows for fast retrieval, making it
easier to apply to large-scale experimental data processing than other models. This is the
main reason why the kernel-driven models have been adopted by many sensors [9].

However, the existing kernels of the kernel-driven models are all based on a physical
approximation of a particular hypothetical scenario. This means that the kernels have
similar characteristics to the physical model: no kernel is equally suitable for every scenario.
They have different adaptability for different scenarios. When the application scenario
is closer to the assumed, the kernel-driven model is able to retrieve the results more
accurately. On the contrary, if the application scenario deviates significantly from the kernel
assumptions, the kernel-driven model exhibits poor adaptability. As demonstrated in the
results section, the RTLSR model based on the vegetation cover scenario assumptions
exhibit large fit residuals in the non-vegetation cover scenario. On the contrary, the RTLSRS
model designed to describe the large forward scattering of the snow surface shows better
fitting results at the sites with IGBP = 15 (snow and ice).

As mentioned in Appendix A for the numerous kernels and improved kernel-driven
models, they are designed to be better adapted to a certain scenario. However, most
of the existing BRDF/albedo products are produced by a single kernel-driven model,
which inevitably leads to different degrees of fitting residuals under different observational
conditions. Many studies that adopted kernel-driven models have also directly used the
so-called widely used kernel-driven model without screening comparisons, which may also
have the problem of adaptation differences. Therefore, there are several issues worth noting
in future research work on kernel-driven models: (1) more comprehensive comparisons
and evaluations of existing models are necessary to inform the selection of models for
application; (2) in global product productions and large-scale studies, we should try to
combine different models for different application scenarios, which can compensate for the
shortcomings of the results due to the difference in adaptability; and (3) future work on
the improvement of the kernel-driven models or their kernels may allow for more refined
assumptions and modeling, which could improve the accuracy of retrieval. Although this
would require more input parameters and prior knowledge, the development of existing
computational power should be fully satisfying.

4.3. Limitations of the Study and Future Work

There are still some limitations in this study. First, the applicability comparison for the RTLSR
model may be influenced by the coarser resolution of the POLDER-3 sensor (6 km × 7 km).
Therefore, the conclusions obtained may be unacceptable at other scales. Second, in this
study, we focused only on the red and NIR bands. The ground substance has different
spectral properties for different wavelengths. Therefore, the proposed joint-use strategy
based on the results in the red and NIR bands may not be applicable for other bands.
Third, while SJRS performs better at high latitudes, it is only a simple combination of three
kernel-driven models, so more rigorous validations and optimizations are necessary for
practical application in the future.

To address the limitations of this paper and some of the problems facing the field,
our future work will focus on the following: (1) we will conduct a more comprehensive
comparison and evaluation of the existing models and summarize a set of model selection
references, and (2) use targeted modeling to address the shortcomings of existing mod-
els and attempt to propose a set of joint retrieval strategies applicable to various global
observational conditions.
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5. Conclusions

This study comprehensively compared the applicability of the kernel-driven model
represented by the RTLSR kernels to revisit its performance under different observational
conditions using the filtered high-quality POLDER BRDF database. Further, we explored
the potential for the joint application of multiple kernel-driven models. The results show
that the RTLSR model performs well which has small RMSE under most observational
conditions. However, over different land covers, the RTLSR model has a better fitting ability
over densely vegetated surfaces, while it shows more than twice as many fitting residuals
on non-vegetated lands compared to vegetated. Under different sun-sensor geometries,
the fitting residuals are positively correlated with SZA. The RTLSR model shows poorer
fitting ability when SZA is large. Therefore, the RTLSR model shows better fitting ability at
mid and low latitudes due to the better observational conditions. In contrast, the RTLSR
model exhibits larger fitting residuals at high latitudes due to the increased proportion of
non-vegetation covered lands and large SZA observational conditions. As an exploration,
we proposed a model combination strategy, SJRS, by combining different models using
the distinguishing indexes. The SJRS shows better performance at high latitudes. Based
on this, we analyzed in depth the root causes for the differences in applicability of RTLSR
models and the development potential of the joint application of multiple kernel-driven
models. Additionally, we discussed the future direction of the kernel-driven models. These
conclusions contribute to a better understanding of the fitting ability of the RTLSR model
and are helping to improve the use of kernel-driven models. The proposed view of joint
application of models also has the potential to improve the ability to describe the anisotropy
of land surface reflectance.
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Abbreviations
List of abbreviations and their meanings in this paper.

Abbreviation Meaning
Aero Aerosol (a non-quantitative indication of the aerosol load in the used database)
ART Asymptotic Radiative Transfer
AMBRALS Algorithm for Model Bidirectional Reflectance Anisotropies of the Land Surface
BRDF Bidirectional Reflectance Distribution Function; in this paper, it is used

to represent the distribution of bidirectional reflectance
IGBP International Geosphere-Biosphere Programme
KDST Kernel-Driven model for Sloping Terrain
LAI Leaf Area Index
MODIS Moderate Resolution Imaging Spectroradiometer
NDVI Normalized Difference Vegetation Index
NDVIper A threshold parameter; in this paper, it means the percentage of NDVI < 0 of the

eligible observations at the site
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Abbreviation Meaning
NIR Near-Infrared
OR Optimization Ratio
PARASOL Polarization and Anisotropy of Reflectances for Atmospheric Sciences coupled

with Observations from a Lidar
POLDER Polarization and Directionality of the Earth’s Reflectances
RAA Relative Azimuth Angle
RE Relative Error
RMSE Root-Mean-Square-Error
RTC RossThickChen
RTLSR RossThick-LiSparseReciprocal
RTLSRS RossThick-LiSparseReciprocal-Snow
RTLT RossThick-LiTransit
RTM RossThickMaignan
SJRS Simple Joint Retrieval Strategy
SZA Solar Zenith Angle
SZAmean A threshold parameter in this paper, it is the mean SZA of eligible observations

at the site
TCKD Topography-Coupled Kernel-Driven
TIR Thermal Infrared
Topo-KD Topographic Kernel-Driven
VZA View Zenith Angle

Appendix A

The volume-scattering and geometric-optical kernels within the kernel-driven model
are key to constraining the BRDF shape. Scholars have made a lot of contributions to
improve the retrieval accuracy of the kernel-driven models to cope with different situations
for more than two decades. In this subsection, we briefly reviewed the works on the
improvement of the kernel-driven models and summarized it in two parts based on the
improved methods: (1) the development of the new volume-scattering and geometric-
optical kernels for the models, and (2) the extended forms of the kernel-driven model to fit
certain conditions.

Appendix A.1. Development of Kernels

The existing volume-scattering kernels are developed based on the radiative trans-
fer theory from Ross [35], including the original RossThick, RossThin kernels, and their
improved forms from Maignan et al. and Jiao et al. [19,42]. The original RossThick and
RossThin kernels were derived by Roujean et al. [8] and Wanner et al. [9], respectively.
The two kernels are derived based on an approximation for the large (RossThick) and
small (RossThin) values of the LAI to describe the radiative transfer processes in the dense
and sparse canopy. Although the two kernels can model the radiative transfer processes
within the canopy well, they do not take into account the hotspot effect, which makes
the kernel-driven models usually underestimate the reflectance around the hotspot. To
address this issue, Maignan et al. [43] and Jiao et al. [44] corrected the RossThick kernel as
the RossThickMaignan (RTM) and RossThickChen (RTC) kernels, respectively. Maignan
et al. [19] added a hotspot factor derived by Bréon et al. [43] based on the mutual shadowing
theory by Jupp and Strahler [45] to generate the RTM kernel. Similarly, the RTC kernel
developed by Jiao et al. [44] adds a hotspot factor in the RossThick kernel based on the
theory of Chen and Cihlar. In the two kernels, ξ0, Ch, C1 and C2 are the parameters used to
describe the shape of the hotspot. The RTM and RTC kernels have a better fitting ability
around the hotspot direction compared to the original RossThick kernel.

The existing geometric-optical kernels include the Roujean kernel [8] and a series of
Li kernels [6,9,17]. In the Roujean kernel derived by Roujean et al. [8], the reflectance is
modeled for a random arrangement of rectangular protrusions on a flat horizontal surface.
The LiSparse kernel models the reflectance of a sparse canopy scene by the areal proportions
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of the sunlit crown, sunlit ground, shaded crown, and shaded ground. This kernel does
not consider mutual shadowing, which cannot be disregarded in the dense canopy case.
Therefore, the LiDense kernel is developed for the dense canopy. LiSparse, LiSparseR, and
LiTransit kernels were introduced above [6,9].

The expressions for all kernels are given in Table A1.

Table A1. The common volume-scattering and geometric-optical kernels.

Types Kernel Names Kernel
Expressions

Kernel
Characteristics

Kvol

RossThick KRossThick =
( π

2 −ξ) cos ξ+sin ξ

cos θs+cos θv
− π

4

Derived based on an approximation
for the large value of the LAI to
describe the radiative transfer
processes in the dense canopy.

RossThin KRossThin =
( π

2 −ξ) cos ξ+sin ξ

cos θs ·cos θv
− π

2

Derived based on an approximation
for the large value of the LAI to
describe the radiative transfer
processes in the sparse canopy.

RossThickMaignan KRTM =
( π

2 −ξ) cos ξ+sin ξ

cos θs+cos θv
×
[

1 + Ch

(
1 + ξ

ξ0

)−1
]
− π

4

Derived from the RossThick kernel by
adding a hotspot factor based on the
mutual shadowing theory. It can
describe the hotspot effect compared
to RossThick.

RossThickChen KRTC =
( π

2 −ξ) cos ξ+sin ξ

cos θs+cos θv
×
[

1 + C1e
− ξ

C2

]
− π

4

Derived from the RossThick kernel by
adding a hotspot factor based on the
theory of Chen and Cihlar [44]. It can
describe the hotspot effect compared
to RossThick.

Kgeo

Roujean KRoujean = 1
2π [(π − ϕ) cos ϕ + sin ϕ] tan θs tan θv

− 1
π (tan θs + tan θv +

√
tan2 θs + tan2 θv − 2 tan θs tan θv cos ϕ)

The kernel is modeled for a random
arrangement of rectangular
protrusions on a flat
horizontal surface.

LiSparse KLiSparse = O(θs
′ , θv

′ , ϕ)− sec θs
′ − sec θv

′ + 1
2 (1 + cos ξ ′) sec θv

′

The kernel is modeled for a sparse
canopy scene by the areal proportions
of the sunlit crown, sunlit ground,
shaded crown, and shaded ground.

LiSparseR KLiSparseR = O(θs
′ , θv

′ , ϕ)− sec θs
′ − sec θv

′ + 1
2 (1 + cos ξ ′) sec θs

′ sec θv
′

The reciprocal form of the LiSparse
kernel. It has a better extrapolation
ability compared to LiSparse.

LiDense KLiDense = (1+cos ξ′′ ) sec θv ′
sec θs ′+sec θv ′−O(θs ′ ,θv ′ ,t)

− 2
The kernel is similar as the LiSparse
kernel, but for a dense canopy scene.

LiDenseR KLiDenseR = (1+cos ξ′′ ) sec θv ′ sec θs ′
sec θs ′+sec θv ′−O(θs ′ ,θv ′ ,t)

− 2
The reciprocal form of the LiDense
kernel. It has a better extrapolation
ability compared to LiDense.

LiTransit KLiTransit =

{
KLiSparse, B(θs

′ , θv
′ , ϕ) ≤ 2

2·KLiSparse
B(θs ′ ,θv ′ ,ϕ)

, B(θs
′ , θv

′ , ϕ) > 2

A kernel that combines the LiSparse
and LiDense kernels. It solves the
problem of the poor extrapolation
ability of the LiSparse kernel
compared to the LiSparseR
kernel better.

Appendix A.2. Other Forms of Kernel-Driven Models

An accurate description of surface anisotropy is important for radiative transfer
modeling and the retrieval of surface parameters [7,46–48]. Additionally, due to due to the
advantages of the kernel-driven models, scholars gradually started to focus on extending
the models to more application areas. Scholars developed other forms of the kernel-driven
model that greatly enhance its application in, for example, snow surfaces, mountainous
areas, thermal infrared (TIR):

1. The snow surface has completely different bidirectional reflection characteristics
compared to vegetation, which makes the traditional kernel-driven model exhibit
large fitting residuals on the snow surface. The RTLSRS model mentioned above,
developed by Jiao et al. [21], can better describe the bidirectional reflectance properties
of the pure snow surface and greatly reduce the fitting residuals exhibited by the
RTLSR model on the snow surface. The publication of the model makes the application
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of the kernel-driven models in snow-covered high altitudes and high latitude areas
more mature.

2. The kernels of the original kernel-driven model are based on the assumption of a flat
surface. However, compared to the flat terrain, the upwelling and downwelling radi-
ance distribution and the shading relationship between vegetations are significantly
affected over rugged terrain. This makes traditional kernel-driven models exhibit
poorer fitting accuracy in mountainous areas. Therefore, scholars conducted in-depth
studies on the application of the kernel-driven models in mountainous areas and
proposed the improved forms. For example, Wu et al. [49] rederived the forms of the
kernels on the slope and further improved the model, called the KDST (Kernel-Driven
model for Sloping Terrain) model, which can consider the terrain. An improved
topography-coupled kernel-driven model called the TCKD, was developed by Hao
et al. [33]. The TCKD model also takes into account the effect of the diffuse skylight
and corrects it. Yan et al. [22] developed a topographic kernel-driven (Topo-KD)
algorithm, which can choose whether to invoke a modified kernel-driven model that
can take into account terrain effects, depending on the ruggedness of the terrain.
These models further take into account topographic effects to make the kernel-driven
models more applicable to mountainous areas and are important for ecological and
environmental monitoring.

3. Cao et al. [50] obtained good results by considering the directionality properties
of TIR with the kernel-driven model, and they added a degree of freedom to the
original model to correct the hotspot effect. Their research extends the application of
kernel-driven models in the field of TIR.

In addition, researchers also used the models to correct the effect of large leaf in-
clination on canopy reflectance and the diffuse skylight on ground-based multi-angle
measurements [51,52].
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