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Abstract: In this study we will check the stability of the semi analytical technique, the Laplace variational iteration (LVI) scheme, which is the combination of a variational iteration technique and the Laplace transform method. Then, we will apply it to solve some non-linear fractional order partial differential equations. Since the Laplace transform cannot be applied to non-linear problems, the combination of the variational iteration technique with it will give a better and rapidly convergent sequence. Exact solutions may also exist, but we will show that the coupled technique is much better to approximate the exact solutions. The Caputo–Fabrizio fractional derivative will be used throughout the study. In addition, some possible implications of the results given here are connected with fixed point theory.
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1. Introduction and Preliminaries

It is being observed that some non-linear differential equations are used in the modelling of some well-known physical phenomena in science and engineering, and we refer to the Korteweg–de Vries (KdV) equation [1,2], Schrödinger equation [3–5], nonlinear advection–diffusion–reaction problems [6,7], nonlinear Burger’s equation [8], nonlinear Riccati systems [9] and Sobolev type Volterra–Fredholm integro-differential system [10] etc.

The previously mentioned differential equations/systems and others are solved by using more than one analytical, semi-analytical and numerical method such as Hirota’s bilinear method [11,12], the Laplace transform method (LTM) [13,14], variational iteration method (VIM) [15,16], Adomian decomposition method (ADM) [17], Newton–Raphson formula (NRF) [18] and the spectral collocation technique (SCT) [19–22].

Recently, fractional calculus is being used instead of ordinary calculus in order to understand real world phenomena more precisely. It has gained a special place in the modelling of physical, economical and biological phenomena due to its memory effects. The recent trend in the study of natural phenomena is to use the Laplace transform to solve the ODEs with constant and variable coefficients and, at the same time, to solve PDEs. Likewise, in the last decades, the method variational iteration technique, given by the Chinese mathematician J. He-Huan [16], proved to be a very useful tool for solving PDEs. We must mention that the original method of J. He-Huan was drafted for searching solutions of integral and integro-differential equations. The limitations of the variational iteration method appears in the calculation of the Lagrange multiplier.

At present, to get better results quickly, a combination of more than one technique is being used to solve a model, especially non-linear models (see [23,24]).
In the present study, we use two techniques: the variational iteration technique and the Laplace transform. Then the combined technique, the Laplace variational iteration (LVI), is used to deal with non-linear fractional order partial differential equations (FOPDEs). The big advantage of this method is the faster convergence compared with the existing variational iteration transform method (VITM) in order to solve non-linear fractional order partial differential equations such as Burger’s equation [26], the Korteweg–de Vries equation [27] and the Schrödinger equation [28].

The Caputo–Fabrizio fractional derivative operator is one of the most used fractional derivatives in the study of initial value problems. In our further study of the fractional differential equations, the Caputo–Fabrizio fractional derivative [29] will be considered.

Then, let us give some crucial definitions from fractional calculus field.

**Definition 1.** The Riemann–Liouville fractional derivative of a function \( f(t) \) is defined to be,

\[
D^\alpha f(t) = \frac{d}{dt} \int_a^t (t-\tau)^{\alpha-1} f(\tau) d\tau,
\]

where \( \tau \leq \alpha < \tau + 1 \)
or

\[
D^\alpha f(t) = \frac{1}{\Gamma(\kappa - \alpha)} \frac{d^\kappa}{dt^\kappa} \int_a^t (t-\tau)^{\kappa-\alpha-1} f(\tau) d\tau,
\]

where \( \kappa - 1 \leq \alpha < \kappa \). Both \( \kappa \) and \( \tau \) are integers.

**Definition 2.** The Caputo’s fractional derivative of \( f(t) \) is given by:

\[
D^\alpha_a f(t) = \frac{1}{\Gamma(1-\alpha)} \int_a^t \frac{f'(\tau)}{(\tau-a)^\alpha} d\tau,
\]

such that \( \alpha \in [0,1] \).

Note that under natural conditions on \( f(t) \) and \( \alpha \rightarrow n \), the Caputo fractional derivative becomes the ordinary n-th order derivative.

We recall the fractional derivative Caputo–Fabrizio derivative, as follows.

**Definition 3.** Let \( F(t) \in H^1(a,b), b > a \); then the Caputo–Fabrizio time fractional derivative of \( F(t) \) is defined as:

\[
^\text{CF}_0 D^\alpha_a F(t) = \frac{\mathcal{M}(\alpha)}{(1-\alpha)} \int_a^t F'(\tau) \exp \left[ -\frac{\alpha(t-\tau)}{1-\alpha} \right] d\tau,
\]

where \( \alpha \in [0,1] \) and \( \mathcal{M}(\alpha) \) is a normalization function that is \( \mathcal{M}(0) = \mathcal{M}(1) = 1 \).

**Definition 4.** Let \( f(t) \) be a function, then its Laplace transform is defined as:

\[
\mathcal{L}\{f(t)\} = \mathcal{F}(\mathbb{S}) = \int_0^{\infty} e^{-\mathbb{S}t} f(t) dt,
\]

and the Laplace transform of \( f(t) \) in the Caputo–Fabrizio sense is given by [30]:

\[
\mathcal{L}\{D^\alpha_a f(t)\} = \frac{\mathbb{S}^{n+1} \mathcal{L}\{f(t)\} - \mathbb{S}^n f(0) - \mathbb{S}^{n-1} f'(0) - \cdots - f^{(n)}(0)}{\mathbb{S}^n + \alpha(1-\mathbb{S})}.
\]

For \( n = 0 \), we have:

\[
\mathcal{L}\{D^\alpha_a f(t)\} = \frac{\mathbb{S} \mathcal{L}\{f(t)\} - f(0)}{\mathbb{S} + \alpha(1-\mathbb{S})}.
\]
In this paper we introduce a new semi analytical technique Laplace variational iteration (LVI) scheme, which is the combination of a variational iteration technique and the Laplace transform method. Then, we will check the stability of the new proposed scheme, creating in this way a close connection with the field of fixed point theory. We will give some examples to put in evidence the advantages of our proposed scheme with respect to existing ones from related literature. The accuracy and the yield of the LVI scheme are evidenced by some 3D-graphical display, with the help of the software MathematicaTM-version 11.1.

Moreover, we will highlight the usefulness of the semi analytical method, which gives the best approximations of the exact solution of partial differential equations, especially of fractional order nonlinear partial differential equations, which are difficult to solve.

2. Basis of the Laplace Variational Iteration Method

This section is focused on presenting the basis of the Laplace variational iteration method. For this, recall the general time fractional partial differential equation.

\[
D_t^\alpha X(\varphi, T) + N(X(\varphi, T), Y(\varphi, T), Z(\varphi, T)) = F(\varphi, T); \tag{8}
\]

subject to

\[
X(\varphi, 0) = X_0;
\]

where \( L(X(\varphi, T)), N(X(\varphi, T), Y(\varphi, T), Z(\varphi, T)) \) and \( F(\varphi, T) \) are linear, nonlinear and known functions, respectively. Additionally, we consider \( D_t^\alpha \) in the Caputo–Fabrizio sense.

Applying the variational iteration method in Equation (8) we get:

\[
X_{n+1}(\varphi, \bar{T}) = X_n(\varphi, \bar{T}) + \lambda \{ D_t^\alpha X_n(\varphi, \bar{T}) + \alpha N(X_n(\varphi, \bar{T}), Z_n(\varphi, \bar{T})) - F(\varphi, \bar{T}) \}. \tag{9}
\]

Additionally, applying the Laplace transform, the variable \( t \) becomes a new one \( s \), such that:

\[
X_{n+1}(\varphi, \bar{s}) = X_n(\varphi, \bar{s}) + \lambda \{ \mathcal{L}\{ D_t^\alpha X_n(\varphi, \bar{T}) \} + N(\tilde{X}_n(\varphi, \bar{T}), \tilde{Y}_n(\varphi, \bar{T}), \tilde{Z}_n(\varphi, \bar{T})) - F(\varphi, \bar{T}) \},
\]

where \( \tilde{X}_n(\varphi, \bar{T}) \) etc. are restricted values, which means

\[
\delta \tilde{X}_n(\varphi, \bar{T}) = 0.
\]

Using relation Equation (7) we get:

\[
\mathcal{L}\{ D_t^\alpha X_n(\varphi, \bar{T}) \} = \frac{s \mathcal{L} X_n(\varphi, \bar{s}) - X_n(\varphi, 0)}{s + \alpha (1 - \bar{s})}
\]

and

\[
\mathcal{L}\{ \delta D_t^\alpha X_n(\varphi, \bar{T}) \} = \frac{s \delta X_n(\varphi, \bar{s}) - \delta X_n(\varphi, 0)}{s + \alpha (1 - \bar{s})},
\]

where

\[
\delta X_n(\varphi, 0) = 0.
\]

Then, we obtain:

\[
\mathcal{L}\{ \delta D_t^\alpha X_n(\varphi, \bar{T}) \} = \frac{s \delta X_n(\varphi, \bar{s})}{s + \alpha (1 - \bar{s})}.
\]

From the optimization conditions,

\[
\frac{\delta \tilde{X}_{n+1}(\varphi, \bar{s})}{\delta X_n(\varphi, \bar{s})} = 0
\]
which converge to exact solution, i.e.,

we get

\[ 0 = 1 + \lambda \left\{ \frac{s \delta X_n(\bar{\psi}, \bar{\tau})}{\bar{\tau} + a(1 - \bar{\tau}) \delta X_n(\bar{\psi}, \bar{\tau})} \right\}. \]

The above equation gives

\[ \lambda = -\frac{s + a(1 - \bar{\tau})}{\bar{\tau}}. \]

Replacing Equation (9), we obtain:

\[ X_{n+1}(\bar{\psi}, \bar{\tau}) = X_n(\bar{\psi}, \bar{\tau}) - \left\{ \frac{s + a(1 - \bar{\tau})}{\bar{\tau}} L \left\{ D^2_t X_n(\bar{\psi}, \bar{\tau}) + L X_n(\bar{\psi}, \bar{\tau}) \right\} \\
+ N(\tilde{X}_n(\bar{\psi}, \bar{\tau}), \tilde{X}_n(\bar{\psi}, \bar{\tau}), \tilde{Z}_n(\bar{\psi}, \bar{\tau})) - F(\bar{\psi}, \bar{\tau}) \right\}. \]

Using the inverse Laplace transform we get:

\[ X_{n+1}(\bar{\psi}, \bar{\tau}) = X_n(\bar{\psi}, \bar{\tau}) - \mathcal{L}^{-1} \left\{ \frac{s + a(1 - \bar{\tau})}{\bar{\tau}} L \left\{ D^2_t X_n(\bar{\psi}, \bar{\tau}) + L X_n(\bar{\psi}, \bar{\tau}) \right\} \\
+ N(\tilde{X}_n(\bar{\psi}, \bar{\tau}), \tilde{X}_n(\bar{\psi}, \bar{\tau}), \tilde{Z}_n(\bar{\psi}, \bar{\tau})) - F(\bar{\psi}, \bar{\tau}) \right\}. \]

Replacing \( n = 0, 1, 2, \ldots \) we get the following successive approximations, \( X_1, X_2, X_3, \ldots \), which converge to exact solution, i.e., \( X = \lim_{n \to \infty} X_n \).

### 3. Stability Analysis of the Laplace Variational Iteration Scheme

Many stability notions have been developed in the last few decades, among which are Ulam–Hyers stability [31], Lyapunov stability [32], exponential stability [33], Mittag–Leffler stability [34] and so on. Then, we use the Banach contraction principle (see [35,36]) to check the stability of the proposed Laplace variational iteration (LVI). For this, let us recall some main definitions from fixed point theory.

**Definition 5.** (Contraction mapping) Let \((\mathcal{P}^*, d)\) be a metric space. A mapping \( S : \mathcal{P}^* \to \mathcal{P}^* \) is said to be a contraction mapping, if for all \( p_1^*, p_2^* \in \mathcal{P}^* \) and a positive real constant \( K < 1 \) we have:

\[ d(Sp_1^*, Sp_2^*) \leq Kd(p_1^*, p_2^*). \]  

This means that any pair of points \( p_1^*, p_2^* \in \mathcal{P}^* \) have images closer than the points \( p_1^*, p_2^* \) or, in other words, the ratio,

\[ \frac{d(Sp_1^*, Sp_2^*)}{d(p_1^*, p_2^*)}, \]

does not exceed a positive constant \( K \), which is less than one (see [36]).

Further, let us recall the Picard’s existence and uniqueness theorem for differential equations. So we consider the following initial value problem:

\[ X' = S(\bar{\tau}, X), \quad \text{with the initial condition } X(\bar{\tau}_0) = X_0, \]  

with \( \bar{\tau}_0 \) and \( X_0 \) two given real numbers.

Let \( S \) be a continuous mapping on the rectangle,

\[ R = \{(\bar{\tau}, X)| |\bar{\tau} - \bar{\tau}_0| \leq a, |X - X_0| \leq b\}. \]

Thus, \( S \) is bounded on \( R \) (see Figure 1). Then, for all \((\bar{\tau}, X) \in R\), we can write:

\[ |S(\bar{\tau}, X)| \leq c. \]
The behaviour of $R$ with respect to the values of the parameters $a$, $b$ and $c$ can be seen in the Figure 2: (A)-for $a < \frac{b}{c}$, respectively (B)-for $a > \frac{b}{c}$.

Figure 1. The rectangle $R$.

Figure 2. Graphical representation of $|S(t, X)| \leq c$.

Suppose that $S$ satisfies the Lipschitz condition on $R$ with respect to its second argument. Then, there exists a Lipschitz constant $K$ such that, for all $(t, X), (t, Y) \in R$,

$$|S(t, X) - S(t, Y)| \leq K|X - Y|. \quad (12)$$

In these conditions, the above initial value problem Equation (11) has a unique solution in the interval $[t_0 - \beta, t_0 + \beta]$, where $\beta < \{a, \frac{b}{c}, \frac{1}{K}\}$ (see [36]).

Now, considering the above discussion we check the stability of LVI as follows:

$$X_{n+1} = S(X_{n+1}) = X_n - L^{-1}\left\{\left[\frac{s + \alpha(1-s)}{s}\right] L\left\{D_t^\alpha X_n(\varphi, \bar{t}) + L X_n(\varphi, \bar{t}) + (X_n - X_m) + N((X_n - X_m), (Y_n - Y_m), (Z_n - Z_m))\right\}\right\}.$$

Then we have:

$$|S(X_{n+1}) - S(X_m)| \leq |X_n - X_m| - L^{-1}\left\{\left[\frac{s + \alpha(1-s)}{s}\right] L\left\{D_t^\alpha (X_n - X_m) + L (X_n - X_m) + N((X_n - X_m), (Y_n - Y_m), (Z_n - Z_m))\right\}\right\},$$

which implies,
\[
\frac{|S(X_{n+1}) - S(X_{m+1})|}{|X_n - X_m|} \leq 1 + L^{-1} \left\{ \left\{ \frac{s + \alpha (1 - \alpha)}{s} \right\} \mathcal{L}\{D^\alpha_t (|X_n - X_m|) \right.
\]
\[
\left. + L(|X_n - X_m|) + N(|X_n - X_m|, (Y_n - Y_m), (Z_n - Z_m)| \} \right\} \}
\]
\[
= K.
\]

Then, we obtain:
\[
\frac{|S(X_{n+1}) - S(X_{m+1})|}{|X_n - X_m|} \leq K,
\]
which means
\[
|S(X_{n+1}) - S(X_{m+1})| \leq K(|X_n - X_m|).
\]

Then, the proposed scheme is stable unconditionally by Equation (12).

4. Applications of Laplace Variational Iteration (LVI) Scheme on Various FODEs Types

In this section we apply the LVI scheme on some important FOPDEs from the related literature. Applying our stability scheme to some nonlinear fractional order models we prove how it approaches the exact solutions.

In this direction, our first application takes into consideration the most general time fractional form of the Korteweg–de Vries equation. It was first introduced by Boussinesq (1877) and also studied by Korteweg and de Vries (1895). The KdV equation is a mathematical model describing the behaviour of shallow water waves, especially long waves in the canals. The different forms of KdV equations have received the attention of researchers and a lot of numerical as well as analytical and semi analytical methods have been developed to deal with them (see [17,24]).

Now consider the general KdV equation in fractional form,
\[
D^\alpha_t X + \alpha_1 X X + \beta_1 X_{\varphi \varphi \varphi} = 0; \quad 0 < \alpha \leq 1, \quad (13)
\]
subject to:
\[
X(\varphi, 0) = X_0 = \frac{a}{\cosh^2 \beta_1 \varphi},
\]
where
\[
\alpha_1 = \frac{c_0}{2k^2} (ec \lambda_3)
\]
is the nonlinear parameter and
\[
\beta_1 = \frac{c_0 h^2}{6}
\]
is the dispersion parameter.

If we apply the proposed scheme on the above equation yields,
\[
X_{n+1}(\varphi, T) = X_n(\varphi, T) - L^{-1} \left\{ \left\{ \frac{s + \alpha (1 - \alpha)}{s} \right\} \mathcal{L}\{D^\alpha_t X_n(\varphi, T) \right.
\]
\[
\left. + \alpha_1 X_n(\varphi, T) \frac{\partial X_n(\varphi, T)}{\partial \varphi} + \beta_1 \frac{\partial^3 X_n(\varphi, T)}{\partial \varphi^3} \} \right\} \}
\]
If we take \( n = 0, 1, 2, \ldots \) we get the approximations \( X_1, X_2, X_3 \ldots \)
The solution \( X(\varphi, T) \) can be found as \( X(\varphi, T) = \lim_{i \to \infty} X_i \).

As particular examples, let us consider further some versions of time fractional equations.
Example 1. The first particular example is a simple time fractional Korteweg–de Vries equation (KdV equation). For more information about the different forms of KdV equations we refer to [17].

Consider,

$$D^\frac{s}{T} \mathcal{X} - 6\mathcal{X} \mathcal{X} + \mathcal{X}_{\varphi\varphi\varphi} = 0; \quad \mathcal{X}(\varphi, 0) = \frac{1}{6}(\varphi - 1).$$

If we apply the proposed LVI scheme stepwise, we have:

$$X_{n+1}(\varphi, \tau) = X_n(\varphi, \tau) + \mathcal{L}\left\{\lambda \frac{D^\frac{s}{T} X_n(\varphi, \tau)}{\varphi} - 6\mathcal{X}_n(\varphi, \tau) \frac{\partial^2 X_n(\varphi, \tau)}{\varphi} + \frac{\partial^3 X_n(\varphi, \tau)}{\varphi^3}\right\}.$$ 

The optimality conditions give the following results:

$$\frac{\delta X_{n+1}(\varphi, \tau)}{\delta X_n(\varphi, \tau)} = 0, \quad \delta \lambda = 0 \quad \text{and} \quad \lambda = -\frac{s + \alpha(1 - s)}{s}.$$ 

Replacing and using inverse Laplace transform we get:

$$\begin{align*}
X_{n+1}(\varphi, \tau) &= X_n(\varphi, \tau) - 6\alpha X_n(\varphi, \tau) \frac{\partial^2 X_n(\varphi, \tau)}{\varphi} + \frac{\partial^3 X_n(\varphi, \tau)}{\varphi^3}.
\end{align*}$$

For \( n = 0, 1, 2, \ldots \) we get the approximations \( X_1, X_2, X_3 \ldots \) such as:

$$X_1(\varphi, \tau) = \frac{1}{6}(\varphi - 1) - \frac{1}{6}(1 - \varphi)(1 - \alpha + \tilde{\alpha})$$

and

$$X_2(\varphi, \tau) = \frac{1}{6}(\varphi - 1) - \frac{1}{6}(1 - \varphi)(1 - \alpha + \tilde{\alpha})$$

$$- \frac{1}{6}T(8\alpha - 8\varphi \alpha - 11\alpha^2 + 11\varphi \alpha^2 + 3\alpha^3 - 3\varphi \alpha^3) \ldots$$

and so on.

The solution \( \mathcal{X}(\varphi, \tau) \) is obtained as \( \mathcal{X}(\varphi, \tau) = \lim_{t \rightarrow \infty} X_n, \text{ i.e.,} \)

$$\begin{align*}
\mathcal{X}(\varphi, \tau) &= \frac{1}{6}(\varphi - 1) - \frac{1}{6}(1 - \varphi)(1 - \alpha + \tilde{\alpha}) \\
- \frac{1}{6}T(8\alpha - 8\varphi \alpha - 11\alpha^2 - 11\varphi \alpha^2 + 3\alpha^3 - 3\varphi \alpha^3) \ldots.
\end{align*}$$

For \( \alpha = 1 \) we get \( \mathcal{X}(\varphi, \tau) = \frac{1}{6}(\varphi - 1) - \frac{1}{6}T(1 - \varphi) - \frac{1}{16}T^2(1 - \varphi) - \frac{1}{120}T^3(1 - \varphi), \) which is the expansion of the exact solution \( \mathcal{X}(\varphi, \tau) = \frac{1}{6}(\varphi - 1), \) (see [17]), which confirms the validity of the proposed LVI scheme.

We next give a graphic 3D-display of the approximated solution, \( \mathcal{X}(\varphi, \tau) \), for various values of \( \alpha \), using the computer software Mathematica\textsuperscript{TM}-version 11.1. Then, we represent graphically a 3D-display of the exact solution \( \mathcal{X}(\varphi, \tau) = \frac{1}{6}(\varphi - 1), \) in Figure 3c, which demonstrates how the proposed scheme reaches the exact solution; see Figure 3a,b, which shows the approximations of Figure 3c.

As we know, the Korteweg–de Vries equation is the mathematical description of the shallow water waves, traveling in the canals or near the sea shores where water is not deep. The solution of Korteweg–de Vries equation describes the behavior of the shallow water waves, which helps us in designing the harbors and buildings and many other processes,
near sea shores. Then, for such a solution we proposed the LVI scheme and we gave the previous 3D graphic.

As a second example, let us consider the simple time fractional Burger’s equation. It was introduced by Harry Bateman in 1915 and studied by J. M. Burger in 1948. It is considered one of the fundamental non-linear mathematical models in fluid dynamics that demonstrates the coupling between diffusion and convection.

The standard form of Burger’s equation is as follows:

\[ D_t^\alpha \phi + \nabla \phi \cdot \nabla \phi + \nu \phi = 0; \quad \tilde{t} > 0, \tag{15} \]

where \( \nu \) is a constant that defines the kinematic viscosity. Moreover if \( \nu = 0 \), the equation is said to be inviscid that governs gas dynamics and traffic flow, discussed as a homogeneous advection problem, (see [17]).

Figure 3. Three dimensional (3D) display of \( \phi(\psi, \tilde{t}) \) for \( \alpha = 0.5 \)—(a), \( \alpha = 1 \)—(b) and for the exact solution—(c).

Example 2. Let us consider the Burger’s equation with \( \nu = 1 \):

\[ D_t^\alpha \phi + \nabla \phi \cdot \nabla \phi + \nabla^2 \phi = 0; \quad \phi(\psi, 0) = 1 - \frac{2}{\psi}; \tag{16} \]

Applying the proposed LVI scheme we have:

\[ \phi_{n+1}(\psi, \tilde{t}) = \phi_n(\psi, \tilde{t}) + \mathcal{L} \left\{ \alpha \left\{ D_t^\alpha \phi_n(\psi, \tilde{t}) + \frac{\partial \phi_n(\psi, \tilde{t})}{\partial \psi} + \frac{\partial^2 \phi_n(\psi, \tilde{t})}{\partial \psi^2} \right\} \right\}; \]

The optimality conditions give the following results:
\[ \frac{\delta \tilde{X}_{n+1}(\varphi, \overline{s})}{\delta \tilde{X}_n(\varphi, \overline{s})} = 0, \quad \delta \tilde{X}_n = 0 \quad \text{and} \quad \lambda = \frac{s + \alpha (1 - s)}{s}. \]

Replacing and using inverse Laplace transform we get:

\[ X_{n+1}(\varphi, t) = X_n(\varphi, t) - \mathcal{L}^{-1} \left\{ \frac{s + \alpha (1 - s)}{s} \mathcal{L} \left\{ D^\alpha_t X_n(\varphi, \overline{s}) \right\} + \frac{\partial^2 X_n(\varphi, \overline{s})}{\partial \varphi^2} \right\} \]

For \( n = 0, 1, 2, \ldots \) we get the approximations \( X_1, X_2, X_3 \ldots \) such as:

\[ X_1(\varphi, t) = 1 - \frac{2}{\varphi} - \left( -4 + \frac{2(1 - \frac{1}{3})}{\varphi^2} \right)(1 - \alpha + i\alpha), \]

\[ X_2(\varphi, t) = 1 - \frac{2}{\varphi} - \left( -4 + \frac{2(1 - \frac{1}{3})}{\varphi^2} \right)(1 - \alpha + i\alpha) + \frac{8\gamma^3 s^3 (24 - 10\varphi + \varphi^2)}{3\varphi^6} - \ldots, \]

and so forth.

The solution \( X(\varphi, t) \) can be determined as \( \lim_{i \to \infty} X_i. \)

This means,

\[ X(\varphi, t) = 1 - \frac{2}{\varphi} - \left( -4 + \frac{2(1 - \frac{1}{3})}{\varphi^2} \right)(1 - \alpha + i\alpha) + \frac{8\gamma^3 s^3 (24 - 10\varphi + \varphi^2)}{3\varphi^6} - \ldots, \]

For \( \alpha = 1 \), we get \( X(\varphi, t) = 1 - (\frac{4}{\varphi} + \frac{2(1 - \frac{1}{3})}{\varphi^2}) - \frac{2}{\varphi^3} + \ldots, \) which is similar with the expansion of the exact solution \( X(\varphi, t) = 1 - \frac{2}{\varphi^3} \) (see [17]), proving the accuracy of the proposed LVI Scheme.

The graphical display of the approximated solution \( X(\varphi, t) \) is given in Figure 4 for \( \alpha = 0.5-(a) \), \( \alpha = 1-(b) \) and the exact solution—(c), by using the computer software Mathematica\textsuperscript{TM}-version 11.1. Burger’s equation is the mathematical formulation of fluid flow, viscid/inviscid especially of paints and charcoal etc. It also represents the flow in the air. The solution of Burger’s equation helps us form the paints and design of air vehicles. Then, we gave a representation for the exact solution of Burger’s equation, studied with the LVI scheme.

Let us consider in the following the time fractional version of non-linear Schrödinger equation, that is the quantum counterpart of Newton’s second law in classical mechanics. It forecasts the evolution of a physical system over time, that is, the Schrödinger equation presents the evolution over time of a wave function. This law was postulated by Schrödinger himself in 1925 and published in 1926. It has both linear and non-linear versions.

The standard form of the Schrödinger equation is:

\[ iD^\alpha_t \mathcal{X} + \alpha \mathcal{X} + \gamma |\mathcal{X}|^2 \mathcal{X} = 0, \quad (17) \]

where \( \gamma \) is a constant (see [17]).
Example 3. Let us consider the Schrödinger equation with \( \gamma = 1, \)

\[
i D^\alpha_t X + X \tau\tau + |X|^2 X = 0; \quad X(\tau, 0) = e^{2i\tau}. \tag{18}
\]

By implementing the Laplace variational iteration, we get:

\[
X_{n+1}(\tau, s) = X_n(\tau, s) + \mathcal{L}\left\{ \lambda \left\{ i D^\alpha_t \tilde{X}_n(\tau, s) + |\tilde{X}_n(\tau, s)|^2 \tilde{X}_n(\tau, s) + \frac{\partial^2 \tilde{X}_n(\tau, s)}{\partial \tau^2} \right\} \right\}.
\]

Using optimality conditions we get the following results:

\[
\frac{\delta X_{n+1}(\tau, s)}{\delta X_n(\tau, s)} = 0, \quad \delta \tilde{X}_n = 0 \quad \text{and} \quad \lambda = -\frac{s + \alpha(1-s)}{s}.
\]

Replacing and using inverse Laplace transform we have:

\[
X_{n+1}(\tau, \tilde{\tau}) = X_n(\tau, \tilde{\tau}) - \mathcal{L}^{-1}\left\{ \frac{s + \alpha(1-s)}{s} \mathcal{L}\left\{ i D^\alpha_t X_n(\tau, s) \right\} + |X_n(\tau, s)|^2 X_n(\tau, s) + \frac{\partial^2 X_n(\tau, s)}{\partial \tau^2} \right\}.
\]

For \( n = 0, 1, 2, \ldots, \) we get the approximations \( X_1, X_2, X_3, \ldots \) such as,

\[
X_1(\tau, \tilde{\tau}) = e^{2i\tau} - e^{6i\tau}(1 - \alpha + \tilde{\tau}),
\]
and

\[
\mathcal{X}_2(\varphi, t) = e^{2i\varphi} - e^{6i\varphi}(1 - \alpha + it\alpha) \\
+ \frac{\Gamma(\alpha)}{4} e^{18i\varphi} - \frac{\Gamma(3, \alpha)}{\alpha^3} e^{14i\varphi}(1 - 2e^{4i\varphi} + 2e^{4i\varphi} \alpha) + \ldots,
\]

and so on.

We get the solution in a series form, such as \( \mathcal{X}(\varphi, t) = \lim_{i \to \infty} \mathcal{X}_i \), that give the exact solution as

\[
\mathcal{X}(\varphi, t) = e^{i(2\varphi - 3t)}
\]

for \( \alpha = 1 \) (see [17]).

The graphical representation of the approximated solution \( \mathcal{X}(\varphi, t) \) is illustrated in Figure 5 for \( \alpha = 0.5 \)-(a), \( \alpha = 0.8 \)-(b) and the exact solution—(c), with the computer software Mathematica\textsuperscript{TM}-version 11.1, in the following.

The solution of the Schrodinger equation describes the behavior of a particle in the deep well, the probability of its motion, position and the wave associated with it. We gave above the 3D graphic interpretation of such a solution, obtained by our proposed LVI analytic scheme.

![Figure 5](image_url)

Figure 5. Three dimensional (3D) display of \( \mathcal{X}(\varphi, t) \) for \( \alpha = 0.5 \)-(a), \( \alpha = 0.8 \)-(b) and the exact solution—(c).

Remark 1. As a remark concerning LVI on nonlinear fractional order partial differential equations is the existence of the approximations of the solution \( \mathcal{X}_1, \mathcal{X}_2, \mathcal{X}_3 \ldots \) From Section 3 it is easy to conclude that these approximations of the solution are similar to the iterations of a sequence of successive approximations which is convergent to a fixed point. Then, we get a strong connection between the proposed scheme and the fixed point theory. It would be very interesting to check in which conditions we get a fixed point for this type of approximation.

5. Discussion and Conclusions

In this work, we proposed a new semi analytic scheme in order to solve non-linear fractional order partial differential equations. By solving some non-linear fractional order
partial differential equations, we proved that the proposed scheme converges faster than the existing ones in the literature and is a more reliable technique.

Though there are many methods to solve nonlinear equations, either ODEs, PDEs or FOPDEs, such as the Adomian decomposition method, variational iteration method, homotopy perturbation method etc. (see [17,24]), all these techniques have some limitations, for example:

1. The calculation of Adomian polynomials in the Adomian decomposition method is not an easy task;
2. In the variational iteration method, Lagrange’s multiplier is very difficult to calculate;
3. Similarly, the calculation of He’s polynomials in homotopy analysis as well as in the homotopy perturbation method is a time consuming task.

These difficulties are not faced in the proposed LVI; one has to find neither Adomian polynomials, He’s polynomials nor Lagrange’s multiplier etc. Our proposed scheme improves the time and the algorithm of these previous iteration methods. Then, any researcher with little knowledge of the software MathematicaTM, may work with the proposed scheme, LVI.

Concerning the figures of all three examples given here, the first two figures are of the first iteration for \(\alpha = 0.5\), \(\alpha = 0.8\) or \(\alpha = 1\) and the third figure is of the exact solution. The aim of the diagrams is to show the convergence of the proposed LVI analytic scheme towards the exact solution. The difference between the figures of the approximated solution and that of the exact solution is because we take just the first iteration and draw diagrams; if we use the second or third iterations, keeping the value of a small, the difference between the figures for the approximated solution and that of the exact solution will be negligible, showing the exactness of the proposed scheme.

The accuracy of the results of the LVI scheme is represented in the 3D-graphical displays. We also put in evidence a relationship between the approximations \(X_1, X_2, X_3 \ldots\) of the solution and the iterations of the sequence of successive approximations used in the proof of the existence of a fixed point. The main advantage is that the proposed scheme streamlines the computational processes and can be used efficiently for nonlinear dynamical systems analysis based on softwares as MathematicaTM, MatlabTM and MapleTM etc.
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