Investigation of Egyptian Banks’ Competition through a Riesz–Caputo Fractional Model
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Abstract: In this paper, a four-dimensional competition model, driven by the Riesz–Caputo operator, is established. Then, the presented model’s uniqueness, existence, and stability are discussed. After that, the model is applied to describe the profit competition between Egyptian banks. Using the Hamiltonian definition of optimal control, we set a control strategy for banks’ profits during crises as a pre-step measure to counteract their negative impact. Finally, the model is solved numerically using an extended Adams–Bashford scheme. The valid data between the end of 2016 and 2020 are used for numerical simulations, while the data between the end of 2021 and 2022 are used for prediction measurements. From the results, it can be seen that the COVID-19 crisis resulted in a sudden decrease in banks’ profits during 2020, and if there were a control system enabled, it could have compensated for this decrease.
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1. Introduction

Mathematical modeling is regarded as an effective apparatus to recognize the future dynamics and other related properties of real-life phenomena in both science and engineering [1–21]. This key modeling process can set out policies and recommendations for the advancement of society and humans. Mathematical models are not just useful for solving issues in science and engineering; they are also becoming more popular in disciplines connected to economics, such as banking and finance, which are crucial for economic development. The banking sector and competition between banks are usually modeled by means of a mathematical competition model, which is mainly a system of integer-order ordinary differential equations (ODEs) [3,4].

In recent studies, fractional differential equations have attracted a lot of interest because they ultimately converge to the integer-order system response. This is due to the reduction in formulation employing integer-order derivatives. Furthermore, they have the advantage of strong adaptability in modeling and pointing out the characteristics of several dynamical processes [5–15]. For example, the Fisher equations are transformed into a fractional order form and then solved numerically using the collocation method in [6], while an expression for a fractional time delay model with a variable order is examined in [7]. The authors of [8] applied an innovative numerical solution to a fractional advection equation utilized in their study. In [9], brand-new methods for figuring out fractional-order models that crop up in science and engineering were considered. The authors of [10] developed a time-fractional coupled mkdv equation and solved it using the homotopy method. To investigate the dynamics of the spread of coronavirus (COVID-19), the authors of [11] developed a mathematical model using fractional derivatives and then solved it numerically using the appropriate numerical scheme. The authors of [12] modeled COVID-19 spread...
by considering spatial effects, quarantine, and isolation principles in their fractional order modeling equations. In [13], a fractional-order system of ODEs was examined with optimal control analysis. A fractional nonlinear oscillator model with coordinate-dependent mass is examined in [14] and solved numerically using the fractional complex transformation. The authors of [15] defined a new fractional operator and applied it to heat diffusion equations. In the case of a bank competition model, many researchers have started working on extending the integer-order model into a fractional-order one to provide a higher accuracy of fitting [16–19]. In [20,21], it was demonstrated why the fractional-order method is regarded as superior to the integer-order method by providing significantly more options for the best setting of data fitting.

The Egyptian banking system is mainly composed of 33 banks, as stated by the central bank of Egypt (CBE), which can be divided into four categories: public banks, private and Arabic banks, foreign banks, and investment collaboration banks [22]. All of these banks are subject to the instructions announced by CBE. The CBE serves as both the country’s central bank and the national monetary authority. Its main role, like all other central banks, is to regulate both local and foreign banks. It is also responsible for formulating and implementing Egypt’s banking policy, issuing banknotes and coins, maintaining gold and foreign exchange reserves for the country, supervising national currency transaction, and managing Egypt’s private and public loans. There may be competition between the four previously mentioned bank categories because there is no discernible difference in their business areas, and this will be our focus in this study.

This work provides a four-dimensional fractional-order competition model driven by the Riesz–Caputo operator. The model’s uniqueness, existence, and stability are fully examined. Then, more novelty is added by formulating a reinvestment-control function for the proposed model that maximizes the banks’ profits as a pre-step measure to counteract the negative impact of different crises. The developed model is applied to the categories of Egyptian banks that were previously mentioned and solved numerically using a modified Adams–Bashford scheme.

This article is presented in section-wise form as follows: Section 2 mentions the used fractional operator’s mathematical definition. Section 3 introduces the proposed fractional competition model and investigates its uniqueness, existence, stability, and equilibrium. The optimal control process is fully illustrated in Section 4. The numerical procedure using an extended Adams–Bashford scheme to solve our model is obtained in Section 5. In Sections 6 and 7, respectively, the simulation results and combined conclusions are discussed.

2. Preliminaries

To proceed to our mathematical model of the banks’ competition, we need the following basic definitions and lemmas of fractional calculus.

**Definition 1.** Let \( q > 0, \rho(x) \in C[m,n] \). The left and right Riemann–Liouville integral operators of order \( q \), respectively, are defined as [23]:

\[
m_l^x \rho(x) = \frac{1}{\Gamma(q)} \int_m^x (x-v)^{q-1} \rho(v)dv,
\]

and

\[
x_r^\rho(x) = \frac{1}{\Gamma(q)} \int_x^n (v-x)^{q-1} \rho(v)dv,
\]

where \( \Gamma(q) \) is the classical Euler Gamma function.
Definition 2. Let \( q > 0 \), \( \rho(x) \in C[m,n] \). The Riesz integral operator of order \( q \) is defined as follows [24]:

\[
R_m^\rho(x) = \frac{1}{2\Gamma(q)} \int_m^n (x - v)^{q-1} \rho(v) dv,
\]

It is can be seen that the left and right Riemann–Liouville integral operators are related to the Riesz integral operator via the following formula:

\[
R_m^\rho(x) = \frac{1}{2} (R_m^\rho(x) + R_m^\rho(x)), \quad q > 0
\]

Definition 3. Let \( q \in (r - 1, r], n \in N \). The left and right Riemann–Liouville fractional derivatives of order \( q \) take the form [23]:

\[
m\mathcal{D}_x^\rho \rho(x) = \frac{1}{\Gamma(n-q)} \left( \frac{d}{dx} \right)^r \int_m^n (x - v)^{r-q-1} \rho(v) dv,
\]

and

\[
x\mathcal{D}_x^\rho \rho(x) = \frac{1}{\Gamma(n-q)} \left( -\frac{d}{dx} \right)^r \int_x^n (v - x)^{r-q-1} \rho(v) dv
\]

Definition 4. Let \( q \in (r - 1, r], n \in N \). The left and right Caputo fractional derivatives of order \( q \) take the form [23]:

\[
m\mathcal{D}_x^\rho \rho(x) = \frac{1}{\Gamma(n-q)} \int_m^n (x - v)^{r-q-1} \left( \frac{d}{dv} \right)^r \rho(v) dv,
\]

and

\[
x\mathcal{D}_x^\rho \rho(x) = \frac{1}{\Gamma(n-q)} \int_x^n (v - x)^{r-q-1} \left( -\frac{d}{dv} \right)^r \rho(v) dv
\]

where \( \rho(x) \in C(m,n] \).

In many papers, authors prefer to use the Caputo definition of differentiation of fractional order because its properties are similar to the classical definition of ordinary differentiation. For example, if we try to substitute the function \( \rho(x) \) with a constant, we find that its differentiation is zero, but in the Riemann–Liouville definition, it is not zero. In recent years, many other definitions of fractional differentiation have been produced by several authors, such as Caputo-Fabrizio and Atangana [16,18,23–26]. One of the most important definitions of the differentiation of fractional order is the Riesz definition, which is related to both the Riemann–Liouville and Caputo definitions and gives important results in the field of calculus of variation.

Definition 5. Let \( q \in (r - 1, r], n \in N \). The Riesz and Riesz–Caputo fractional derivatives of order \( q \) can be written in the form [24]:

\[
R_m^\rho(x) = \frac{1}{\Gamma(n-q)} \left( \frac{d}{dx} \right)^r \int_m^n (x - v)^{r-q-1} \rho(v) dv
\]

and

\[
R_c^\rho(x) = \frac{1}{\Gamma(n-q)} \int_x^n (x - v)^{r-q-1} \left( \frac{d}{dv} \right)^r \rho(v) dv
\]
where \( \rho(x) \in C^r[m, n] \). Using the previous definitions, we find that:

\[
R_m D^\rho_t \rho(x) = \frac{1}{2} \left( m D^\rho_x \rho(x) - (-1)^n m D^\rho_x \rho(x) \right),
\]

(11)

and

\[
R_e D^\rho_t \rho(x) = \frac{1}{2} \left( e D^\rho_x \rho(x) - (-1)^e e D^\rho_x \rho(x) \right)
\]

(12)

**Lemma 1.** Let the function \( \rho(x) \) have a continuous Riesz–Caputo derivative of order \( q \), \( 0 < q < 1 \), in the interval \( [m, n] \) and we wish to minimize the functional:

\[
\int_m^n \mathcal{A} \left( x, \rho(x), R_m D^\rho_x \rho(x) \right) dx,
\]

with the boundary conditions \( \rho(m) = \rho_0 \) and \( \rho(n) = \rho_1 \), then \( \rho(x) \) is necessary to satisfy the Euler–Lagrange equation:

\[
\frac{\partial \mathcal{A}}{\partial \rho} - R_m D^\rho_x \frac{\partial \mathcal{A}}{\partial R_m D^\rho_x \rho(x)} = 0.
\]

(13)

We observe that for \( q = 1 \), Equation (13) is similar to the classical Euler–Lagrange equation in calculus of variation which takes different forms if we use Riemann–Liouville or Caputo fractional derivatives. More details can be found in [23].

**Lemma 2.** The left and right Riemann–Liouville and Riesz integral operators satisfy the following formulas [24]:

\[
\begin{align*}
0_T^{\rho \rho} D^\rho_t \rho(t) & = \rho(t) - \sum_{r=0}^{n-1} \frac{(t)^r}{r!} \rho^{(r)}(0) + \frac{1}{n} \sum_{r=0}^{n-1} \frac{(T-t)^r}{r!} \rho^{(r)}(T), \\
1_T^{\rho \rho} D^\rho_t \rho(t) & = (-1)^n \left( \rho(t) - \sum_{r=0}^{n-1} (-1)^r \frac{(T-t)^r}{r!} \rho^{(r)}(T) \right), \\
0_T^{e \rho} D^\rho_t \rho(t) & = \frac{1}{2} \left( 0_T^{\rho} D^\rho_t + 1_T^{\rho} D^\rho_t \right) \rho(t) + \frac{1}{2} \left( 0_T^{\rho} D^\rho_t + 1_T^{\rho} D^\rho_t \right) \rho(t) \\
& = \frac{1}{2} \left( 0_T^{\rho} D^\rho_t + (-1)^n 1_T^{\rho} D^\rho_t \right) \rho(t),
\end{align*}
\]

where \( \rho(t) \in C^u[0, T] \).

If \( 0 < q < 1 \) and \( \rho(t) \in C[0, T] \), we find that:

\[
0_T^{\rho} R^\rho_0 D^\rho_t \rho(t) = \rho(t) - \frac{1}{2} \left( \rho(0) + \rho(T) \right).
\]

From the previously illustrated preliminaries, we used the Riesz–Caputo model to derive the proposed competition model due to the fact that:

- It is more general than the Caputo fractional derivative and can be easily transformed into the Caputo fractional derivative definition.
- It sets a generalization to the Euler–Lagrange equation, as in (13), which is more general than the classical Euler–Lagrange equation.
- It transforms into a Riesz fractional derivative in the same interval, while the left Caputo derivative transforms into the right Caputo and vice versa, and this can be easily proved using fractional integration by parts rules in [24].
3. Governing Model

Many authors used the Lotka–Volterra model in the commercial field to perform a comparison between the profits gained by banks [25,26]. The authors in [17,26] used the Atangana–Baleanu definition of a fractional derivative to describe Indonesian commercial and rural banks’ competitive dynamics, while the authors in [18] used the same model driven by the Caputo–Fabrizio operator.

As the banking system in Egypt consists of the public, private and Arabic, foreign, and investment collaboration banks, respectively. The parameter

Theorem 1. Thus, we obtain the following equilibrium points:

$$\text{Proof.}$$

The first step to study the stability of the system described in Equations (14)–(17) is calculating the equilibrium points. We achieve this by assuming $R_0^q \mathcal{D}_t^q P(t) = 0$, $R_0^q \mathcal{D}_t^q A(t) = 0$, $R_0^q \mathcal{D}_t^q F(t) = 0$, $R_0^q \mathcal{D}_t^q I(t) = 0$ and solving the non-linear system for the fixed points. Thus, we obtain the following equilibrium points: $w_1 = (0, 0, 0, 0)$, $w_2 = (0, \eta_2, \eta_3, \eta_4)$, $w_3 = (\eta_1, 0, \eta_3, \eta_4)$, $w_4 = (\eta_1, \eta_2, 0, \eta_4)$ and $w_5 (\eta_1, \eta_2, \eta_3, 0)$.

**Theorem 1.** Assuming that all coefficients in the system described in Equations (14)–(17) are positive, then the system will be stable locally and asymptotically and $R_0^q \mathcal{D}_t^q P(t) > 0$, $R_0^q \mathcal{D}_t^q A(t) > 0$, $R_0^q \mathcal{D}_t^q F(t) > 0$, $R_0^q \mathcal{D}_t^q I(t) > 0$ if the following conditions are satisfied: $\mu_1 < \gamma_1 \eta_2 \eta_3 \eta_4$, $\mu_2 < \gamma_2 \eta_1 \eta_3 \eta_4$, $\mu_3 < \gamma_3 \eta_1 \eta_2 \eta_4$ and $\mu_4 < \gamma_4 \eta_1 \eta_2 \eta_3$.

**Proof.** We formulate the Jacobian matrix of the system described in Equations (14)–(17) as follows:
where $P$, $A$, $F$, and $T$ are the equilibrium points of the system. The stability of the system requires a negative real part of the eigenvalues corresponding to each stability point. We start with the first point $w = (0, 0, 0, 0)$ (the trivial equilibrium point), and we obtain the corresponding eigenvalues from the Jacobian matrix as $\mu_1, \mu_2, \mu_3$ and $\mu_4$, which show that the system is unstable at this point. At the second equilibrium point $w_2 = (\eta_2, \eta_3, \eta_4)$, the corresponding eigenvalues are $\mu_1 - \gamma_1 \eta_2 \eta_3 \eta_4, -\mu_2, -\mu_3$ and $-\mu_4$, respectively, which make the system stable under the condition $\mu_1 < \gamma_1 \eta_2 \eta_3 \eta_4$. Similarly, we use the point $w_3 = (\eta_1, 0, \eta_4)$ and the Jacobian matrix to obtain the eigenvalues $-\mu_1, -\mu_2, -\mu_3$ and $-\mu_4$, demonstrating the stability of the system for $\mu_2 < \gamma_2 \eta_1 \eta_3 \eta_4$. The corresponding eigenvalues for the point $w_4 = (\eta_1, \eta_2, 0, \eta_4)$ are $-\mu_1, -\mu_2, -\mu_3$ and $-\mu_4$, respectively, and the system is stable at this equilibrium point under the condition $\mu_3 < \gamma_3 \eta_1 \eta_2 \eta_4$. Finally, we obtain the eigenvalues $-\mu_1, -\mu_2, -\mu_3$ and $\mu_4 - \gamma_4 \eta_1 \eta_2 \eta_3$ corresponding to the point $w_5(\eta_1, \eta_2, \eta_3, 0)$. The system is stable at the point $w_5$ if $\mu_4 < \gamma_4 \eta_1 \eta_2 \eta_3$. Note that there is another equilibrium point for the system, but its expression is very long due to the non-linearity and high dimensionality of the system, and thus it was very difficult to estimate the corresponding eigenvalues of the resultant fourth-order equation of the eigenvalues analytically, meaning that we can use the method of the second-generation matrix and the reproduction number $R_0$, which attain stability of the system for $R_0 < 1$ [27]. □

3.2. Existence and Uniqueness

In this section, we introduce the existence and uniqueness of considered system. Supposing that $(P(0), A(0), F(0), I(0)) = (P_0, A_0, F_0, I_0)$ and $(P(T), A(T), F(T), I(T)) = (P_T, A_T, F_T, I_T)$ are boundary conditions of the system in the interval $[0, T]$, then applying the Riesz fractional integral operator and using Lemma 2, we can obtain the equivalent equations to the boundary value problem as follows:

\[
\begin{align*}
P(t) &= \frac{1}{2}(P_0 + P_T) + \frac{1}{\Gamma(\eta)} \int_0^T (t - v)^{\eta - 1} k_1(v, P(v)) dv, \\
A(t) &= \frac{1}{2}(A_0 + A_T) + \frac{1}{\Gamma(\eta)} \int_0^T (t - v)^{\eta - 1} k_2(v, A(v)) dv, \\
F(t) &= \frac{1}{2}(F_0 + F_T) + \frac{1}{\Gamma(\eta)} \int_0^T (t - v)^{\eta - 1} k_3(v, F(v)) dv, I(t) \\
&= \frac{1}{2}(I_0 + I_T) + \frac{1}{\Gamma(\eta)} \int_0^T (t - v)^{\eta - 1} k_4(v, I(v)) dv,
\end{align*}
\]

where the kernels $k_j$ for $j = 1, 2, 3, 4$ are given by

\[
\begin{align*}
k_1(t, P) &= \mu_1 P \left(1 - \frac{t}{T}\right) - \gamma_1 PAFI, \\
k_2(t, A) &= \mu_2 A \left(1 - \frac{t}{T}\right) - \gamma_2 PAFI, \\
k_3(t, F) &= \mu_3 F \left(1 - \frac{t}{T}\right) - \gamma_3 PAFI, \\
k_4(t, I) &= \mu_4 I \left(1 - \frac{t}{T}\right) - \gamma_4 PAFI.
\end{align*}
\]
Lemma 3. Assume that $\omega$ is a closed convex subset of a Banach space $\mathcal{N}$, $Q$ is a relatively closed convex subset of $\omega$ with $0 \in Q$ and $A : Q \to Q$ is a continuous compact map, then $A$ exists as a fixed point in $\mathcal{Q}$ or there exists $\tau \in \partial Q$ with $\tau = \sigma \tau$ and with $\sigma \in (0, 1)$.

Lemma 4. If $Q$ is a closed, bounded and convex subset of the Banach space $\mathcal{N}$ and $A : Q \to Q$ is completely continuous, then $A$ has a fixed point in $Q$. More details of the Leray–Schauder fixed point theorem can be found in [28]. Consider the Banach space $C(0, T)$ that consists of all real functions $v$ defined on $[0, T]$ with norm $\|v\| = \sup_{t \in [0, T]} |v(t)|$, and the sets $\mathbb{R}_0^+ = \{v \in \mathbb{R}, v > 0\}$, $\mathbb{R}_0^+ = \{v \in \mathbb{R}, v \geq 0\}$. We define the integral operator $\mathcal{P} : \mathcal{X} \times \mathcal{X} \times \mathcal{X} \times \mathcal{X} \to \mathcal{X}$, $\mathcal{X} = [0, T]$, as follows:

$$\mathcal{P} = (\mathcal{P}_1, \mathcal{P}_2, \mathcal{P}_3, \mathcal{P}_4),$$

where

$$\begin{align*}
\mathcal{P}_1P(t) &= \frac{1}{2}P_0 + \frac{1}{T} \int_0^t (t - v)^{\epsilon-1}k_1(v, P(v))dv + \frac{1}{T} \int_0^t (v - t)^{\epsilon-1}k_1(v, P(v))dv, \\
\mathcal{P}_2A(t) &= \frac{1}{2}A_0 + \frac{1}{T} \int_0^t (t - v)^{\epsilon-1}k_2(v, A(v))dv + \frac{1}{T} \int_0^t (v - t)^{\epsilon-1}k_2(v, A(v))dv, \\
\mathcal{P}_3F(t) &= \frac{1}{2}F_0 + \frac{1}{T} \int_0^t (t - v)^{\epsilon-1}k_3(v, F(v))dv + \frac{1}{T} \int_0^t (v - t)^{\epsilon-1}k_3(v, F(v))dv, \\
\mathcal{P}_4I(t) &= \frac{1}{2}I_0 + \frac{1}{T} \int_0^t (t - v)^{\epsilon-1}k_4(v, I(v))dv + \frac{1}{T} \int_0^t (v - t)^{\epsilon-1}k_4(v, I(v))dv.
\end{align*}$$

Theorem 2. Assuming that all profits in the given model are non-negative, we define the functions $\varpi_j \in C([\mathbb{R}_0^+, \mathbb{R}_0^+])$, $\lambda_j \in C(\mathcal{X}, \mathbb{R}_0^+)$ and $\Omega_j \in L^1(\mathcal{X}, \mathbb{R}_0^+)$ for $j = 1, 2, 3, 4$, then there exists a unique solution of the system described in Equation (14)–(17) if the following conditions are satisfied:

$$\begin{align*}
(H_1) \ |k_1(t, P)| &\leq \varpi_1(|P|)\lambda_1(t) + \Omega_1(t), \\
(H_2) \ |k_2(t, P)| &\leq \varpi_2(|A|)\lambda_2(t) + \Omega_2(t), \\
(H_3) \ |k_3(t, P)| &\leq \varpi_3(|F|)\lambda_3(t) + \Omega_3(t), \\
(H_4) \ |k_4(t, P)| &\leq \varpi_4(|I|)\lambda_4(t) + \Omega_4(t),
\end{align*}$$

where $\varpi_1(\epsilon) \leq \frac{1}{|\lambda_1|} \epsilon$, $\varpi_2(\epsilon) \leq \frac{1}{|\lambda_2|} \epsilon$, $\varpi_3(\epsilon) \leq \frac{1}{|\lambda_3|} \epsilon$ and $\varpi_4(\epsilon) \leq \frac{1}{|\lambda_4|} \epsilon$.

Proof. We define:

$$\Omega^L_1 = \frac{1}{\Gamma(\epsilon)} \max_{P \in \mathcal{X}} \left\{ \sup_{t \in \mathcal{X}} \int_0^t (t - v)^{\epsilon-1} \Omega_1(v)dv, \sup_{t \in \mathcal{X}} \int_1^T (v - t)^{\epsilon-1} \Omega_1(v)dv \right\}. \quad (22)$$

It is clear that $\Omega^L_1$ exists, since $\Omega_1 \in L^1(\mathcal{X}, \mathbb{R}_0^+)$. \qed

Let $\mathcal{N}_m = \{ P \in C(\mathcal{X}) : |P| < m \}$, such that $m = (\max \{|P_0|, |P_T| + 2\Omega^L_1\})E_{\sigma, 1}(1) + 1$, where $E_{\sigma, 1}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k+1)}$ is the Mittag–Leffler function. We can see that $\mathcal{N}_m$ is a closed, bounded, and convex set. Supposing that $\sigma \in (0, 1)$, such that $P = \sigma P_1P_2$, we can find that:

$$|P(t)| \leq \frac{1}{2}|P_0| + \frac{1}{\Gamma(\epsilon)} \int_0^t (t - v)^{\epsilon-1}|k_1(v, P(v))|dv + \frac{1}{2}|P_T|$$

$$+ \frac{1}{\Gamma(\epsilon)} \int_0^t (v - t)^{\epsilon-1}|k_1(v, P(v))|dv,$$
Using hypothesis (18), we obtain:

\[ |P(t)| \leq \frac{1}{2} |P_0| + \frac{1}{\Gamma(e)} \int_0^T (t-v)^{e-1} (\sigma_1(|P|) \lambda_1(v) + \Omega_1(v)) dv + \frac{1}{2} |P_T| \]

\[ + \frac{1}{\Gamma(e)} \int_T^t (v-t)^{e-1} (\sigma_1(|P|) \lambda_1(v) + \Omega_1(v)) dv \]

\[ \leq \frac{1}{2} |P_0| + \frac{1}{\Gamma(e)} \int_0^T (t-v)^{e-1} \Omega_1(v) dv \]

\[ + \frac{1}{\Gamma(e)} \frac{1}{|\lambda_1|} \int_T^t (t-v)^{e-1} |P(v)| \lambda_1(v) dv + \frac{1}{2} |P_T| \]

\[ + \frac{1}{\Gamma(e)} \frac{1}{|\lambda_1|} \int_0^T (v-t)^{e-1} \Omega_1(v) dv \]

\[ + \frac{1}{\Gamma(e)} \frac{1}{|\lambda_1|} \int_T^t (v-t)^{e-1} |P(v)| \lambda_1(v) dv \]

\[ \leq \left( \frac{1}{2} |P_0| + \Omega_1^* \right) + \frac{1}{\Gamma(e)} \frac{1}{|\lambda_1|} \int_0^T (t-v)^{e-1} |P(v)| dv \]

\[ + \left( \frac{1}{2} |P_T| + \Omega_1^* \right) + \frac{1}{\Gamma(e)} \frac{1}{|\lambda_1|} \int_T^t (v-t)^{e-1} |P(v)| dv. \]

Using Gronwall inequalities [29], we obtain:

\[ |P(t)| \leq \left( \frac{1}{2} |P_0| + \frac{1}{2} P_T + 2 \Omega_1^* \right) E_{0,1} \left( \frac{\Gamma(e)(T-t)^e}{\Gamma(e)T^e} \right) \]

\[ |P(t)| \leq \left( \frac{1}{2} |P_0| + \frac{1}{2} P_T + 2 \Omega_1^* \right) E_{0,1}^2 (1) \leq m, \tag{23} \]

Hence, \(|P| \neq m\). In a similar procedure, we can obtain:

\[ |A(t)| \leq \left( \frac{1}{2} A_0 + \frac{1}{2} A_T + 2 \Omega_2^* \right) E_{0,1}^2 (1) \leq m_2, \]

\[ |F(t)| \leq \left( \frac{1}{2} F_0 + \frac{1}{2} F_T + 2 \Omega_3^* \right) E_{0,1}^2 (1) \leq m_3, \]

\[ |I(t)| \leq \left( \frac{1}{2} I_0 + \frac{1}{2} I_T + 2 \Omega_4^* \right) E_{0,1}^2 (1) \leq m_4. \]

Moreover, we can prove the continuity of the operator \(p\). Since \(k_1(t, P)\) is continuous for \(|P| < m\) and \(t \in [0, T], \delta > 0\), such that \(|P_1(t) - P_2(t)| < \delta\) for any \(\varepsilon > 0\) and \(P_1, P_2 \in \mathcal{N}_m\), and thus:

\[ |k_1(t, P_1) - k_1(t, P_2)| < \frac{\Gamma(e+1)}{2T^e} \varepsilon, \]

and

\[ |p_1 P_1(t) - p_1 P_2(t)| \leq \frac{1}{\Gamma(e)} \int_0^T (t-v)^{e-1} |k_1(v, P_1(v)) - k_1(v, P_2(v))| dv \]

\[ + \frac{1}{\Gamma(e)} \int_T^t (v-t)^{e-1} |k_1(v, P_1(v)) - k_1(v, P_2(v))| dv \]

\[ < \frac{\Gamma(e+1)}{\Gamma(e)} \frac{1}{T^e} \int_0^T (t-v)^{e-1} dv + \frac{\Gamma(e+1)}{\Gamma(e)} \frac{1}{T^e} \int_T^t (v-t)^{e-1} dv \]

\[ = \frac{\varepsilon}{2T^e} + \frac{(T-t)^e}{2T^e} \leq \varepsilon. \]
This shows that \( p_1 \) is continuous, and the same procedure can be applied for \( p_2, p_3 \) and \( p_4 \). Finally, we prove that \( p_1 \) is completely continuous. Suppose that \( t_1, t_2 \in \mathcal{X}, t_1 < t_2 \) and \( P \in \mathcal{N}_m \), then we can find that:

\[
\begin{align*}
|p_1P(t_1) - p_1P(t_2)| &\leq \frac{m}{\Gamma(q+1)}(t_2^q - t_1^q) + \frac{1}{\Gamma(q) t_1} \int_0^t ((T - t)^q - (T - t_2)^q) \Omega_1(v)dv \\
&\quad + \frac{1}{\Gamma(q) t_2} \int_0^t ((v - t)^q - (v - t_2)^q) \Omega_1(v)dv \\
&\quad + \frac{1}{\Gamma(q)} \int_1^T (v - t_1)^q \Omega_1(v)dv.
\end{align*}
\]

(Since \( \Omega_1(v) \) is \( L^1 \)-integrable with respect to \( v \), then the functions \( ((t_2 - v)^q - (t_2 - v)^q) \Omega_1(v), ((v - t)^q - (v - t)^q) \Omega_1(v), (v - t)^q \Omega_1(v) \) and \( (v - t)^q \Omega_1(v) \) are Lebesgue integrable with respect to \( v \). The right-hand side of Equation (24) tends to zero as \( t_2 \to t_1 \), and thus we find that the set \( p_1 \mathcal{N}_m \) is equicontinuous and uniformly bounded. This proves that \( p_1 \mathcal{N}_m \) is completely continuous, and \( p_1 \) has a fixed point (using Lemma 3). We can follow the same procedure for \( p_2, p_3 \) and \( p_4 \) and the functions \( A(t), F(t) \) and \( I(t) \). This proves that the system described in Equations (14)–(17) attains a unique solution in \( [0, T] \).

4. Optimal Control of Banks’ Profits

Nowadays, the optimal control theory has been successfully applied to a wide range of problems in real life applications [30]. In our proposed banking system, an interesting question that comes to mind is how to influence the proposed competition model profits in the system described in Equations (14)–(17) by choosing a good mechanism to lead the system from an initial state \((P(0), A(0), F(0), I(0))\) to a certain prefixed objective, i.e., profits maximization, or a desired final state \((P(T), A(T), F(T), I(T))\) in time \( T \). To achieve this, let us consider the following system:

\[
\begin{align*}
R_0^e \mathcal{D}^q_x P(t) &= \mu_1(t)P(t) \left( 1 - \frac{P(t)}{\eta_1(t)} \right) - \gamma_1(t)P(t)A(t)F(t)I(t) - c_1 \xi(t)P(t), \\
R_0^e \mathcal{D}^q_x A(t) &= \mu_2(t)A(t) \left( 1 - \frac{A(t)}{\eta_2(t)} \right) - \gamma_2(t)P(t)A(t)F(t)I(t) - c_2 \xi(t)A(t), \\
R_0^e \mathcal{D}^q_x F(t) &= \mu_3(t)F(t) \left( 1 - \frac{F(t)}{\eta_3(t)} \right) - \gamma_3(t)P(t)A(t)F(t)I(t) - c_3 \xi(t)F(t), \\
R_0^e \mathcal{D}^q_x I(t) &= \mu_4(t)I(t) \left( 1 - \frac{I(t)}{\eta_4(t)} \right) - \gamma_4(t)P(t)A(t)F(t)I(t) - c_4 \xi(t)I(t),
\end{align*}
\]

\[
P(0) = P_0, \quad A(0) = A_0, \quad F(0) = F_0, \quad I(0) = I_0,
\]

where \( \xi(t) \in L^2(0, T; [0, 1]) \) is the control parameter representing the amount of profit of each population that is removed from the market due to external factors or held by the bank for reinvestment in the market. The constants \( c_1, c_2, c_3 \) and \( c_4 \) represent the maximum level of investment by the four bank categories, respectively, and hence \( c_1 = c_2 = c_3 = c_4 = 1 \) means that there are no investment limits. Different methods can be applied due to optimal control theory. The payoff function (objective function) can be defined to maximize a certain quantity between the profits and the control variable either
at the final state or within a certain time interval. In this study of banks in Egypt, we define the running cost functional within the time interval \([0, T]\) as follows:

\[
J(P(t), A(t), F(t), I(t), \xi(t)) = \frac{1}{2} \int_{0}^{T} \left( P^2(t) + A^2(t) + F^2(t) + I^2(t) + \xi^2(t) \right) dt,
\]

with zero running payoff. Before we proceed, we have to define the Hamiltonian equation and provide a new simpler proof for the adjoint equation using a fractional Euler–Lagrange equation and Agrawal principals \([24]\).

**Theorem 3.** Consider any functional:

\[
\int_{0}^{T} K(\mathcal{A}(t), R_{0}^{C}D_{T}^{\rho}A(t)) dt,
\]

which we wish to maximize, where the fractional derivative is taken in the Riesz–Caputo sense and the boundary values of the state function are known, then we can write the Hamiltonian equation in the form:

\[
-\frac{\partial H}{\partial \mathcal{A}} = R_{0}^{C}D_{T}^{\rho} \mathcal{A}(t), \quad \frac{\partial H}{\partial \mathcal{\varphi}} = R_{0}^{C}D_{T}^{\rho}A(t),
\]

where \(H = \mathcal{A}(t)R_{0}^{C}D_{T}^{\rho}A(t) - K(\mathcal{A}(t), R_{0}^{C}D_{T}^{\rho}A(t))\) and \(\mathcal{\varphi}(t)\) is the costate function.

**Proof.** Using Lemma 1, we find that:

\[
\int_{0}^{T} \frac{\partial K}{\partial \mathcal{A}} - r_{m}^{C}D_{t}^{\rho} \frac{\partial K}{\partial R_{m}^{C}D_{t}^{\rho}A} = 0.
\]

Assuming that

\[
\frac{\partial K}{\partial R_{0}^{C}D_{T}^{\rho}A}(\mathcal{A}(t), R_{0}^{C}D_{T}^{\rho}A(t)) = \varphi(t)
\]

and we wish to solve it for \(R_{m}^{C}D_{t}^{\rho}A\) in terms of \(\mathcal{A}(t)\) and \(\varphi(t)\); in other words, we solve the identity for \(R_{0}^{C}D_{T}^{\rho}A = f(\mathcal{A}, \varphi)\).

Now, we define the dynamical system Hamiltonian equation as follows:

\[
H = \varphi(t)f(\mathcal{A}, \varphi) - K(\mathcal{A}(t), f(\mathcal{A}, \varphi)).
\]

Differentiating the Hamiltonian equation with respect to \(\mathcal{A}\), we obtain

\[
\frac{\partial H}{\partial \mathcal{A}} = \varphi(t) \frac{\partial f(\mathcal{A}, \varphi)}{\partial \mathcal{A}} - \frac{\partial K}{\partial \mathcal{A}} - \frac{\partial K}{\partial R_{0}^{C}D_{t}^{\rho}A} \frac{\partial f(\mathcal{A}, \varphi)}{\partial \mathcal{A}} = -\frac{\partial K}{\partial \mathcal{A}}.
\]

Differentiating the costate function \(\varphi(t)\) with respect to \(t\) using the Riesz differential operator, we obtain

\[
R_{0}^{C}D_{t}^{\rho} \varphi(t) = R_{0}^{C}D_{t}^{\rho} \frac{\partial K}{\partial R_{0}^{C}D_{T}^{\rho}A}(\mathcal{A}(t), R_{0}^{C}D_{T}^{\rho}A(t)) = \frac{\partial K}{\partial \mathcal{A}}.
\]

This completes the proof of the first part of Equation (30), and we can prove the second part directly from the definition of the Hamiltonian. Moreover, the transversality condition \(\varphi(T) = 0\), since the running payoff functional is zero.
Let us proceed by introducing the vectors listed below:

\[
\begin{align*}
\psi(t) &= [P(t), A(t), F(t), I(t)]^T, \\
\varphi(t) &= [\varphi_P(t), \varphi_A(t), \varphi_F(t), \varphi_I(t)],
\end{align*}
\]

where \( \varphi(t) \) is the costate function. This reduces our optimal control problem for maximizing the functional:

\[
J(\xi(t)) = \frac{1}{2} \int_0^T W(\psi(t), \xi(t)) dt,
\]

subject to:

\[
R_c \frac{d}{dt} \varphi(t) = G(\psi(t), \xi(t)),
\]

with initial profits \( \psi(0) = [P_0, A_0, F_0, I_0]^T \) and \( G = G_i, \ i = 1, 2, 3, 4 \), such that

\[
egin{align*}
G_1 &= \mu_1(t)P(t) \left(1 - \frac{P(t)}{\eta_1(t)}\right) - \gamma_1(t)P(t)A(t)F(t)I(t) - c_1 \xi(t)P(t), \\
G_2 &= \mu_2(t)A(t) \left(1 - \frac{A(t)}{\eta_2(t)}\right) - \gamma_2(t)P(t)A(t)F(t)I(t) - c_2 \xi(t)A(t), \\
G_3 &= \mu_3(t)F(t) \left(1 - \frac{F(t)}{\eta_3(t)}\right) - \gamma_3(t)P(t)A(t)F(t)I(t) - c_3 \xi(t)F(t), \\
G_4 &= \mu_4(t)I(t) \left(1 - \frac{I(t)}{\eta_4(t)}\right) - \gamma_4(t)P(t)A(t)F(t)I(t) - c_4 \xi(t)I(t).
\end{align*}
\]

Under these notations, we can define the Hamiltonian dynamic system as follows:

\[
H(\psi(t), \varphi(t), \xi(t)) = \langle G(\psi(t), \xi(t)), \varphi(t) \rangle + W(\psi(t), \xi(t)),
\]

where \( \langle \cdot, \cdot \rangle \) represents the usual Euclidean inner product. Referring to Theorem 3, the Hamiltonian for the banks’ profits must satisfy the Pontryagin maximum principle:

\[
H(P^*, A^*(t), F^*(t), I^*(t), \xi^*(t)) = \max_{\xi(t) \in L^2[0,T]} H(P^*(t), A^*(t), F^*(t), I^*(t), \varphi(t), \xi(t))
\]

State equations

\[
\frac{\partial H(\psi(t), \varphi(t), \xi(t))}{\partial \varphi(t)} = -R_c \frac{d}{dt} \varphi(t),
\]

Adjoint equation

\[
R_c \frac{d}{dt} \psi(t) = \frac{\partial H(\psi(t), \varphi(t), \xi(t))}{\partial \varphi(t)},
\]

Terminal condition \( \varphi(T) = 0 \).
Thus, we write the Hamiltonian equation as follows:

\[
\mathcal{H} = \varphi_p(t) \left( \mu_1(t) P(t) \left( 1 - \frac{P(t)}{\eta_1(t)} \right) - \gamma_1(t) P(t) A(t) F(t) I(t) - c_1 \xi(t) P(t) \right) + \varphi_A(t) \left( \mu_2(t) A(t) \left( 1 - \frac{A(t)}{\eta_2(t)} \right) - \gamma_2(t) P(t) A(t) F(t) I(t) \right) - c_2 \xi(t) A(t) \right)
\]

\[
+ \varphi_F(t) \left( \mu_3(t) F(t) \left( 1 - \frac{F(t)}{\eta_3(t)} \right) - \gamma_3(t) P(t) A(t) F(t) I(t) \right) - c_3 \xi(t) F(t) \right)
\]

\[
+ \varphi_I(t) \left( \mu_4(t) I(t) \left( 1 - \frac{I(t)}{\eta_4(t)} \right) - \gamma_4(t) P(t) A(t) F(t) I(t) \right) - c_4 \xi(t) I(t) \right) + \frac{1}{2} \left( (P^2(t) + A^2(t) + F^2(t) + I^2(t) + 2\xi^2(t)) \right).
\]

(41)

**Theorem 4.** If \( \xi^*(t) \) is optimal control for (33)–(36) with the corresponding state functions \( P^*(t) \), \( A^*(t) \), \( F^*(t) \) and \( I^*(t) \), then it must satisfy:

\[
\xi(t) = \max \{0, \max \{1, c_1 \varphi_p(t) P^*(t) + c_2 \varphi_A(t) A^*(t) + c_3 \varphi_F(t) F^*(t) + c_4 \varphi_I(t) I^*(t) \} \}.
\]

**Proof.** It can be obtained directly by using optimality condition (38) with the Hamiltonian (41). □

Using the optimal control expression, we used the adjoint Equation (40) and applied it to our controlled model as follows:

\[
0 \frac{d}{d t} \varphi_p(t) = -P(t)
\]

\[
+ A(t) F(t) I(t) \left[ \gamma_1(t) \varphi_p(t) + \gamma_2(t) \varphi_A(t) + \gamma_3(t) \varphi_F(t) + \gamma_4(t) \varphi_I(t) \right] + c_1 \left( c_1 \varphi_p(t) P(t) + c_2 \varphi_A(t) A(t) + c_3 \varphi_F(t) F(t) + c_4 \varphi_I(t) I(t) \right) \varphi_p(t) + \frac{2 \mu_1(t)}{\eta_1(t)} P(t) \varphi_p(t) - \mu_1(t) \varphi_p(t),
\]

\[
0 \frac{d}{d t} \varphi_A(t) = -A(t)
\]

\[
+ P(t) F(t) I(t) \left[ \gamma_1(t) \varphi_p(t) + \gamma_2(t) \varphi_A(t) + \gamma_3(t) \varphi_F(t) + \gamma_4(t) \varphi_I(t) \right] + c_2 \left( c_1 \varphi_p(t) P(t) + c_2 \varphi_A(t) A(t) + c_3 \varphi_F(t) F(t) + c_4 \varphi_I(t) I(t) \right) \varphi_A(t) + \frac{2 \mu_2(t)}{\eta_2(t)} A(t) \varphi_A(t) - \mu_2(t) \varphi_A(t),
\]

\[
0 \frac{d}{d t} \varphi_F(t) = -F(t)
\]

\[
+ A(t) P(t) I(t) \left[ \gamma_1(t) \varphi_p(t) + \gamma_2(t) \varphi_A(t) + \gamma_3(t) \varphi_F(t) + \gamma_4(t) \varphi_I(t) \right] + c_3 \left( c_1 \varphi_p(t) P(t) + c_2 \varphi_A(t) A(t) + c_3 \varphi_F(t) F(t) + c_4 \varphi_I(t) I(t) \right) \varphi_F(t) + \frac{2 \mu_3(t)}{\eta_3(t)} F(t) \varphi_F(t) - \mu_3(t) \varphi_F(t),
\]

\[
0 \frac{d}{d t} \varphi_I(t) = -I(t)
\]

\[
+ A(t) F(t) P(t) \left[ \gamma_1(t) \varphi_p(t) + \gamma_2(t) \varphi_A(t) + \gamma_3(t) \varphi_F(t) + \gamma_4(t) \varphi_I(t) \right] + c_4 \left( c_1 \varphi_p(t) P(t) + c_2 \varphi_A(t) A(t) + c_3 \varphi_F(t) F(t) + c_4 \varphi_I(t) I(t) \right) \varphi_I(t) + \frac{2 \mu_4(t)}{\eta_4(t)} F(t) \varphi_I(t) - \mu_4(t) \varphi_I(t).
\]
5. Numerical Solution Procedure

Consider the initial value problem (FIVP):

\[ c^t_0 \mathcal{D}^\rho_t \rho(t) = \varphi(t, \rho(t)), \rho(0) = \rho_0 \]  

(42)

where \( c^t_0 \mathcal{D}^\rho_t \) is the left Caputo operator, \( 0 < \rho < 1 \), and \( \varphi \) is a smooth function. Through applying the left Caputo fractional integral operator to (42), we find that:

\[ \rho(t) = \rho(0) + \frac{1}{\Gamma(\rho)} \int_0^t (t - v)^{\rho-1} \varphi(v, \rho(v)) dv, \]

(43)

Many numerical techniques can be used to solve (43) \([31,32]\). In our case, we used the Adams–Bashford method \([33]\) for partitioning the interval \([0, T]\) into \( n \) equal subdivisions \([t_i, t_{i+1}]\) with a width \( h = T/n \), \( t_i = ch \) for \( c = 0, 1, \ldots, n \), which resulted in an approximated set of solution points: \((t_i, \rho(t_i))\), calculated by:

\[ \rho(t_{i+1}) = \rho(t_i) + \frac{h^\rho}{\Gamma(\rho)} \left[ \left( \frac{2(i+1)^{\rho} - i^{\rho}}{\rho} \right) \varphi_i + \left( \frac{-2(i+1)^{\rho} + (i+1)^{\rho+1} - i^{\rho+1}}{\rho+1} \right) \varphi_{i-1} \right] \]

(44)

Next, we aim to extend (44) in order for it to be suitable when the Riesz–Caputo fractional derivative is used. If Equation (42) is driven by the right Caputo fractional operator \( c^t_0 \mathcal{D}^\rho_t \), then its integral form will be:

\[ \rho(t) = \rho(0) - \frac{1}{\Gamma(\rho)} \int_t^0 (v-t)^{\rho-1} \varphi(v, \rho(v)) dv, \]

(45)

and to find the solution of (45) using the Adams–Bashford technique over the interval \([T, 0]\) with \( n \) equal spaced subintervals \([t_i, t_{i-1}]\), we use the form:

\[ \rho(t_{i+1}) = \rho(t_i) - \frac{h^\rho}{\Gamma(\rho)} \left[ \left( \frac{2(i-1)^{\rho} - i^{\rho}}{\rho} \right) \varphi_i + \left( \frac{-2(i-1)^{\rho} + (i-1)^{\rho+1} - i^{\rho+1}}{\rho+1} \right) \varphi_{i+1} \right] \]

(46)

Using the relation between the Riesz–Caputo derivative and both the right and left Caputo fractional derivatives in (12), then the approximated numerical solution of (42) driven by Riesz–Caputo operator will be:

\[ \rho(t_{i+1}) = \rho(t_i) + \frac{1}{2} \left( \rho(t_{i+1}) - \rho(t_{i-1}) \right), \]

(47)

and the Adams–Bashford formula used to solve the predefined FIVP in this case will be:

\[ \rho(t_{i+1}) = \rho(t_i) + \frac{h^\rho}{\Gamma(\rho)} \left[ \left( \frac{-2(i-1)^{\rho} + (i-1)^{\rho+1} - i^{\rho+1}}{\rho+1} \right) \varphi_{i-1} \right. \]

\[ + \left. \left( \frac{2(i+1)^{\rho} - (i+1)^{\rho+1} + i^{\rho+1}}{\rho+1} \right) \varphi_i \right] \]

\[ + \left( \frac{2(i-1)^{\rho} - (i-1)^{\rho+1} + i^{\rho+1}}{\rho+1} \right) \varphi_{i+1}, \]

(48)

The proposed competition model described in Equations (14)–(17) can be numerically solved after substituting Equation (48) using the four banking categories \((P(t), A(t), F(t), \mathcal{A}(t))\).
using both the four banking categories and their controlling functions (from (37) to (41), it can be numerically solved after substituting Equation (52)
\[ G(P, t) = \frac{\rho A(P) (1 + i_0)^{\rho - \rho^2}}{1 + i_0} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \right) \right) \right) \right) \right) \right) \]

Similarly, in the case of the proposed optimal controlled model in (33) to (37) with constraints from (37) to (41), it can be numerically solved after substituting Equation (52) using both the four banking categories and their controlling functions (\( P(t), A(t), F(t), I(t), \varphi_P(t), \varphi_A(t), \varphi_F(t), \varphi_I(t) \)). Assuming that the corresponding smoothing functions are, respectively, \( G_1, G_2, G_3, G_4, \varphi_P, \varphi_A, \varphi_F, \varphi_I \), then:

\[ P(t_{i+1}) = P(t_i) + \frac{\delta t}{2} \left[ \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \right) \right) \right) \right) \right) \right] \]

\[ A(t_{i+1}) = A(t_i) + \frac{\delta t}{2} \left[ \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \right) \right) \right) \right) \right) \right] \]

\[ F(t_{i+1}) = F(t_i) + \frac{\delta t}{2} \left[ \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \right) \right) \right) \right) \right) \right] \]

\[ I(t_{i+1}) = I(t_i) + \frac{\delta t}{2} \left[ \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \cdot \left( \frac{(i+1)^{\rho - \rho^2}}{\rho^2} \right) \right) \right) \right) \right) \right] \]
\[ F(t_{i+1}) = F(t_i) + \frac{\hbar^2}{2\Gamma(\epsilon)} \left[ \left( \frac{-(i+1)^\epsilon}{\epsilon} + \frac{(i+1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) G_{3i-1} + \left( \frac{2(i+1)^\epsilon - \rho_i}{\epsilon} + \frac{(i+1)^{\epsilon+1} + \rho_{i+1}}{\epsilon+1} + 2(i-1)^\epsilon - \rho_i \right) G_{3i} + \left( \frac{-(i-1)^\epsilon}{\epsilon} + \frac{-(i-1)^{\epsilon+1} + \rho_{i+1}}{\epsilon+1} \right) G_{3i+1} \right], \] (55)

\[ I(t_{i+1}) = I(t_i) + \frac{\hbar^2}{2\Gamma(\epsilon)} \left[ \left( \frac{-(i+1)^\epsilon}{\epsilon} + \frac{(i+1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) G_{4i-1} + \left( \frac{2(i+1)^\epsilon - \rho_i}{\epsilon} + \frac{(i+1)^{\epsilon+1} + \rho_{i+1}}{\epsilon+1} + 2(i-1)^\epsilon - \rho_i \right) G_{4i} + \left( \frac{-(i-1)^\epsilon}{\epsilon} + \frac{(i-1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) G_{4i+1} \right], \] (56)

\[ \varphi_p(t_{i+1}) = \varphi_p(t_i) + \frac{\hbar^2}{2\Gamma(\epsilon)} \left[ \left( \frac{-(i+1)^\epsilon}{\epsilon} + \frac{(i+1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) T_{p_i-1} + \left( \frac{2(i+1)^\epsilon - \rho_i}{\epsilon} + \frac{(i+1)^{\epsilon+1} + \rho_{i+1}}{\epsilon+1} + 2(i-1)^\epsilon - \rho_i \right) T_{p_i} + \left( \frac{-(i-1)^\epsilon}{\epsilon} + \frac{(i-1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) T_{p_{i+1}} \right], \] (57)

\[ \varphi_A(t_{i+1}) = \varphi_A(t_i) + \frac{\hbar^2}{2\Gamma(\epsilon)} \left[ \left( \frac{-(i+1)^\epsilon}{\epsilon} + \frac{(i+1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) T_{A_{i-1}} + \left( \frac{2(i+1)^\epsilon - \rho_i}{\epsilon} + \frac{(i+1)^{\epsilon+1} + \rho_{i+1}}{\epsilon+1} + 2(i-1)^\epsilon - \rho_i \right) T_{A_i} + \left( \frac{-(i-1)^\epsilon}{\epsilon} + \frac{(i-1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) T_{A_{i+1}} \right], \] (58)

\[ \varphi_F(t_{i+1}) = \varphi_F(t_i) + \frac{\hbar^2}{2\Gamma(\epsilon)} \left[ \left( \frac{-(i+1)^\epsilon}{\epsilon} + \frac{(i+1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) T_{F_{i-1}} + \left( \frac{2(i+1)^\epsilon - \rho_i}{\epsilon} + \frac{(i+1)^{\epsilon+1} + \rho_{i+1}}{\epsilon+1} + 2(i-1)^\epsilon - \rho_i \right) T_{F_i} + \left( \frac{-(i-1)^\epsilon}{\epsilon} + \frac{(i-1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) T_{F_{i+1}} \right], \] (59)

\[ \varphi_I(t_{i+1}) = \varphi_I(t_i) + \frac{\hbar^2}{2\Gamma(\epsilon)} \left[ \left( \frac{-(i+1)^\epsilon}{\epsilon} + \frac{(i+1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) T_{I_{i-1}} + \left( \frac{2(i+1)^\epsilon - \rho_i}{\epsilon} + \frac{(i+1)^{\epsilon+1} + \rho_{i+1}}{\epsilon+1} + 2(i-1)^\epsilon - \rho_i \right) T_{I_i} + \left( \frac{-(i-1)^\epsilon}{\epsilon} + \frac{(i-1)^{\epsilon+1} - \rho_{i+1}}{\epsilon+1} \right) T_{I_{i+1}} \right]. \] (60)
6. Results and Discussion

The developed models are numerically solved with the aim of describing the dynamic behavior of each Egyptian bank group. The efficient numerical scheme described in the previous section is used in order to solve the proposed fractional order model and the optimal controlled fractional order model driven by the Reisz–Caputo fractional operator. We obtain the simulation results, using MATLAB 2021Ra, by considering the proposed models’ parameter values, as indicated in Table 1. These values are the most suitable, effectively fitting the actual data of public banks, private and Arabic banks, foreign banks, and investment collaboration banks. The actual data under study cover the period from 2016 to 2022 and were collected from the official banks’ websites [22,34,35]. Firstly, the actual data are fitted using the proposed fractional model under a varying fractional order, which takes the values 0.85, 0.95, 0.97, and 0.99. This enables us to obtain the most suitable fractional order value, which will describe the dynamic behavior of the four bank categories.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Symbol</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public banks’ growth rate</td>
<td>$\mu_1$</td>
<td>0.7</td>
</tr>
<tr>
<td>Private and Arab banks’ growth rate</td>
<td>$\mu_2$</td>
<td>0.5</td>
</tr>
<tr>
<td>Foreign banks’ growth rate</td>
<td>$\mu_3$</td>
<td>0.45</td>
</tr>
<tr>
<td>Investment collaboration banks’ growth rate</td>
<td>$\mu_4$</td>
<td>0.3</td>
</tr>
<tr>
<td>Public banks’ max. profit</td>
<td>$\eta_1$</td>
<td>33,696</td>
</tr>
<tr>
<td>Private and Arab banks’ max. profit</td>
<td>$\eta_2$</td>
<td>31,162</td>
</tr>
<tr>
<td>Foreign banks’ max. profit</td>
<td>$\eta_3$</td>
<td>11,679</td>
</tr>
<tr>
<td>Investment collaboration banks’ max. profit</td>
<td>$\eta_4$</td>
<td>3710</td>
</tr>
<tr>
<td>Public banks’ competition parameter</td>
<td>$\gamma_1$</td>
<td>$1.9 \times 10^{-18}$</td>
</tr>
<tr>
<td>Private and Arab banks’ competition parameter</td>
<td>$\gamma_2$</td>
<td>$2.3 \times 10^{-18}$</td>
</tr>
<tr>
<td>Foreign banks’ competition parameter</td>
<td>$\gamma_3$</td>
<td>$1.02 \times 10^{-18}$</td>
</tr>
<tr>
<td>Investment collaboration competition parameter</td>
<td>$\gamma_4$</td>
<td>$5 \times 10^{-18}$</td>
</tr>
<tr>
<td>Public banks’ max. level of investment</td>
<td>$c_1$</td>
<td>0.392</td>
</tr>
<tr>
<td>Private and Arab banks’ max. level of investment</td>
<td>$c_2$</td>
<td>0.327</td>
</tr>
<tr>
<td>Foreign banks max. level of investment</td>
<td>$c_3$</td>
<td>0.245</td>
</tr>
<tr>
<td>Investment collaboration banks’ max. level of investment</td>
<td>$c_4$</td>
<td>0.295</td>
</tr>
</tbody>
</table>

Starting with the public banks’ profits in million EGP, as indicated in Figure 1, the fractional orders 0.9, 0.95, and 0.97 give very near accuracy to describe this category, while both 0.85 and 0.99 have lower accuracy. Figure 2 depicts the dynamic behavior obtained by the second category, private and Arab banks. The fractional order 0.9 is the best, with the highest accuracy, followed by the fractional orders 0.85 and 0.95, while the fractional orders 0.97 and 0.99 present lower accuracy. In Figure 3, it is clearly shown that the fractional order 0.85 provides the best fit for the actual data of the third category of banks, and as we increase the fractional order, the accuracy starts to decrease. In the case of foreign banks, the fourth category, the fractional order 0.99 has the highest accuracy of fitting, as indicated in Figure 4. The fractional orders 0.97 and 0.95 have intermediate accuracy, while the fractional orders 0.9 and 0.85 are the worst for this category.
2022 depict profit values higher than predicted by the model, with a high percentage of error equal to 28%. This may be due to banks following different methods or policies than previously. When the actual data of private and Arabic banks are used and compared to the predicted value through the fractional model, as in Figure 2, the error of prediction is found to be 7.1%. Figure 3 shows that the proposed fractional model of order 0.95 succeeded in predicting the actual profit of foreign banks at the end of 2022 with zero error. The error describing the accuracy of prediction for the investment collaboration banks at the end of 2022 reached 63.5%, and this is the worst prediction error value. This means that some use of stochastic modeling to provide better accuracy in the predictions for this category is needed.

Figure 1. Public banks’ dynamic profits in million EGP.

Figure 2. Private and Arab banks’ dynamic profits in million EGP.
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Figure 3. Foreign banks’ dynamic profits in million EGP.

As is evident in all types of data for the four categories of banks, in the fifth year under study, 2020, the COVID-19 pandemic had a severe impact, causing a decrease in the profits of these banks and decreasing the efficiency of dynamic modeling. We therefore aimed to solve this problem: we developed the modeling process by presenting the second-fractional-order model by adding a specific optimal control function with a maximum value of the reinvestment varying from one category to another. The aim was to control the profits in order to absorb the occurrence of crises and so that the profits become as if they were without reinvestment in the absence of crises during a certain time inter-
The proposed controlled dynamic model is solved numerically using the predefined Adams–Bashford scheme. We run the dynamic model with a fractional order parameter value of 0.95, as it gives intermediate accuracy for the four categories in the previously proposed model without control. The optimally controlled profits for the four categories are presented in Figures 1–4. As presented, the controlling function has a strong impact on maximizing the banks’ profits.

The actual data of banks at the end of 2021 and 2022 [22,34,35] were used to check the proposed model’s ability to predict the banks’ profits. There was a significant decrease in the purchasing value of the EGP in 2022, and this was considered before using the available data for that year. As shown in Figure 1, the actual data of public banks in 2021 and 2022 depict profit values higher than predicted by the model, with a high percentage of error equal to 28%. This may be due to banks following different methods or policies than previously. When the actual data of private and Arabic banks are used and compared to the predicted value through the fractional model, as in Figure 2, the error of prediction is found to be 7.1%. Figure 3 shows that the proposed fractional model of order 0.95 succeeded in predicting the actual profit of foreign banks at the end of 2022 with zero error. The error describing the accuracy of prediction for the investment collaboration banks at the end of 2022 reached 63.5%, and this is the worst prediction error value. This means that some use of stochastic modeling to provide better accuracy in the predictions for this category is needed.

7. Conclusions

This paper concludes by modelling the profit competition of Egyptian banks through the derivision of a four-dimensional fractional-order competition model. We used the derived model to describe the competition between public banks, private and Arabic banks, foreign banks, and investment collaboration banks. Through an extended Adams-Bashford scheme, the established model is numerically solved with different fractional-order parameter values, trying to fit the available profit data. Based on the obtained results, the proposed model fitted the Egyptian banks’ profits with good accuracy except at the end of 2020, which suffered from a severe decrease in profits due to the COVID-19 pandemic. As a way of suggesting solutions to the sudden decrease in profits during crises, we created a reinvestment-control function as a proposal to introduce a pre-reinvestment-control system that can absorb this sudden decrease. After considering the controlling function, simulations were performed again, and the results show how the banks’ profits are controlled. In our future work, since crises cannot be expected, but rather fall within the scope of probability, we will consider the development of such models to contain enough stochasticity for the accurate dynamic prediction of banks’ profits.
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