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Abstract: In recent years, almost all of the current top-performing object detection networks use
CNN (convolutional neural networks) features. State-of-the-art object detection networks depend
on CNN features. In this work, we add feature fusion in the object detection network to obtain a
better CNN feature, which incorporates well deep, but semantic, and shallow, but high-resolution,
CNN features, thus improving the performance of a small object. Also, the attention mechanism was
applied to our object detection network, AF R-CNN (attention mechanism and convolution feature
fusion based object detection), to enhance the impact of significant features and weaken background
interference. Our AF R-CNN is a single end to end network. We choose the pre-trained network,
VGG-16, to extract CNN features. Our detection network is trained on the dataset, PASCAL VOC
2007 and 2012. Empirical evaluation of the PASCAL VOC 2007 dataset demonstrates the effectiveness
and improvement of our approach. Our AF R-CNN achieves an object detection accuracy of 75.9%
on PASCAL VOC 2007, six points higher than Faster R-CNN.
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1. Introduction

Recently, object detection accuracy has been improved by using deep CNN (Convolutional Neural
Network) nets [1]. There are two types of object detection methods: Region-based object detection and
regression-based object detection. Representative algorithms of regression-based object detection are
R-CNN (region with CNN features) [2], SPP-net [3], Fast R-CNN [4], and Faster R-CNN [5]. Faster
R-CNN is an end-to-end object detection network because it combines region proposal and detection
into a unified network. The object detection networks have three essential components called the
feature extraction net, region proposal network, and classification and regression.

Object detection always uses deep CNN nets (VGG-16(very deep convolutional networks)) [1],
ResNet [6]), to extract CNN features due to the discriminative representations of CNN features. Deep
CNN features contain high-level semantic information, which can better detect objects. However, deep
CNN features lose a lot of detailed texture information because of high abstraction. Object detection
is a more challenging task when objects are small. Object detection is difficult to achieve the desired
effect due to illumination variations, occlusions, and a complex background. As mentioned above,
features are crucial for object detection. Object detection often uses the last CNN feature maps for
region proposal net. In [7], the author combined high layer information with low layer information
for semantic segmentation. HyperNet [8], which combines the different CNN features, achieved the
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desired effect accuracy of object detection. The proper fusion of CNN features is more suitable for
proposal generation and detection.

Recently, many studies have hoped to add attention mechanisms to deep networks. The
attention model in deep learning actually simulates the attention model of the human brain. In
2015, Kelvin Xu et al. [9] introduced the attention in image caption. The visual attention mechanism
can quickly locate the region of interest in the complex scene, finding the target of interest, and
selectively ignoring the region of no interest. The visual attention mechanism is divided into two
ways: Bottom-up model, which is also called hard attention, and top-down model, which is called
soft attention. Anderson P et al. [10] applied hard attention to image caption. However, more research
and applications are still more inclined to use soft attention because it can be directly derived for
gradient back propagation. The paper [11] proposed the soft attention model and applied it to
machine translation. The traditional attention mechanism is soft attention [11,12], which is obtained by
deterministic score calculation to obtain the coded hidden state after the attainment. Soft attention is
parameterized and it can be guided and embedded in the model for direct training. The gradient can be
passed back through the attention mechanism module to other parts of the model. Object detection is
difficult due to the complex background. Pixels are treated the same in the CNN feature maps and the
region proposal net. The object is easily disturbed by the background, leading to inaccurate detection.
Object detection networks need to enhance the impact of areas of interest and weaken interference
from an unrelated background. So, we will apply the attention to the target detection depth network.

In this paper, we use the faster R-CNN object detection network as a framework. Deep network
VGG-16 is still used in the feature extraction part. We propose a new object detection network that
fixes the disadvantages of feature fusion and the attention mechanism in the faster R-CNN in case of
background interference and small target problems. The improved object detection network (we called
this AF R-CNN) is also an end-to-end network. Our main contributions are two-fold:

1. Feature fusion: We fuse the 3, 4, 5 layers of CNN feature maps by maximum pooling conv-3 and
deconvoluting conv-5, which was extracted from VGG-16. The new CNN feature map combines
fine, shallow layer information with coarse, deep layer information.

2. Attention mechanism: We propose a new network branch to generate a weight mask, which
enhances the interest features and weakens the irrelevant feature in the CNN feature map. The
attention network branch assigns attention weights to the CNN feature, making region proposal
net more efficient and meaningful.

On the detection challenges of PASCAL VOC 2007, we achieved state-of-the-art mAP of 75.9%
and 79.7%, outperforming the seminal Faster R-CNN by 6 and 6.5 points, correspondingly.

2. Related Works

2.1. Object Detection

We review object detection methods in this section, especially deep learning based methods. Object
detection is designed to localize and identify every object using a bounding box. In the detection
framework, object proposals [13] reduce the computational complexity compared with sliding window
methods [14]. The traditional methods use manual features, such as edges and shapes. Deep learning
based methods use CNN as features. With the great success of the deep learning [1,6], two major object
detection methods based on CNN have been proposed: Proposal based methods [5,15] and proposal
free methods [16,17]. The Faster R-CNN and its variants [18,19] have been the dominating methods
for years. Mask R-CNN [20] uses RolAlign (a simple, quantization-free layer) instead of Rol (region
of interest) pooling in the Faster R-CNN. Wang et al. [19] proposed a confrontation network (ASTN,
ASDN) for occlusion and deformation. For the small target problem of target detection, Li et al. [21]
proposed PGAN (perceptual generative adversarial network) in the object detection framework. Faster
R-CNN and its variants are proposal based methods. Different from these methods, YOLO (You Only
Look Once) [17] and its variants predict bounding boxes and class probabilities directly from full
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images. YOLO 9000 [16], which achieves higher accuracy and speed, proposes a joint training strategy.
YOLO and its variants are proposal free methods.

2.2. Visual Attention Mechanism

Recently, neuroscience and cognitive learning theory have developed rapidly. Evidence from the
human perception process shows the importance of the attention mechanism. Koch [22] proposed a
neurobiology framework that laid the foundation for the visual attention model. The visual attention
mechanism is divided into two processing methods: Bottom-up model and top-down model. The
bottom-up visual attention model is driven by data from the low-level features of the image. However,
the top-down visual attention model is more complicated than the bottom-up visual attention model.
The top-down visual attention model is driven by tasks, so it requires tasks to provide relevant
prior knowledge.

Various visual attention models have been proposed. Itti et al. [23] proposed the Iitti attention
model, which is based on feature integration. Bruce et al. [24] put forward the ATM attention model
by training with image sub-blocks. Ali Borji et al. [25] combined bottom-up and top-down models.
Recently, tentative efforts have been made towards applying attention to the deep neural network. The
attention model has good results in the fields of image caption, machine translation, speech recognition,
etc. Bahdanau et al. [11] proposed a single-layer attention model to solve source language alignment
problems of different lengths in machine translation. Wang [26] applied a single attention model to
news recommendation and screening filed. Muti-attention mechanisms (hierarchical attention, dual
attention) can accomplish tasks more accurately. Rijke [27] proposed the hierarchical attention model
to complete the abstract extraction of the article. Seo et al. [28] used the dual attention model for the
recommendation system.

In object detection, there are several methods based on attention mechanisms that have been
proposed. NonlocalNet [29] used self-attention to learn the correlation between features on the feature
map and obtain new features. Hu [12] proposed an object relation module based on self-attention.
The visual attention mechanism can be roughly divided into two types: Learning weight distribution
and task focus. We added the attention module in the classification network to the learn weight. The
attention module is a mask branch to enhance the interest feature and weak background interference.

3. Methods

Our object detection system, AF R-CNN, was composed of four modules: A deep convolutional
network, VGG-16, that extracts features, feature fusion, and the attention modules, and a Faster R-CNN
detector that uses the region proposal network (RPN). The whole object detection system is a unified
network. Our AF R-CNN is illustrated in Figure 1. First, AF R-CNN produces feature maps through
the VGG-16 net. We fused feature maps, which came from different layers, and then compressed them
into a uniform feature map. Next, we obtained the weight from the attention module, and the RPN
produced proposals. Finally, these proposals were classified and regressed.

3.1. Deep Convolutional Network:VGG-16 Net

Karen Simonyan proposed a series of VGG-16 networks in the paper [1]. The VGG-16 network
contains 13 convolution layers and three full connect layers, as shown in Figure 2. In the convolution
layers, there are 13 convolution layers, 13 relu (Rectified Liner Units) layers, and four pooling layers.
Figure 2 shows the architecture of the VGG-16 network.
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Figure 2. The architecture of VGG-16. (a) shows the structure diagram of the VGG-16 net; (b) shows 
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layers, 13 relu (Rectified Liner Units) layers, and four pooling layers. 

Figure 1. The architecture of AF R-CNN. The red part is the module we added above the original
structure. The AF R-CNN is composed of four modules: A deep convolutional network, VGG-16, that
extracts features, feature fusion, and the attention modules, and a Faster R-CNN detector that uses the
region proposal network (RPN).
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Figure 2. The architecture of VGG-16. (a) shows the structure diagram of the VGG-16 net; (b) shows
the detailed data information of the VGG-16 net. In the convolution layers, there are 13 convolution
layers, 13 relu (Rectified Liner Units) layers, and four pooling layers.

In all convolution layers, the convolution kernel is 3 × 3 and stride is 1. In the Faster R-CNN, the
size of the image becomes (m + 2)(n + 2) because all convolution features are padded (pad = 1). The
advantage of this is that the output image’s size is the same as the input. The convolution formula is
given by:

outputsize =
(inputsize)− kernelsize + 2× pad

stride
+ 1 (1)
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where inputsize represents the size of the image or the size of the feature map in the middle. The
outputsize represents the size of the feature map after the convolution kernel. The kernelsize donates the
size of the convolution kernel.

Each pooling layer will make the size of the output one-fourth of the input. After four pooling
layers, the size of the convolution feature is (m/16)(n/16).

In Figure 3, the detailed padding process is shown. In the picture on the left, the blue area
represents the size of the input image ((M×N)). The red area represents the size of the convolution
kernel (3× 3). After padding(pad=1), the image size becomes (M + 2)× (N + 2). Additionally, we
can see in the picture on the right, the size of the convolution features are the same as the input picture
after the convolution kernel. This is the meaning of the padding.
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3.2. Faster R-CNN Detector

Faster R-CNN combines the feature extraction net, region proposal net, and classification and
regression into a network. Recently, many methods have been proposed based on Faster R-CNN.
Figure 4 illustrates the Faster R-CNN architecture.
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proposal net, and classification and regression into a network.

From Figure 4 we can see that Faster R-CNN architecture contains four main modules:
Feature extraction network. Faster R-CNN uses the VGG-16 net to generate convolution feature

maps. We know that Faster R-CNN supports any size of input images because the images are
normalized before entering the network. We assume that the normalized image size is m*n. After
the convolution layers in the VGG-16 net, the size of the image changes to (m/16) ×(n/16). The
convolution feature map is (m/16) × (n/16) × 512, which is shared for the region proposal network
(RPN) and fully connected layers.

Region Proposal Network (RPN). R-CNN and Faster R-CNN use selective search (SS) as external
modules independent of the object detection architecture. Object proposal methods include methods



Future Internet 2019, 11, 9 6 of 14

based on grouping super-pixels [30] and methods based on sliding windows [31]. Faster R-CNN uses
the region proposal network (RPN) to generate detection proposals. The anchor mechanism is the
most important part of RPN. An anchor is centered at the sliding window in question. Multiple scale
windows are required due to different object sizes and length to width ratios. The anchor gives a
reference window size that different sizes of windows are obtained in three scales and three aspect
ratios. In the region proposal network (RPN), the feature map convolutes with a 3 × 3 sliding window
first. Then, the output divides into two ways by the 1 × 1 convolution kernel. The softmax function is
used to classify anchors (foreground or background). The offset of anchors’ bounding box regression
can also be obtained to get the precise proposal. The two network branches are combined to obtain the
proposal regions.

ROI (Region Of Interest) Pooling. The RoI pooling layer obtains a fixed size of the proposal
feature map using the proposal regions and feature map in the RPN and VGG-16.

Classification and regression. The proposal feature map calculates the probability vector, which
represents the category of proposals by the full connect layer and softmax function. Additionally,
it obtains the position offset to get a more accurate proposal by using bounding box regression.

The steps of Faster R-CNN are as follows:

1. Input test image;
2. Extract about a 2000 proposal region from the image using the selective search algorithm;
3. Input the image into the VGG-16 net for feature extraction;
4. Mapp the proposal region to the feature map;
5. Generate a fixed size feature map in the RoI pooling layer; and
6. Perform classification and bounding box regression.

3.3. Feature Fusion

Faster R-CNN extracts features through a convolutional neural network to generate feature maps
for RPN and object classification and border regression. The quality of the feature map greatly affects
the performance of the entire object detection algorithm. The Faster R-CNN uses the VGG-16 network
as the basic network and produces a final feature map after the fifth convolution layer. Although the
feature map obtains high-level semantic information through deep convolution layers, the high-level
feature map loses a lot of detailed texture information due to high abstraction, resulting in inaccurate
positioning of objects and difficulties in the detection of small target objects.

To solve the above problems, the AF R-CNN model we proposed in this paper fuses features
from different convolutional layers. Given a picture, AF R-CNN uses the pre-trained model, VGG-16,
to compute feature maps. Shallow and Deep CNN features are complementary for object detection.
Figure 5 shows the detailed process of feature fusion. We fused feature maps from the third, fourth, and
fifth convolution layers (con_3, con_4, con_5). These feature maps have different resolutions because
of subsampling and pooling operations. To get the feature maps of the same resolution, we adopted
different sampling strategies. For the shallow layer, we added the maximum pooling to conduct
subsampling. Additionally, we added the deconvolutional operation to carry out upsampling in the
deep layer. The fourth convolutional layer remained at the original size. Then, we normalized multiple
feature maps using local response normalization (LRN) [32]. For each feature map, an additional
convolution layer was required. The feature maps were connected by the connection operation to form
a new feature map. The new feature map contained shallow and deep layer information that was
effective for object detection. The feature map resolution was more suitable for detection.
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3.4. Visual Attention Mechanism

AF R-CNN uses the two parallel branches of the trunk and the attention branch to generate
attention-aware features and then select regions on the feature map after adding an attention mask.
Our attention modules were constructed by a mask branch. Given the feature map, T(x), as the input,
the mask branch learns the mask, M(x) by using the bottom-up top-down structure [7,33–35]. The
mask, M(x), is used as control gates for T(x). The attention module H(x) is defined as:

Hi,c(x) = Mi,c(x)× Ti,c(x) (2)

where i ranges over all spatial positions and c represents channels.
Figure 6 display the architecture of the mask branch. The mask branch contains two steps:

Feed-forward sweep and top-down feedback. The two steps behave as a bottom-up top-down
fully convolutional structure. The feed-forward sweep operation extracts global information quickly.
Additionally, the top-down feedback operation feeds back the global information to the feature map.
Firstly, max pooling was performed in the fusion feature map to improve the receptive field. The global
information, which was expanded by the top-down structure, guides features when reaching the lowest
resolution. The extended structure up samples global prior information by bilinear interpolation.
To make the size of the output feature map the same as the input feature map, the output dimension
of the bilinear interpolation was the same as the max pooling. Then, the attention module used the
sigmoid layer to normalize the output results, with M(x). M(x) ranging from 0 to 1. This was the
attention weight of the feature map at each location. This weight matrix, M(x), and the feature map
matrix, T(x), were multiplied to obtain the desired attention-weighted feature map.

The structure of this encoder-decoder (bottom-up top-down) is often used in image segmentation,
such as FCN [7]. We applied a bottom-up top-down structure to the object detection net. The structure
of bottom-up top-down first extracted high-level features and increased the receptive field of the model
through a series of convolution and pooling. Pixels activated in the high-level feature map can reflect
the area where attention is located. The size of the feature map was enlarged by the up sample to
the same size as the original input, so that the area of the attention was mapped to each pixel of the
input. We called this the attention map, (M(x)). Each pixel value in the attention map (M(x)) output
by the soft mask branch was equivalent to the weight of each pixel value on the original feature map,
which enhanced the meaningful features and suppressed meaningless information. This weight matrix,
M(x), and the feature map matrix, T(x), were multiplied to obtain the desired attention-weighted
feature map, (H(x)).
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The object detection module shares the convolution parameters with the attention module to
achieve an integrated end-to-end object detection network. The mask branch aims at improving
features rather than solving complex problems directly. It worked as a feature selector, which enhances
good features and suppress noises from features.

3.5. AF R-CNN Loss Function

We minimize an objective function following the loss in the Faster R-CNN. The loss function in
AF R-CNN is defined as:

L({pi}, {ti}) =
1

Ncls
∑

i
Lcls(pi, p∗i ) + λ

1
Nreg

∑
i

p∗i Lreg(ti, t∗i ) (3)

Hence, i represents the index of the anchor. The pi is the predicted probability whether anchor, i,
is an object and ti is a vector of four parameters in the predicted bounding box. The classification loss,
Lcls, is the loss over two classes (object vs. not object). We used Ncls and Nreg to normalize two terms,
cls(classification) and reg(regression).

The ground-truth label is defined as follows:

p∗i =

{
1, the anchor is positive
0, the anchor is negative

(4)

The classification and regression loss are defined as:

Lreg(ti, t∗i ) = R(ti − t∗i ) (5)

where, R is the robust loss, which is defined as follows:

R(x) =

{
0.5x2i f |x| < 1
|x| − 0.5otherwise

(6)
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We set λ = 10, so that the weight of the classification and regression terms were roughly equal.
The ti is defined as follows:

tx =
(x− xa)

wa
, ty =

(y− ya)

ha
(7)

tw = log(
w
wa

), th = log(
h
ha

) (8)

t∗x =
(x∗ − xa)

wa
, t∗y =

(y∗ − ya)

ha
(9)

t∗w = log
(

w∗

wa

)
, t∗h = log

(
h∗

ha

)
(10)

where x, y, w, and h are the center coordinates of the box and width and height. xa(ya, wa, ha)

represents the same mean in the anchor box and x∗(y∗, w∗, h∗) represents the ground-truth box.

4. Experiments

We performed a series of comprehensive experiments on the dataset, PASCAL VOC 2007 [36]
and 2012. The PASCAL VOC 2007 dataset contains 20 object categories. The pixel size of the image
varies, and is usually (horizontal view) 500 × 375 or (longitudinal view) 375 × 500. The mean average
precision was used to measure the performance of the object detection network. All experiments were
performed on a ThinkStation P510 PC with Intel(R) Xeon(R) E5-2623 2.6GHZ CPU and Quadro M5000
GPU with an 8 GB memory. Our experiments were implemented in Python with TensorFlow.

In our experiments, the AF R-CNN was trained on a training set and the detection results were
obtained on the test set (PASCAL VOC 2007 test set). Training data 07 represents VOC 2007 trainval
and 07+12 represents the union set of VOC 2007 trainval and VOC 2012 trainval. AF R-CNN and
faster R-CNN use the same pre-trained model, VGG-16, which has 13 convolutional layers and three
fully-connected layers. All the networks were trained using stochastic gradient descent (SGD) [37].
The initial learning rate was set to 0.001. As AF R-CNN, we re-scaled the images and resized the short
side to 600. The initial image needed to be processed. The size of the image was fixed to 224 × 224 by
mapping the image. Then, the fixed size image was input into the VGG network for feature extraction.
We compared the AF R-CNN and faster R-CNN for object detection on the dataset, PASCAL VOC 2007.

Our experiments contained two parts. In the first part, we analyzed the effectiveness of each
component in the AF R-CNN, including feature fusion and the soft mask branch in the attention
module. After that, we compared our network with state-of-the-art results in the PASCAL VOC
2007 dataset.

Table 1 shows the results of the different object detection network. The first and second columns
represent the results of the Faster R-CNN on the dataset, PASCAL VOC 2007. The third(fourth) column
shows the results of the method, which we only added the attention module (feature fusion) in the
Faster R-CNN. Additionally, the last two columns show the results of AF R-CNN, which we proposed
in the article that contained both feature fusion and the attention module.

To understand the benefit of the attention mechanism, we calculated the mean average precision
of the object. The attention module in the AF R-CNN is designed to suppress noise while keeping
useful information by applying the dot product between the feature map and soft mask. From Table 1,
we can see that the performance of the object detection network with the addition of the attention
module was improved. In the experiments, we evaluated the effectiveness of the attention mechanism.
The Faster RCNN+attention achieved an mAP (mean average precision) of 70.3%, 0.4 points higher
than the Faster R-CNN. To understand the benefit of the attention mechanism, we calculated the mAP
(mean average precision) of 20 object categories. The attention mechanism can enhance the feature
contrast. The attention-aware features were more effective for significant objects, such as the car, boat,
and person. However, for small targets, the detection efficiency was slightly reduced, such as the
bottle, bird, and plant. This is because the attention mechanism was more effective for significant
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objects. However, for less significant targets, such as smaller targets and shallower targets, the attention
mechanism did not achieve the desired results.

Table 1. Results of the Faster R-CNN and AF R-CNN on the dataset, PASCAL VOC 2007.

Faster
R-CNN

Faster
R-CNN

Faster
R-CNN+Attention

Faster
R-CNN+Fusion Ours Ours

Training data 07 07+12 07 07 07 07+12
mAP 69.9 73.2 70.3 75.0 75.9 79.7
areo 70.0 76.5 71.4 73.6 76.2 83.0
bike 80.6 79.0 81.4 82.4 81.2 87.0
bird 70.1 70.9 63.9 75.1 77.9 81.4
boat 57.3 65.5 60.5 62.3 66.2 74.0

bottle 49.9 52.1 47.8 60.2 62.8 68.5
bus 78.2 83.1 79.5 80.2 80.2 87.7
car 80.4 84.7 81.5 83.3 86.3 88.0
cat 82.0 86.4 82.1 83.6 87.5 88.1

chair 52.2 52.0 50.3 59.3 56.9 62.4
cow 75.3 81.9 75.8 77.2 85.1 86.8
table 67.2 65.7 67.6 74.5 71.3 70.8
dog 80.3 84.8 81.6 84.8 87.2 88.6

horse 79.8 84.6 81.8 86.5 86.2 87.3
mbike 75.0 77.5 76.1 78.4 80.3 83.8
person 76.3 76.7 77.8 80.9 79.6 82.8
plant 39.1 38.8 35 53.8 47.3 53.2
sheep 68.3 73.6 68.8 70.4 77.3 81.1
sofa 67.3 73.9 67.8 72.2 75.2 77.6
train 81.1 83.0 83.3 83.2 79.1 84.3

tv 67.6 72.6 69.8 74.6 74.8 79.2

The mAP of the detection network Faster R-CNN+fusion was 75.0%, which was 5.1% higher than
the Faster R-CNN on the dataset, PASCAL VOC 2007. As we have shown above, this is because the
fusion features were more accurate than the deep convolution features. The results benefitted from
more informative features. The reasonable resolution of features made for better object detection,
especially when the object size was small. Our detection network outperformed the Faster R-CNN
when the object size was small. For the plant, Faster R-CNN+fusion achieved a 53.8% mAP, a 14.7
points improvement, and for the bottle, the Faster R-CNN+fusion achieved a 60.2% mAP, 10.3 points
higher than the Faster R-CNN. It showed that the multi-layer feature fusion could effectively improve
the detection of small targets.

Our AF R-CNN outperformed the Faster R-CNN regardless of the object size. We compared our
AF R-CNN with state-of-the-art methods, including Faster R-CNN [5], A-Fast-RCNN [19], CRAFT [38],
and SSD [39] on the dataset, PASCAL VOC 2007. The results are shown in Table 2. Our AF R-CNN
outperformed all methods on the PASCAL VOC 2007 dataset. The object detection network that we
proposed in this article achieved an mAP of 75.9% on the dataset, PASCAL VOC 2007, 6 points higher
than the Faster R-CNN because of feature fusion and the attention module. The above results suggest
that our method enjoyed high efficiency and good performance.

Table 2. A comparison between the proposed method with the existing models on the dataset, PASCAL
VOC 2007.

Method Faster R-CNN A-Fast-RCNN [28] CRAFT [37] SSD [38] Ours

VOC 2007 69.9 71.4 75.7 71.6 75.9

Figure 7 shows the visualization of the object detection. Left: The input images. Middle: The
object detection of the Faster R-CNN. Right: The object detection of AF R-CNN. We found a few more
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representative pictures. First, in order to see the effect of our method on the object size, we selected
a big plant (the fourth row) and a small bird (the second row). To assess the effectiveness of our
approach to multiple goals and target defects, we chose the pictures in the first, third, and fifth cows.
Of course, these pictures had crossovers, such as the last picture had many objects and the objects
were very small. As can be seen from the results shown in Figure 7, the effect of the overall network
was improved. The attention module helped detect significant targets while the feature fusion could
effectively detect small targets. The experiments proved that our proposed method was more effective
than Faster R-CNN.
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5. Conclusions

In this paper, we proposed AF R-CNN, a fully trainable deep architecture for object detection. AF
R-CNN provides an efficient combination of the attention module and feature fusion for a deep object
network. Our methods enhanced the impact of salient features and combined deep, but semantic, and
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shallow, but high-resolution, CNN features effectively. Thus, AF R-CNN improved the overall object
detection accuracy.

However, our model still needs to be improved in terms of speed and real-time. How to balance
the computational complexity and performance remains a big challenge. In the future, we would like
to discover a lower computational burden and system complexity. Also, better pre-trained models,
like res-net, will be applied to the research with the development of deep networks.
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