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Abstract: Distributed machine learning paradigms have benefited from the concurrent advancement
of deep learning and the Internet of Things (IoT), among which federated learning is one of the
most promising frameworks, where a central server collaborates with local learners to train a global
model. The inherent heterogeneity of IoT devices, i.e., non-independent and identically distributed
(non-i.i.d.) data, and the inconsistent communication network environment results in the bottleneck
of a degraded learning performance and slow convergence. Moreover, most weight averaging-based
model aggregation schemes raise learning fairness concerns. In this paper, we propose a peer-to-
peer decentralized learning framework to tackle the above issues. Particularly, each local client
iteratively finds a learning pair to exchange the local learning model. By doing this, multiple learning
objectives are optimized to advocate for learning fairness while avoiding small-group domination.
The proposed fairness-aware approach allows local clients to adaptively aggregate the received model
based on the local learning performance. The experimental results demonstrate that the proposed
approach is capable of significantly improving the efficacy of federated learning and outperforms
the state-of-the-art schemes under real-world scenarios, including balanced-i.i.d., unbalanced-i.i.d.,
balanced-non.i.i.d., and unbalanced-non.i.i.d. environments.

Keywords: decentralized learning; learning fairness; heterogeneity

1. Introduction

With the advance and deployment of the Internet of Things (IoT), a variety of smart
devices (smart phone, wearable device, wireless cameras, etc.) have significantly risen in
the past decade, driving the evolution of smart-world IoT systems [1,2]. Smart devices
with multiple sensors and computing components support various functions, including
collecting raw data samples, processing computing tasks, transmitting data to cloud servers
and other smart devices, among others.

Distributed machine learning has shown great potential to enhance the performance
of smart-world systems. In particular, federated learning, one of the representative dis-
tributed machine learning frameworks, aims to train a global learning model with a central
parameter server and a group of local smart devices. Compared to the centralized learning
framework, federated learning utilizes the on-device data samples at the edge of a net-
work [3]. It is composed of two steps iteratively: (i) model aggregation, in which the central
parameter server collects the local training models for global aggregation, and (ii) model
update, in which local learners, in each iteration, train the machine learning model on the
local datasets [4]. Federated learning prevents private data leakage from a public data
center.

Despite the benefits, there are a number of challenges for deploying federated learning
frameworks under real-world scenarios. First, it demands a central parameter server to
organize the local training process, the existence of which raises security risks. For example,
the adversary could adopt a fine-tuning approach to craft some malicious updates released
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from the central parameter server to compromise the entire local training group [5]. More-
over, federated learning frameworks using a central parameter server represent a single
point of failure. The training process can be disrupted and/or terminated if the adversary
compromises the central parameter server [6]. Furthermore, traditional federated learning
frameworks overlook the learning fairness issue over real-world scenarios. Particularly, the
federated learning model is trained with statistically heterogeneous data samples because
local datasets are generally sampled from different data distributions, contributing to a non-
i.i.d. learning scenario. The training process with a weight averaging-based aggregation
scheme amplifies the negative impact of heterogeneous issues [7]. For example, some local
nodes with disproportionately large datasets may dominate the training process, skewing
the overall performance of trained models.

With the aforementioned challenges, in this paper, we first design a generic framework
to explore the problem space of deploying decentralized machine learning in IoT systems.
As a case study, we focus on one specific problem defined in the space and propose a
peer-to-peer decentralized learning approach while considering learning fairness. We
consider decentralized learning as a promising solution that could benefit the majority
of local learners without compromising privacy. As shown in Figure 1, compared to the
federated learning framework, the decentralized learning framework removes the central
parameter server, in which all of the local learners are allowed to find a learning pair in a
peer-to-peer manner. The proposed decentralized learning approach enables both model
aggregation and model updates to occur locally. When it comes to the learning model, the
proposed decentralized learning approach supports diverse learning preferences rather
than one global learning model.

Figure 1. Distributed Learning vs. Decentralized Learning.

To tackle the learning fairness issue, we develop an adaptive aggregation scheme,
which dynamically changes the weights of local updates based on the run-time learning
performance. To achieve this goal, we propose a lightweight local performance metric into
an aggregation scheme, where the proposed metric would adaptively update the weights
of each learning model based on its local learning performance. Furthermore, the proposed
scheme allows each local learner to train the learning model with its own preferences. To
fulfill the various learning preferences of all of the clients, our approach achieves the overall
optimization goal of the entire decentralized learning process. Last but not least, to validate
the efficacy of our approach, extensive experiments are conducted over two public datasets.

The key contributions of this paper are summarized as follows:

• We design a generic framework with a three-dimensional problem space demonstrat-
ing the state-of-the-art research on deploying machine learning with IoT systems.
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• We propose a fairness-aware adaptive aggregation scheme, which avoids small-group
domination in the training process and further enhances the learning performance.

• Extensive experiments validate the efficacy of our approach over various scenarios.
• We discuss open issues in decentralized learning and outline potential

research directions.

The remainder of this paper is organized as follows. We review related research in
Section 2. In Section 3, we show the problem space of deploying distributed (decentralized)
learning technologies in IoT. In Section 4, we present the problem formulation and the
proposed fairness-aware approach. In Section 5, we show the performance comparison of
our proposed approach with the other existing approaches. In Section 6, we discuss and
outline several future research directions. Finally, we conclude the paper in Section 7.

2. Related Work

We now review the existing research efforts related to our study. While federated
learning has received great attention recently, there are a number of open issues about its
deployment in real-world scenarios, such as (i) data distribution (e.g., non-i.i.d., unbalanced
data, and learning fairness issues); (ii) system security and reliability (e.g., security threats,
communication efficiency, and others); and (ii)) learning structures (e.g., centralized, fed-
erated, decentralized). Next, we summarize the related works from these three aspects,
respectively.

To address the learning fairness issues in a heterogeneous environment, Li et al. [7]
proposed a federated learning framework with a fair resource allocation. A fairness metric
(q-Fair coefficient) is parameterized by the variance of learning performance. Via the
tuning q-Fair coefficient, the performance distribution of the proposed learning framework
shows a balanced learning accuracy in the local training group. Ng et al. [8] proposed
a multiplayer game under federated learning to study the action selection of federated
learning participants in which various incentive mechanisms are involved. Lyu et al. [9]
studied the collaborative fairness issue and proposed a reputation-based learning approach
to release diverse models over the local training group. Moreover, Li et al. [10] investigated
the fairness issues (i.e., performance distribution) and robustness (i.e., label poisoning,
random updates, and model replacement) in the federated learning process. Likewise, Li
et al. [10]) proposed a lightweight multitask learning approach to tackle the competing
constraints of learning performance, fairness, and robustness in federated learning.

Some existing research works aim to solve the learning fairness problem of large-
scale personalized federated learning [11,12]. For instance, Zhang et al. [12] proposed a
learning approach, namely FedFomo, to achieve the model personalization. They designed
a scheme to obtain an approximation of the optimal weight of a model combination for
each local learner. Nonetheless, most of the aforementioned works have to deploy the
proposed scheme with a central parameter server, which brings the extra computing cost
and security concerns (e.g., single-point failure issue) to the learning process. Additionally,
an unexpected backdoor would be spread to all of the local clients if the malicious updates
can avoid the detection of a detection mechanism on the parameter server.

To consider the learning system security and reliability, Blum et al. [13] proposed
a game-theoretic approach in federated learning to investigate the node behavior with
various scenarios. The proposed learning scheme takes incentive-aware collaboration into
account. Li et al. [14] introduced the blockchain technology into the federated learning
process to address the potential security issues, namely the blockchain-based federated
learning approach with committee consensus (BFLC). The proposed approach records
the global models and the local model updates with the evaluation of the committee
consensus mechanism. A trusted committee could be elected from three different methods,
including random election, election by score, and multifactor optimization. Moreover,
Chen et al. [4] proposed a zero-knowledge clustering-based scheme to mitigate adversarial
attacks in federated learning environments. The proposed scheme is capable of not only
alleviating the multiparty model poisoning attack during the training process but also
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allowing the central parameters server to automatically modify the number of clusters in the
detection stage.

Decentralized learning has been considered a promising paradigm to provide the
flexibility over heterogeneous learning environments. Related to this direction, Kong et
al. [15] investigated the performance gap between centralized learning and decentralized
learning. Authors proposed a critical parameter, namely consensus distance, to guide the
design of a decentralized learning process. It empirically shows that the performance gap
between centralized learning and decentralized learning could be mitigated by controlling
the consensus distance. Nonetheless, the effectiveness of the aggregation scheme remains
an unsolved problem. Li et al. [16] proposed a transfer learning-based scheme to deal with
the degraded learning performance and slow convergence. The mutual knowledge transfer
algorithm was designed to improve the knowledge sharing over local training groups. In
contrast, our work aims to find the fairness and diversity of local training groups. Likewise,
Sun et al. [17] proposed the decentralized learning scheme with momentum to reduce the
communication cost between local learners, in which the learning protocol allows clients to
share local updates after multiple training iterations. Likewise, He et al. [18] proposed a
group-knowledge transfer scheme to address the resource limitation issues on the edge
service. To reduce the burden of the training process, the proposed scheme periodically
transfers the knowledge of local groups to a large server-side learning model by adopting
knowledge distillation.

3. A Distributed Learning Framework

We design a generic framework to explore the problem space and consider the state-of-
the-art research efforts on deploying machine learning in IoT systems. Our proposed three-
dimensional framework is shown in Figure 2, which considers the design space of machine
learning in IoT systems from three perspectives (i.e., learning model architecture, resource
distribution, and utility and requirements). Here, the X dimension illustrates the machine
learning architecture options in IoT systems (i.e., centralized, federated, and decentralized);
the Y dimension represents the resource distribution, which can be considered from a
physical resource (e.g., homogeneous vs. heterogeneous devices) and data resource (e.g.,
i.i.d. vs. non-i.i.d. distributed data); and the Z dimension shows utility and constraint
requirements (e.g., model accuracy, efficiency, fairness, security, and privacy). Based on
this framework, we can explore the research problems and map the existing research
efforts into cubes in Figure 2, e.g., < X (decentralized), Y (heterogeneous, non-i.i.d.),
Z (security/reliability)>. In the following, we introduce the machine learning in IoT
systems from the aspect of machine learning architectures, resource/data distribution, and
security/reliability constraints.

ML Architecture 
(X)

Data Distribution 
(Y)

Security/Reliability 
(Z)

Centralized  
(X1)

Federated 
(X2)

Decentralized 
(X3)

i.i.d. 
(Y1)

Non-i.i.d. 
(Y2) Single-point  

failure (Z1)

Malicious  
attacks (Z2)

Figure 2. A Framework for Machine Learning in IoT.

3.1. Machine Learning Architectures in IoT

The conventional and straightforward strategy is to deploy machine learning in IoT
systems via the centralized paradigm, where the system collects and processes data in one
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central server. However, the centralized training might not work well in IoT systems as
large amounts of data are normally generated by IoT devices deployed in different loca-
tions. Exchanging data between the IoT devices and a central server may pose significant
communication overhead and further raises some data privacy and security implications.
To address these issues, federated learning is proposed and shown in Figure 1. Here,
each local data holder will not transmit the original data but compute the summarized
information (e.g., gradients) first and then send the summarized one to the central server.
After that, the central server will apply a selected aggregation function to consolidate the
information from all of the local data holders so that the gradients of the learning model
can be updated. As a further step, the decentralized learning fully eliminates the need
for a center server to train the machine learning model. The federated and decentralized
learning architectures will be better options for IoT systems because they are designed to
train deep learning models with data stored in a decentralized or distributed manner.

3.2. Resource Distribution in IoT
3.2.1. Non-i.i.d. Datasets

In IoT systems, the heterogeneity can pose challenges for machine learning [19].
Particularly, an IoT system has distributed clients and they usually collect non-i.i.d. datasets
(amount, label, feature distribution, etc.). Due to the statistical differences, it is difficult to
adopt an average aggregation mechanism to obtain a globally optimized model for all of
the clients [20]. Zhao et al. [21] claimed that the performance impact of non-i.i.d. datasets
could reach as high as 55 % and proposed a pre-shared dataset to control the divergence for
federated learning. Ghosh et al. [22] proposed a cluster-based federated learning approach,
in which the clients that hold data with similar distributions are grouped for aggregation.
Likewise, Roy et al. [23] proposed a peer-to-peer distributed machine learning scheme, in
which a node communicates with its peers and determines ones for aggregation based on
the statistical distributions.

3.2.2. Homogeneous vs. Heterogeneous Resources

The existing distributed learning systems (either federated or decentralized) generally
focus on aggregating local models from distributed devices to generate and update a global
model. Many of the existing works mostly assume homogeneous models where each
party is homogeneous in terms of computing/communication resources, which may not be
practical in IoT systems considering that the IoT devices might have uneven computing
and data storage resources. Several research efforts tend to address this issue. For instance,
Wu et al. [24] proposed a multiparty multiclass margin to calibrate heterogeneous local
models in the system. Nonetheless, most of these works depend on a trusted centralized
server for coordination and aggregation, which can possibly be subject to a single-point
failure and cannot be used in a fully decentralized system. To the best of our knowledge,
only a few efforts [25] attempted to develop the decentralized multiparty learning systems.

3.3. Security Constraints for Distributed Learning in IoT

For distributed learning architectures, a malicious user has the ability to inject poisoned
data or compromised parameters to undermine the model [19,26]. In the data poisoning
attack, the training datasets are manipulated, and the model is optimized with incorrect
features [27,28]. For example, Jia et al. [29] demonstrated that the trained model for reading
comprehension could be compromised with only a short sentence added to the sample.
In distributed machine learning scenarios, the adversarial attacks could pose a serious
risk due to the loose control of the participants [30]. Moreover, federated learning-based
systems are prone to single-point failure [31]. In such a case, if the parameter server is down,
the whole system will halt. To tackle such a problem, decentralized learning frameworks
have been proposed [20,32]. Because the central server is not available and clients have no
prior knowledge of other peers (i.e., distribution), the client itself has to guarantee its own
performance during the aggregation process.
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While the emerging decentralized learning solves the aforementioned issues in fed-
erated learning systems, it also raises other security concerns. Among them, Byzantine
and Sybil attacks are two of the most common and critical attacks. Byzantine adversaries
are the users who follow the system protocol and yet disseminate malicious information
in the system, thereby misleading or even controlling the system performance. In the
decentralized system, a Byzantine adversary may report bogus model information so that
the normal model aggregation process in the system can be affected. Such a bogus model,
being aggregated into the global or neighbor’s model, leads the aggregated model to per-
form faulty results on some deliberately designed data samples. On the other hand, Sybil
adversaries are the malicious users who create multiple identities to disrupt the system
operations. In the decentralized learning system, a Sybil adversary may create multiple
identities and submit a series of bogus information so that a certain Byzantine-tolerant
aggregation method in a regular learning paradigm could be bypassed.

Decentralized machine learning frameworks can improve stability by reducing the
dependency on the single node. In addition, a fully decentralized framework has to consider
the heterogeneous problem (data distribution, unbalanced dataset, resource constraints,
etc.). To ensure the performance, clients need to adopt an adaptive aggregation mechanism
to establish the optimized model when receiving the information from its peers.

4. Fairness-Aware Decentralized Learning

We now introduce a case study that tackles one specific problem of decentralized
learning in IoT systems, which belongs to subspace (X3, Y1/Y2, Z1) highlighted in Figure 2.
In the following, we first introduce the optimization problem in both the federated learning
and decentralized learning. To solve the learning fairness issue, we then propose the
adaptive aggregation scheme to improve the local learning performance over all of the
local learning clients. For simplification, Table 1 lists the key notations in the paper.

Table 1. List of Key Notations.

W∗ Group weight vector
w Weight vector
w∗ Optimized parameters
wi Local learning parameters

F(·) Loss function
D Local datasets
δ Local update
U Update set
t Iteration index

4.1. Problem Formulation

We denote the local learner set as N = {1, 2, . . . , i, . . .} and denote the local datasets
as Di. Generally speaking, the central parameter server, in the federated learning frame-
work, executes two major tasks: model updating and model aggregation. To generate a
global learning model, federated learning adopts the weight averaging-based aggregation
scheme [6,20]. The global optimization problem is formulated as:

w∗G ← arg min F(wG) =
|N|

∑
i=1

PiFi(wG, Di). (1)

Here, denote F(·) as the loss function, wG as the global learning model, and Pi as
the weight of local learner in the model aggregation. The federated learning framework
provides a distributed way of exploiting the on-device data samples at the edge of network;
however, it is challenging for distributed learning to be implemented in real-world scenarios.
The central parameter server of federated learning causes the potential security risk, such as
the single-point failure issue. The learning efficiency, in federated learning, would degrade
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due to the diversity of local end-devices. To be specific, data transmissions (networking)
and the efficiency of local model updates (with respect to computing) might bring the
bottleneck of the global learning performance.

In decentralized learning, all local learners intend to find a learning pair to exchange
its local model iteratively, known as peer-to-peer manner. Both model update and model
aggregation are deployed on local learners. The objectives of decentralized learning differ
from federated learning, aiming to train a number of local learning models with users’
preferences. Mathematically, the optimization goal can formulated as:

W∗〈w1···w|N|〉←arg minwi∈Rd ∑
|N|
i=1 Fi(wi ,Di), (2)

where wi is the i′s local learning model. The nature of decentralized learning brings
challenges to solve Equation (2) directly.

4.2. Our Fairness-Aware Approach

We present our approach to solve the decentralized learning optimization problem,
including the consideration of learning fairness, the design rationale, and our workflow. In
the decentralized learning, the local learner trains the learning model with its dataset. The
learning objective is determined by its local preference. To obtain the local learning model
from other nodes, the local learner needs to find a learning pair by a peer-to-peer manner.
In this regard, the optimization goal of each local learner can be considered as:

wt+1
i = arg min Fi(Agg(wt

i , wt
j), Di), ∀ j ∈ N. (3)

Here, Agg(·) and t are the aggregation scheme and the learning pair (iteration),
respectively. Moreover, the model aggregation, in most previous works, adopts the weight
averaging-based algorithms [16]. Such aggregation schemes could degrade the learning
performance, if the local datasets are significantly statistical heterogeneous. For example,
a number of local nodes with non-i.i.d. data distribution and the extreme massive local
dataset might dominate the training process, resulting that the learning model benefits
partial participants.

To address such a learning fairness issue, we design an adaptive local aggregation
scheme which satisfies the following requirements: (i) the proposed aggregation scheme
should be adaptive and dynamic based on the learning performance; (ii) the training
participants have different local learning objectives with their own preferences; (iii) the
proposed aggregation scheme should be lightweight, not bringing heavy computing load
to the local learner.

In detail, our aggregation scheme is as follows:

Pt
i =

pe f t
wi ,Di

− pe f t
wj ,Di

2 ∗ pe fmax
+ C, (4)

where Pt
i is the weight of learning model wi in the learning pair t, peftwi ,Di

is the learning
performance of learning model wi over the dataset Di, and pefmax is the best learning perfor-
mance. Note that we have multiple performance indicators for the learning performance pef
in Equation (4) (accuracy, loss value, etc.). As demonstrated in Equation (4), the proposed
aggregation scheme allows each local learner to determine the aggregation weights with
local preferences (Di). To determine the weight of learning model wj on the learner i,
we have

Pt
i,j = 1− Pt

i . (5)

We show the details of our approach in Algorithm 1. Particularly, each local client finds
a learning pair with a peer-to-peer manner iteratively, where the local learning objective is
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determined by the device owner. To generate a local update, all clients adopt a gradient
descent-based mechanism [33]. For Line 4 to Line 7, it shows that (i) a client requests the
local learning model from its learning pair; (ii) the client evaluates the learning performance
of received learning model; and (iii) it adaptively assigns the weight of the received model
based on its learning performance (using Equations (4) and (5)). The complexity of our
proposed algorithm on the client side is controlled by the number of learning pairs subject
to available resources. Note that we assume each local client is capable of finding a learning
pair in the training process by using technologies such as 5G, IoT search engine [34].

Algorithm 1 The Local Training Procedure on the Client.

1: Launch the machine learning task
2: Generate the local learning model wi
3: Local training: wi = arg min Fi(wi, Di)
4: if Finding a local learning pair then
5: Request the learning model wj from node j
6: Evaluate the performance of model wj on dataset Di
7: Generate the weight for wi and wj (Equation (4) and (5))
8: Local aggregation to find wt+1

i
9: else

10: Start next round local training
11: end if
12: Note that we adopt local accuracy as pef in the experiment.

5. Performance Evaluation

Extensive experiments have been conducted to validate the efficacy of our approach
in comparison with the existing approaches. We first introduce the implementation de-
tails, including datasets, the deep learning models, baseline comparison approaches, and
performance metrics/indicators, along with the parameters in our experiments. We then
present the experimental results of our approach in comparison with several representative
approaches and further discuss the performance results based on the performance metrics.

5.1. Methodology

Deep learning models and datasets: Two deep learning models are adopted to evaluate
the proposed approach. We first consider a 5-layer Convolutional Neural Network (CNN)
model (model 1) that consists of a couple 3 × 3 convolutional layers (32 channels for layer 1
and 64 channels for layer 2). A 2× 2 maximum pooling layer is added after each convolutional
layer, along with a fully-connected 512-unit layer and the ReLu activation function, and finally
a softmax output layer (1,663,370 parameters) [35]. We then have a 7-layer CNN (model 2). To
be specific, we adopt: (i) two 3 × 3 64-channel convolutional layers that are followed by a 2 ×
2 maximum pooling layer, (ii) two 3× 3 128-channel convolutional layers that are followed by
a 2 × 2 maximum pooling layer, and (iii) three 3 × 3 256-channel convolutional layers which
are followed by a 2 × 2 maximum pooling layer. After that, the two fully connected layers
with 512 units and ReLu activation are adopted [16].

Two public datasets are used in our study, E-MNIST [36] and CIFAR-10 [37]. Specif-
ically, E-MNIST contains 280,000 characters over 10 balanced classes, including 240,000
training samples and 40,000 testing samples, in which each image has 28 × 28 pixels.
CIFAR-10 consists of 60,000 10-class images. We set 50,000 images for training and 10,000
images for testing. Both datasets provide rich data space so that our experimental setup
can sample local datasets with diverse conditions (case 1 to case 4). In addition, E-MNIST
dataset and CIFAR-10 have been widely used in existing related works such as [16]. All
samples come from 10 balanced classes such as airplanes, cars, and others. Each sample is a
32× 32 colorful image with the RGB channels with the size 3072 bytes, including 1024 bytes
on the red, green, and blue channel values. Note that we train model 1 and model 2 over
E-MNIST and CIFAR-10, respectively.
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Baseline approaches: Two baseline approaches are considered for comparison: (i)
decentralized learning with full averaging aggregation (DL-Avg) in which each learning pair
aggregates the received model with the weight averaging algorithm [16] and (ii) decentralized
federated learning with segmented aggregation (DFL-Seg-Avg) in which it adopts a model
segment level decentralized federated learning that selects a set of model parameters to
aggregate each segment [38].

Performance metrics and scenarios: The following performance metrics are used to
evaluate the efficacy of our approach: (i) Average local accuracy in which each learning model
over its local testing dataset is validated for the local accuracy and (ii) accuracy distribution
in which the histograms of learning performance (i.e., local accuracy) are measured for
the fairness of decentralized learning process. Note that the local learners determine the
learning objective with its own preference.

Our experiments consider the various experimental scenarios, including balanced-i.i.d.,
unbalanced-i.i.d., balanced-non-i.i.d., and unbalanced-non-i.i.d. environments for local learn-
ers: (i) i.i.d. data—each local learner directly collects the local data samples from E-MNIST
(CIFAR-10) dataset; (ii) non-i.i.d. data—each local learner collects ζ (ζ = 2, 3, 4) classes from
E-MNIST (CIFAR-10) dataset; (iii) balanced data—the size of local dataset is 800 (1000) images
from E-MNIST (CIFAR-10) dataset; (iv) unbalanced data: the size of local dataset ranges from
400 to 1600 images. Moreover, we assign 2 nodes with the large dataset (10, 000 samples) in
the unbalanced-non.i.i.d. scenario. Table 2 lists the key parameters in our evaluation.

Table 2. List of parameters.

Parameter Value

Total node number 20

Local epoch 2

Non-i.i.d. coefficient ζ 2, 3, 4

Minibatch size 100

Learning pair 1000/2000

Total scenarios 4

5.2. Experimental Results

We first validate our approach and two baseline approaches in the balanced-i.i.d. data
scenario. Figure 3 shows the accuracy distribution of all three approaches. As seen in
the figure, all of the approaches achieve the acceptable performance where the learning
performance of the majority of the participants is higher than 90%. This is because a
balanced-i.i.d. data distribution scenario eliminates the diversity of local learners, which
makes all of the local learners become homogeneous. Similar to Figure 3, we obtain the
accuracy distribution of all of the approaches after we have 2000 local learning pairs on the
CIFAR-10 dataset. As shown in Figure 4, the performance gap of our approach and two
baseline approaches is not significant. On the other hand, over half of the local learners
could achieve the acceptable performance which is between 60% to 75%. In Figures 5
and 6, we demonstrate the evaluation results in the unbalanced-i.i.d. data distribution
scenario. Both of them show that all of the approaches could achieve a comparable learning
performance in a homogeneous learning scenario.

Compared to case 1 (balanced-i.i.d. data distribution) and case 2 (unbalanced-i.i.d. data
distribution), we consider the decentralized learning processes in case 3 (balanced-non.i.i.d.)
and case 4 (unbalanced-non.i.i.d.) for statistical heterogeneity. As shown in Figure 7, noticeably
over half of the local learners reach 90% (local accuracy) on the E-MNIST dataset. Figure 8
shows that our approach achieves the best learning performance among all of the tested
approaches where 15 nodes reach 55% (local accuracy) on the CIFAR-10 dataset.
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Additionally, we record the evaluation results of case 4 in Figures 9 and 10. Figure 9
shows that our approach performs the best among all of the tested approaches where 14 nodes
reach 80% (local accuracy) on the E-MNIST dataset. When it comes to the CIFAR-10 dataset,
our approach, as seen in Figure 10, shows a great capability, which not only successfully makes
eight local learners to achieve the acceptable learning performance but also avoids resulting
in local learners with an extremely low performance (30% to 45%). There are a number of
reasons that lead to these evaluation results. We find that the decentralized learning with a
statistical heterogeneous setting brings the inevitable challenge which degrades the learning
performance for all of the tested approaches. To strengthen the local learning objectives,
our approach aggregates the local learning model with the consideration of its learning
performance. In case 4 (unbalanced-non.i.i.d. scenario), we assign two nodes with the massive
local dataset (10,000 samples), resulting in these two nodes bringing negative impacts on
other learning pairs. By using Equations (4) and (5), our proposed fairness-aware approach
allows each node to train the local learning model with its own learning preference and
objective. To be specific, in local aggregations, each local node evaluates the received learning
model based on its local learning objective to determine the weight of aggregation. In this
sense, the experimental results, in case 4 (unbalanced-non.i.i.d. scenario), clearly validate that
our approach eliminates the negative impact of statistical heterogeneity (both the non-i.i.d.
data distribution and unbalanced dataset) and that it outperforms the baseline approaches.
Furthermore, we present numerical results in Tables 3–5, showing that our approach achieves
the best performance under most cases (case1-E-MNIST, case3-E-MNIST, case4-E-MNIST,
case2-CIFAR-10, case3-CIFAR-10, and case4-CIFAR-10).

Figure 3. Accuracy Distribution for Case 1 (E-MNIST).

Figure 4. Accuracy Distribution for Case 1 (C-10).
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Figure 5. Accuracy Distribution for Case 2 (E-MNIST).

Figure 6. Accuracy Distribution for Case 2 (C-10).

Figure 7. Accuracy Distribution for Case 3 (E-MNIST).
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Figure 8. Accuracy Distribution for Case 3 (C-10).

Figure 9. Accuracy Distribution for Case 4 (E-MNIST).

Figure 10. Accuracy Distribution for Case 4 (C-10).
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Table 3. Final results (local average accuracy).

Our Approach DL-Avg DFL-Seg-Avg

Case#1 (E-MNIST) 95.61% 95.07% 94.84%

Case#2 (E-MNIST) 95.60% 96.29% 95.84%

Case#3 (E-MNIST) 84.10% 81.68% 82.08%

Case#4 (E-MNIST) 85.10% 53.58% 60.83%

Case#1 (CIFAR-10) 63.03% 61.78% 64.36%

Case#2 (CIFAR-10) 62.37% 60.51% 61.32%

Case#3 (CIFAR-10) 58.69% 53.77% 52.47%

Case#4 (CIFAR-10) 54.79% 48.74% 45.80%

Table 4. Number of nodes in various accuracy distributions (E-MNIST).

Numerical results in Case 1 (E-MNIST)

LA below 92% LA over 92% LA over 96%

Our Approach 1 19 4

DL-Avg 1 19 5

DFL-Seg-Avg 2 18 11

Numerical results in Case 2 (E-MNIST)

LA below 92% LA over 92% LA over 96%

Our Approach 1 19 12

DL-Avg 0 20 14

DFL-Seg-Avg 2 18 12

Numerical results in Case 3 (E-MNIST)

LA below 80% LA over 80% LA over 90%

Our Approach 6 14 11

DL-Avg 6 14 10

DFL-Seg-Avg 8 12 8

Numerical results in Case 4 (E-MNIST)

LA below 80% LA over 80% LA over 90%

Our Approach 6 14 11

DL-Avg 17 3 3

DFL-Seg-Avg 16 4 3

LA = (Local Accuracy)
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Table 5. Number of nodes in various accuracy distributions (CIFAR-10).

Numerical results in Case 1 (CIFAR-10)

LA below 55% LA over 55% LA over 65%

Our Approach 3 17 10

DL-Avg 5 15 6

DFL-Seg-Avg 1 19 9

Numerical results in Case 2 (CIFAR-10)

LA below 55% LA over 55% LA over 65%

Our Approach 4 16 5

DL-Avg 6 14 4

DFL-Seg-Avg 4 16 6

Numerical results in Case 3 (CIFAR-10)

LA below 55% LA over 55% LA over 65%

Our Approach 5 15 6

DL-Avg 15 5 0

DFL-Seg-Avg 10 10 0

Numerical results in Case 4 (CIFAR-10)

LA below 55% LA over 55% LA over 65%

Our Approach 12 8 5

DL-Avg 14 6 2

DFL-Seg-Avg 18 2 1

LA = (Local Accuracy)

6. Discussion

The experimental results in Section 5 confirm that the fairness-aware approach achieves
an exceeding performance over multiple scenarios. However, there are some open issues
in this field for further investigation. For example, in this paper, we assume that all of the
local learners are honest and that there are no malicious nodes. The impact of malicious
nodes which disseminate stealthy backdoor attacks in the training process could draw a
new research direction to improve the learning integrity. In what follows, we briefly discuss
several open issues.

6.1. Federated Learning Heterogeneity Issues

With the advance and deployment of IoT systems, distributed machine learning has
attracted great attention [39]. Federated learning, one of the representative distributed
machine learning technologies, tends to train a global learning model with a group of local
clients. Federated learning adopts a central parameter to organize the training process,
including the model aggregation and model update. To eliminate the privacy concern,
none of the nodes are allowed to access other local datasets. On the other hand, federated
applications, such as the G-board, show their great potential to embrace distributed IoT
devices [40].

However, the inherent heterogeneity of IoT devices becomes the emerging bottleneck
to deploy the federated learning framework under a large-scale real-world scenario. The
inherent heterogeneity of IoT devices could be cataloged as three aspects, which include
non-i.i.d. data distribution, unbalanced data, and heterogeneous devices. In this stage,
there are some research efforts focusing on training a global learning model with non-
i.i.d. local clients. For example, Zhang et al. [21] investigated the learning performance
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of federated learning under non-i.i.d. data distribution. Authors first showed that the
accuracy of federated learning degrades significantly with highly skewed non-i.i.d. data.
Moreover, authors analyzed this accuracy reduction that could be evaluated via the earth
mover’s distance (EMD).

We consider unbalanced data and heterogeneous devices to still lead unsolved chal-
lenges. Unbalanced data cause the learning fairness in federated learning. For example, the
global learning would be dominated by the local clients with a massive dataset, ignoring
the learning objectives of the relatively small nodes. Heterogeneous IoT devices bring
the extravagant communication cost into federated learning. This is because the lack of a
compatible communication protocol confines the deployment of federated learning over
a real-world scenario. Thus, the design of compatible communication protocols requires
further research.

6.2. Decentralized Learning and Transfer Learning

Decentralized learning and transfer learning show great potential to play a critical
role in IoT systems. Decentralized learning allows local clients to conduct the training
without a central parameter server [41]. To exchange the model updates, local clients
would send their local updates via a peer-to-peer manner. On the other hand, transfer
learning presents a viable tool to leverage the existing (well-trained) machine learning
models in the networking system [42]. In this sense, we consider that the development of an
integrated framework is necessary so that both decentralized learning and transfer learning
technologies can be integrated. For instance, Ma et al. [43] proposed a decentralized learning
scheme that integrates both decentralized learning and transfer learning technologies,
namely decentralized learning via adaptive distillation (DLAD). The proposed scheme
adopts knowledge distillation to transfer the knowledge of mature teacher models into
student models. Moreover, to train a learning model with an unlabeled dataset, the
proposed scheme adaptively emphasizes those with higher confidence on given inputs.

6.3. Trustworthiness in Decentralized Learning

In decentralized learning, all of the local clients aim to train their local model with
a peer-to-peer manner. To increase the learning performance, some research efforts com-
bine both decentralized learning and transfer learning technologies. For example, Li et
al. [16] addressed the problem of decentralized learning in IoT systems. To overcome slow
convergence and degraded learning performance, the proposed approach introduces a
mutual knowledge transfer algorithm into a decentralized learning framework, where a set
of IoT devices optimizes the learning model without a central server. Nonetheless, the lack
of consideration for a trustworthy evaluation may result in potential security threats and
further reduce accuracy, slow convergence, and the dissemination of unexpected backdoors.
As a possible solution, we shall systematically study the techniques to ensure the security
trust in the decentralized learning process so that the security risk of all of the components
(e.g., model updates, local clients) can be modeled and assessed. By doing this, it enables
each task aggregator to collect trust scores from each learning client.

On the other hand, the evaluation of existing models remains an unsolved issue. We
consider the future research works cataloged as two aspects. First, we shall methodically
investigate the dissemination of malicious backdoors, which are delivered by some mature
(well-trained) learning models. Second, we shall develop the defensive mechanisms to
detect the potential backdoors. For instance, the trusted evaluation may record behaviors in
both short-term and long-term aspects from each decentralized learning with mechanisms
such as a blockchain-based consensus mechanism. Such information can significantly help
each client prioritize the received information from other nodes so that the robustness of
the decentralized learning framework can be improved.

Similar to the trustworthy evaluation, we shall conduct further research efforts on
designing an incentive scheme in federated (decentralized) learning systems. A proper
incentive scheme reveals the relationship between the cost of the training process and the
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profit of sharing updates. The incentive model can help theoretical models to assess the
different effects of node behaviors (both benign and malicious nodes) and further improve
the robustness of the decentralized learning framework. Last but not least, we notice that
the match mechanism of decentralized learning also remains an open issue. To address
this problem, we should fully study the integration of the state-of-the-art networking
communication and computing technologies and decentralized learning on an application
level.

7. Final Remarks

In this paper, the issue of decentralized machine learning in IoT systems has been
addressed. In particular, we have first designed a framework to explore the problem
space of deploying decentralized machine learning in IoT systems. Based on the designed
framework, we have then studied a specific problem, i.e., distributed machine learning
under a statistical heterogeneous scenario, in which the learning nodes train the model
with unbalanced and non-i.i.d. local datasets. To tackle the issue, we have designed a
peer-to-peer decentralized learning approach that addresses the learning fairness problem
and the inherent statistical heterogeneity in the training process. The proposed adaptive
aggregation scheme iteratively updates local weights based on the run-time learning
performance, advocating for learning fairness by avoiding small-group domination among
local learners. The empirical evaluation results have confirmed the efficacy of our approach
and demonstrated that our approach benefits the majority of local learners in heterogeneous
settings, in comparison with several baseline approaches. Furthermore, we have discussed
some open issues for future research based on our study.

Author Contributions: Conceptualization, Z.C. and W.L.; methodology, Z.C., W.L., and W.Y.; soft-
ware, P.T. and Q.W.; validation, P.T. and W.Y.; formal analysis, Z.C. and W.L.; data curation, Z.C.;
writing—original draft preparation, Z.C., Q.W., and W.Y.; writing—review and editing, Q.W. and
W.Y.; problem space and formalization, Q.W. and W.Y.; visualization, Z.C.; supervision, W.L. and
W.Y.; project administration, W.L. and W.Y. All authors have read and agreed to the published version
of the manuscript.

Funding: This research was supported by the Jess and Mildred Fisher Endowed Professorship of
Computer Science from the Fisher College of Science and Mathematics, Towson University. Any
opinions, findings, and conclusions or recommendations expressed in this material are those of the
author(s) and do not necessarily reflect the views of the funding source.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Stankovic, J.A. Research Directions for the Internet of Things. IEEE Internet Things J. 2014, 1, 3–9.
2. Maharjan, S.; Zhu, Q.; Zhang, Y.; Gjessing, S.; Basar, T. Dependable Demand Response Management in the Smart Grid: A

Stackelberg Game Approach. IEEE Trans. Smart Grid 2013, 4, 120–132, doi:10.1109/TSG.2012.2223766.
3. Tian, P.; Chen, Z.; Yu, W.; Liao, W. Towards Asynchronous Federated Learning Based Threat Detection: A DC-Adam Approach.

Comput. Secur. 2021, 108, 102344.
4. Chen, Z.; Tian, P.; Liao, W.; Yu, W. Zero Knowledge Clustering Based Adversarial Mitigation in Heterogeneous Federated

Learning. IEEE Trans. Netw. Sci. Eng. 2020, 8, 1070–1083.
5. Bhagoji, A.N.; Chakraborty, S.; Mittal, P.; Calo, S. Analyzing Federated Learning through an Adversarial Lens. In Proceedings of

the 36th International Conference on Machine Learning, Long Beach, CA, USA, 9–15 June2019; Proceedings of Machine Learning
Research; Chaudhuri, K., Salakhutdinov, R., Eds.; Volume 97, pp. 634–643.

6. Chen, Z.; Liao, W.; Hua, K.; Lu, C.; Yu, W. Towards asynchronous federated learning for heterogeneous edge-powered internet of
things. Digit. Commun. Netw. 2021, 7, 317–326.

7. Li, T.; Sanjabi, M.; Beirami, A.; Smith, V. Fair resource allocation in federated learning. arXiv 2019, arXiv:1905.10497.



Future Internet 2022, 14, 138 17 of 19

8. Ng, K.L.; Chen, Z.; Liu, Z.; Yu, H.; Liu, Y.; Yang, Q. A Multi-player Game for Studying Federated Learning Incentive Schemes. In
Proceedings of the Twenty-Ninth International Conference on International Joint Conferences on Artificial Intelligence, 2020;
pp. 5279–5281.

9. Lyu, L.; Xu, X.; Wang, Q.; Yu, H. Collaborative fairness in federated learning. In Federated Learning; Springer: Cham, Switzerland,
2020; pp. 189–204.

10. Li, T.; Hu, S.; Beirami, A.; Smith, V. Ditto: Fair and robust federated learning through personalization. arXiv 2020,
arXiv:2012.04221.

11. Shamsian, A.; Navon, A.; Fetaya, E.; Chechik, G. Personalized Federated Learning using Hypernetworks. arXiv 2021,
arXiv:2103.04628.

12. Zhang, M.; Sapra, K.; Fidler, S.; Yeung, S.; Alvarez, J.M. Personalized federated learning with first order model optimization.
arXiv 2020, arXiv:2012.08565.

13. Blum, A.; Haghtalab, N.; Phillips, R.L.; Shao, H. One for One, or All for All: Equilibria and Optimality of Collaboration in
Federated Learning. arXiv 2021, arXiv:2103.03228.

14. Li, Y.; Chen, C.; Liu, N.; Huang, H.; Zheng, Z.; Yan, Q. A blockchain-based decentralized federated learning framework with
committee consensus. IEEE Netw. 2020, 35, 234–241.

15. Kong, L.; Lin, T.; Koloskova, A.; Jaggi, M.; Stich, S.U. Consensus control for decentralized deep learning. arXiv 2021,
arXiv:2102.04828.

16. Li, C.; Li, G.; Varshney, P.K. Decentralized Federated Learning via Mutual Knowledge Transfer. IEEE Internet Things J. 2021, 9,
1136–1147.

17. Sun, T.; Li, D.; Wang, B. Decentralized Federated Averaging. arXiv 2021, arXiv:2104.11375.
18. He, C.; Annavaram, M.; Avestimehr, S. Group knowledge transfer: Federated learning of large cnns at the edge. arXiv 2020,

arXiv:2007.14513.
19. Lim, W.Y.B.; Luong, N.C.; Hoang, D.T.; Jiao, Y.; Liang, Y.C.; Yang, Q.; Niyato, D.; Miao, C. Federated learning in mobile edge

networks: A comprehensive survey. IEEE Commun. Surv. Tutor. 2020, 22, 2031–2063.
20. McMahan, B.; Moore, E.; Ramage, D.; Hampson, S.; y Arcas, B.A. Communication-efficient learning of deep networks from

decentralized data. arXiv 2016, arXiv:1602.05629.
21. Zhao, Y.; Li, M.; Lai, L. Federated Learning with Non-IID Data. CoRR 2018, abs/1806.00582. Available online: http://xxx.lanl.

gov/abs/1806.00582 (accessed on 10 April 2022).
22. Ghosh, A.; Chung, J.; Yin, D.; Ramchandran, K. An Efficient Framework for Clustered Federated Learning. arXiv 2020,

arXiv:2006.04088.
23. Roy, A.G.; Siddiqui, S.; Pölsterl, S.; Navab, N.; Wachinger, C. Braintorrent: A peer-to-peer environment for decentralized federated

learning. arXiv 2019, arXiv:1905.06731.
24. Wu, X.Z.; Liu, S.; Zhou, Z.H. Heterogeneous Model Reuse via Optimizing Multiparty Multiclass Margin. In International

Conference on Machine Learning, New York, NY, United States, 22-24, February; 2019; pp. 6840–6849.
25. Lalitha, A.; Shekhar, S.; Javidi, T.; Koushanfar, F. Fully Decentralized Federated Learning. In Proceedings of third workshop on

Bayesian Deep Learning (NeurIPS), Montreal, Canada , 7-8 December, 2018.
26. Chen, X.; Ji, J.; Luo, C.; Liao, W.; Li, P. When machine learning meets blockchain: A decentralized, privacy-preserving and secure

design. 2018 IEEE International Conference on Big Data (Big Data), Seattle, WA, USA, 10–13 December 2018; pp. 1178–1187.
27. Xiao, H.; Biggio, B.; Brown, G.; Fumera, G.; Eckert, C.; Roli, F. Is feature selection secure against training data poisoning? In

International Conference on Machine Learning, Lille, France, 6-11 July; 2015; pp. 1689–1698.
28. Alfeld, S.; Zhu, X.; Barford, P. Data poisoning attacks against autoregressive models. In Proceedings of the Thirtieth AAAI

Conference on Artificial Intelligence, Phoenix, AZ, USA, 12–17 February 2016.
29. Jia, R.; Liang, P. Adversarial Examples for Evaluating Reading Comprehension Systems. In Proceedings of the 2017 Conference

on Empirical Methods in Natural Language Processing, Copenhagen, Denmark, 9-11 September, 2017; pp. 2021–2031.
30. Song, L.; Mittal, P. Systematic evaluation of privacy risks of machine learning models. In Proceedings of the 30th USENIX

Security Symposium (USENIX Security 21), California, CA, USA, 11-13 August, 2021.
31. Cui, L.; Qu, Y.; Xie, G.; Zeng, D.; Li, R.; Shen, S.; Yu, S. Security and privacy-enhanced federated learning for anomaly detection

in IoT infrastructures. IEEE Trans. Ind. Inform. 2021, doi:10.1109/TII.2021.3107783.
.

32. Yapp, A.Z.H.; Koh, H.S.N.; Lai, Y.T.; Kang, J.; Li, X.; Ng, J.S.; Jiang, H.; Lim, W.Y.B.; Xiong, Z.; Niyato, D. Communication-efficient
and scalable decentralized federated edge learning. In Proceedings of the Thirtieth International Joint Conference on Artificial
Intelligence (IJCAI), 2021; pp. 5032–5035.

33. Wang, S.; Tuor, T.; Salonidis, T.; Leung, K.K.; Makaya, C.; He, T.; Chan, K. Adaptive federated learning in resource constrained
edge computing systems. IEEE J. Sel. Areas Commun. 2019, 37, 1205–1221.

34. Hatcher, W.G.; Qian, C.; Gao, W.; Liang, F.; Hua, K.; Yu, W. Towards efficient and intelligent internet of things search engine.
IEEE Access 2021, 9, 15778–15795.

35. Srivastava, N.; Hinton, G.; Krizhevsky, A.; Sutskever, I.; Salakhutdinov, R. Dropout: A simple way to prevent neural networks
from overfitting. J. Mach. Learn. Res. 2014, 15, 1929–1958.

http://xxx.lanl.gov/abs/1806.00582
http://xxx.lanl.gov/abs/1806.00582


Future Internet 2022, 14, 138 18 of 19

36. Cohen, G.; Afshar, S.; Tapson, J.; van Schaik, A. EMNIST: an extension of MNIST to handwritten letters. CoRR 2017, abs/1702.05373,
DOI: 10.1109/IJCNN.2017.7966217. Available online: http://xxx.lanl.gov/abs/1702.05373 (accessed on 10 April 2022).

37. Krizhevsky, A.; Hinton, G. Learning Multiple Layers of Features from Tiny Images. Available online: http://citeseerx.ist.psu.
edu/viewdoc/summary?doi=10.1.1.222.9220,2009, accessed on 10 April 2022.

38. Hu, C.; Jiang, J.; Wang, Z. Decentralized federated learning: A segmented gossip approach. arXiv 2019, arXiv:1908.07782.
39. Liu, X.; Qian, C.; Hatcher, W.G.; Xu, H.; Liao, W.; Yu, W. Secure Internet of Things (IoT)-Based Smart-World Critical Infrastructures:

Survey, Case Study and Research Opportunities. IEEE Access 2019, 7, 79523–79544.
40. Yang, T.; Andrew, G.; Eichner, H.; Sun, H.; Li, W.; Kong, N.; Ramage, D.; Beaufays, F. Applied federated learning: Improving

google keyboard query suggestions. arXiv 2018, arXiv:1812.02903.
41. Tang, Z.; Shi, S.; Chu, X. Communication-efficient decentralized learning with sparsification and adaptive peer selection.

In Proceedings of the 2020 IEEE 40th International Conference on Distributed Computing Systems (ICDCS), Singapore,
29 November–1 December 2020; pp. 1207–1208.

42. Zhuang, F.; Qi, Z.; Duan, K.; Xi, D.; Zhu, Y.; Zhu, H.; Xiong, H.; He, Q. A comprehensive survey on transfer learning. Proc. IEEE
2020, 109, 43–76.

43. Ma, J.; Yonetani, R.; Iqbal, Z. Adaptive distillation for decentralized learning from heterogeneous clients. In Proceedings of the
2020 25th International Conference on Pattern Recognition (ICPR), Milan, Italy, 10–15 January 2021; pp. 7486–7492.

http://xxx.lanl.gov/abs/1702.05373
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.222.9220,
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.222.9220,

	Introduction
	Related Work
	A Distributed Learning Framework
	Machine Learning Architectures in IoT
	Resource Distribution in IoT
	Non-i.i.d. Datasets
	Homogeneous vs. Heterogeneous Resources

	Security Constraints for Distributed Learning in IoT

	Fairness-Aware Decentralized Learning
	Problem Formulation
	Our Fairness-Aware Approach

	Performance Evaluation
	Methodology
	Experimental Results

	Discussion
	Federated Learning Heterogeneity Issues
	Decentralized Learning and Transfer Learning
	Trustworthiness in Decentralized Learning

	Final Remarks
	References

