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Abstract: Network traffic classification (NTC) has attracted great attention in many applications
such as secure communications, intrusion detection systems. The existing NTC methods based on
supervised learning rely on sufficient labeled datasets in the training phase, but for most traffic
datasets, it is difficult to obtain label information in practical applications. Although unsupervised
learning does not rely on labels, its classification accuracy is not high, and the number of data
classes is difficult to determine. This paper proposes an unsupervised NTC method based on
adversarial training and deep clustering with improved network traffic classification (NTC) and
lower computational complexity in comparison with the traditional clustering algorithms. Here, the
training process does not require data labels, which greatly reduce the computational complexity of
the network traffic classification through pretraining. In the pretraining stage, an autoencoder (AE) is
used to reduce the dimension of features and reduce the complexity of the initial high-dimensional
network traffic data features. Moreover, we employ the adversarial training model and a deep
clustering structure to further optimize the extracted features. The experimental results show that
our proposed method has robust performance, with a multiclassification accuracy of 92.2%, which is
suitable for classification with a large number of unlabeled data in actual application scenarios. This
paper only focuses on breakthroughs in the algorithm stage, and future work can be focused on the
deployment and adaptation in practical environments.

Keywords: network traffic classification; convolutional adversarial autoencoder; Internet of things;
unsupervised learning; deep clustering

1. Introduction

The continuous development and popularity of the Internet of things (IoT) has enabled
different sectors of the economy to combine traditional business models with the Internet,
creating new solutions, e.g., smart transportation, environmental protection, e-government,
safe home, industrial monitoring, etc., [1,2]. However, a large number of interconnected
devices leads to poor synchronization protection and management challenges, which may
affect the overall security and reliability of the network. Therefore, to provide better
services for network users and improve the effectiveness of network management, an
efficient network traffic classification (NTC) and supervision is necessary. In NTC, the
network packets are captured to determine their identity. The effective NTC can guarantee
the quality of network service and intrusion detection system (IDS) [3–5].
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In the era of big data, NTC has to handle a large quantity of network traffic data,
which leads to a high computational complexity and slow classification time [6]. Early
NTC methods used Transmission Control Protocol (TCP) or User Datagram Protocol (UDP)
ports to distinguish between different network traffic [7]. These methods are simple to use
and have a high classification efficiency. However, with the continuous development of
the Internet, there are many applications in the network environment that do not follow
the established port label or directly hide the ports used by applications. This led to the
gradual elimination of port-based traffic classification methods and the rise of deep packet
inspection (DPI)-based classification technology. DPI-based technologies are not restricted
by network ports and use the unique identifiers in the application layer directly to classify
traffic [8]. However, because the use of application-layer data may violate user privacy,
and the method cannot recognize encrypted data, DPI-based classification technology
has gradually faded out of the NTC field. To address these challenges, researchers have
introduced feature selection techniques [9]. Feature selection is the process of selecting
the most effective subset of features that compose the entire dataset, and a good subset of
features is one that contains features that are highly related to but not related to each other.
These features are also the most common reason why network classification systems use
feature selection technology. Collected network traffic data usually include information
such as source IP, destination IP, source port, destination port, and number of bytes, which
are used to distinguish different types of network traffic. Classifying network traffic based
on these features technically compensates for the basic technical deficiencies of traditional
port-based and DPI-based detection. At the same time, these features do not contain valid
information on the message, thus avoiding the disclosure of user privacy. However, there
are many features of network traffic, and the number of available features identified in
current academic research has reached 240 [10]. For some network traffic, it is too redundant
to use all features for classification, which will not only increase the complexity of the
classification model, but also reduce the classification accuracy.

In this paper, we propose an adversarial autoencoder (CAAE) network to extract
the most relevant features of complex network traffic. The combination of adversarial
training and autoencoder can greatly reduce the feature dimension of the original network
traffic, and at the same time, filter out the most effective feature information. The basic
idea of adversarial training is to continuously generate and learn adversarial samples
during network training. For example, according to the minimax formula, adversarial
samples are searched for by maximizing the loss function in the inner layer, and then
adversarial samples are learned in the outer layer to minimize the loss function. The
neural network obtained through adversarial training has more adversarial robustness
compared to ordinary autoencoders. The collected network traffic samples usually do
not contain category information, so this paper uses an unsupervised clustering model to
study. To avoid the mismatch between the selected features and the clustering model, we
propose an optimization method, DC-CAAE, based on the CAAE feature extraction. Deep
clustering (DC) enables the low-dimensional features to retain the original data structure
and information, while making the differences between different data more obvious, thus
achieving better clustering results [11]. The main contributions of this paper are as follows:

• We propose a new unsupervised NTC method based on adversarial training and deep
clustering, where deep clustering can learn more features on the basis of pretraining,
and maintain the stability of the detector.

• To avoid a cluster collapse due to deep clustering, we apply a combination of cluster
loss and adversarial training loss instead of a single cross-entropy loss. At the same
time, CAAE is introduced to reduce the dimension of the feature, which avoids the
high complexity of the deep learning model caused by the high-dimensional original
network traffic features.

• We evaluate the proposed method on network traffic datasets collected in the real envi-
ronment. The experimental results show that this method has a good clustering effect,
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and the multiclassification accuracy reaches 92.2%, which is suitable for industrial
scenes with a large number of unlabeled data samples.

2. Related Work
2.1. Traditional NTC Methods

In the early days of NTC development, to solve the problem of traffic classification,
different TCP or UDP protocol ports were used to determine the type of traffic, such as those
specified by the Internet Assigned Numbers Authority (IAIA) [12] or those widely used by
the conventions [13]. However, today more and more traffic cannot be classified by this
scheme. In practical applications, the network ports of servers do not always use the ports
nominally associated with their applications, and such behavior is not always malicious.
For example, users running Web or file transfer protocol (FTP) servers on alternate ports
lack administrator privileges. Users running servers that provide nonweb applications on
port 80/TCP bypass the firewall of the system to avoid security and policy implementation
monitoring [14]. A. Madhukar et al. [15] compared three methods to classify peer-to-peer
(P2P) applications: port-based classification, application layer signature, and transport
layer analysis. Their experiments showed that nearly 70% of Internet traffic could not be
identified simply by port-based methods. DPI technology mainly analyzes the payload
of data packets in the network traffic. If the payload part can match with the known
application program or protocol in some characters, then the network flow can be roughly
considered as the known application program or protocol. The ML-based method uses
an ML algorithm to classify network traffic [16]. Byte sequences and statistical features of
packets or flows in traffic data are the most common features used by ML-based network
flow classifiers. ML-based methods rely on statistical methods to extract features from
datasets, but network traffic data are usually large, and statistical extraction methods are
often prone to lose important information.

2.2. DL-Based NTC Methods

Deep learning has made great progress on complex problems in computer vision and
natural language processing, which also makes more people begin to use deep learning
methods to study network traffic in the field of network security [17]. Deep learning
can directly learn useful features from the original traffic data, which, to a certain extent,
solves the problem of the high cost of artificial feature extraction [18]. R. Zhao et al. [19]
proposed a traffic recognition method for the Internet of things based on a lightweight deep
neural network, which realized an effective feature extraction at a low cost. The extended
compression structure, antiresidual structure, and channel shuffle operation were used
to optimize the classifier to solve the problem of uneven sample distribution. The above
SL-based methods usually need to include a large number of labeled datasets for training.
However, the data obtained in practical applications do not have label information, and
the workload of labeling the data is large, so it is difficult to apply them to NTC practice.
J. Ning et al. [20] proposed a malware classification method based on semi-supervised
learning to reduce the dependence of the classification model on labeled data. Integrated
transfer learning and domain adaptive greatly improved the classification accuracy.

In order to get rid of the dependence on data labels and increase the generalization
of the model, the method based on unsupervised learning has a good application market.
In order to learn features more suitable for unsupervised classification tasks from the
original data, P. Huang et al. [21] imposed a position-preserving constraint on the feature
representation it learned from the original data to better suit the unsupervised classification
task in order to embed the original data into their underlying manifold space. Finally,
k-means was used for clustering, and good performance was obtained. P. Li et al. [22]
proposed an improved stacked AE, which could learn complex relationships on multisource
network flows by stacking several basic Bayesian autoencoders. However, the overlap of
multilayer autoencoders increased the computation time. Both of the above unsupervised
methods optimize the classification model for feature selection, and the performance of the
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clustering algorithm cannot be optimized. To address these challenges, S. Shah et al. [23]
proposed an algorithm that combined a nonlinear dimension reduction with clustering
methods. The compressed low-dimensional data of the deep neural network were fed
into the cluster model for retraining. This method combined a dimension reduction with
clustering as a global optimization objective, avoiding cluster mismatch caused by no
clustering training. The deep clustering method improved the accuracy of the clustering. In
conclusion, the deep-learning-based NTC method plays an important role in the complex
network traffic environment, and improving the accuracy of unsupervised network traffic
classification is one of the key points at present. We believe that unsupervised NTC methods
for the Internet of things should follow the following principles:

• Robust classification performance: In a real network scenario, any undetected attack
may cause the network to crash, resulting in huge losses. Hence, the main goal of
NTC method is to continue to accurately classify ordinary traffic and malicious attacks
in normal network scenarios.

• Strong model generalization ability: IoT devices are subject to fast-changing attacks, a
large number of attacks, and attacks that are good at disguising. Hence, it is necessary
to detect with a model that is well adapted to attacks of unknown categories.

• Low model complexity: Network traffic has a large quantity of sample data; hence, it
is necessary to use a simple classification model to reduce the detection cost.

Based on the above principles, we studied an efficient unsupervised network traffic
classification method, focusing on improving the effectiveness of the feature selection and
the accuracy of the deep clustering.

3. Problem Formulation and Dataset Generation
3.1. Problem Description

In unsupervised learning, the label of the sample is unknown, that is, the dependent
variable is not as clearly labeled as in supervised learning, such as number size, animal
species, or flower category. Therefore, in practical applications, unsupervised learning has
a large application market. The types of network traffic attacks become more and more
varied with the beginning of the era of the Internet of Everything (IoE), and unknown
attack types endlessly emerge. Therefore, it is an inevitable trend to optimize the network
traffic classification system using unsupervised networks. In unsupervised learning, when
the output of the system is finite and discrete, the prediction of the system can be regarded
as a classification problem. The classification model or classification decision function
learned from the original data is called a classifier, and the process of classifying from input
to output is called classification. The output results become classes. When the number of
classes is greater than one, it is called a multiclassification problem. This paper mainly
discusses the multiclassification problem.

In unsupervised learning, the problem we have to deal with is to train a reliable
unlabeled feature extractor. There are two main ways to do this. One is to optimize the loss
function of pseudolabels according to the principle of reducing the distance within clusters
and expanding the distance between clusters. The second is to use additional tasks to help
train the feature extractor. For clustering methods with special feature extractors, such as
autoencoders, the loss of reconstruction can be interpreted as an additional task, as shown
in Figure 1.

The process of training reconstruction loss is also a process of data feature dimensional-
ity reduction. The so-called dimension reduction in machine learning refers to the mapping
of data points from the original high-dimensional space to a low-dimensional space using
some mapping method. The feature dimension has a great influence on the computational
complexity of classifier. The computational complexity increases exponentially with the
number of neurons and the number of layers of the neural network [24]. The essence of
dimension reduction is to learn a mapping function f : x→ z, where x is the representation
of the original data points, and at present, most methods use a vector representation. z
is a low-dimensional vector representation of the mapped data points, and z is usually
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smaller than x (although increasing the dimension is also possible). f may be explicit
or implicit, linear or nonlinear. Data in the NTC field are often characterized by a large
number of features, a large quantity of data, and complex features. The performance of
traditional linear dimensionality reduction methods such as principal component analysis
(PCA) and linear discriminant analysis (LDA) is poor when extracting complex feature
tasks. Therefore, a nonlinear feature dimensionality reduction method is more suitable for
network traffic classification. The autoencoder feature dimensionality reduction method is
discussed as an example below.

Figure 1. Flowchart of unsupervised-learning-aided NTC method.

An autoencoder is the process of encoding the original data, reducing the dimensions,
and discovering the rules between the data. The whole autoencoder can be described as:

fDecoder( fEncoder(x)) = x′, (1)

where the output x′ is close to the original input x. The purpose of the network is to
reconstruct its input so that its hidden layer can learn the good representation of the input.
If the input is exactly equal to the output, i.e., fDecoder( fEncoder(x)) = x, the network is
meaningless. Therefore, some constraints need to be imposed on the self-encoder so that it
can only be approximately copied. These constraints force the model to consider which
parts of the input data need to be copied first, so it can often learn the useful characteristics
of the data. Generally, there are two kinds of constraints [25]: one is to make the hidden
dimension smaller than the input dimension, which is called undercomplete; the other is to
make the dimension of the hidden layer larger than the dimension of the input data, which
is called overcomplete. In a complex network traffic environment, the undercomplete
method is generally used to reduce the computational complexity. During the training
process, a target loss function is used to measure the similarity between input and output
data, which is expressed as follows:

Loss 1 : frecon(x) = ‖x− fDecoder( fEncoder(x))‖2, (2)

where frecon(·) is the loss function to measure the difference of input data x and output
data x′.

Unsupervised clustering divides datasets into different classes or clusters according to
specific criteria, such as a distance. It makes the data samples in the same cluster as similar
as possible, and the database samples in different clusters as different as possible. That is,
the intraclass distance is the smallest, and the interclass distance is the largest. The specific
implementation process of an unsupervised clustering algorithm can be roughly divided
into the following four steps:

• Randomly set {C1, C2, · · · , Ck} initial cluster centers, and k represents the number of
clusters.
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• For each sample data point {x1, x2, · · · , xn}, where n is greater than k, each object has
attributes of m dimensions. Calculate its distance from the center of each cluster and
divide each sample into the nearest cluster.

• Recalculate the average value of each cluster as the new cluster center, and update the
original cluster center.

• Repeat the above two or three steps to iterate continuously until the center of each
cluster does not change.

Generally speaking, in clustering algorithms, the attributes of samples are mainly
represented by their relative distances in the feature space. This makes the concept of
distance very important for clustering. The Euclidean distance from each object to each
cluster center is calculated as follows:

Loss 2 : dis(xi, Cj) =

√
m

∑
t=1

(xit − Cjt)2 (3)

where t represents the tth attribute of each object. Hence, the focus of this paper is to
optimize and adjust the model from the two directions of complex data feature dimension
reduction and unsupervised clustering.

3.2. Dataset Introduction

The USTC-TFC2016 dataset [26] contains 10 types of malware traffic and 10 types
of benign traffic. It takes the original data as input and classifies the original data by
converting it into images. The dataset has a capacity of 3.71 Gb, including 228,762 malware
instances (packets) and 309,980 normal instances (packets), all in pcap format. The collected
network traffic data contains information such as source IP, source port, target IP, target
port and transport level protocol and so on. We process it through four data preprocessing
steps, as shown in Figure 2. In this paper, the original dataset was segmented into a training
set and a testing set, and the split ratio was set to 3:1. The data classes and sample quantity
of the dataset are shown in Table 1.

Figure 2. The detailed process of data preprocessing.
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Table 1. Data segmentation of the training set and test set.

Benign
Data

Training
Det

Testing
Set

Malicious
Data

Training
Set

Testing
Set

BitTorrent 5049 1716 Cridex 5595 1805

Facetime 4045 1355 Geodo 4543 1490

FTP 4660 1542 Htbot 4346 1384

Gmail 5828 1938 Miuref 3476 1145

MyDQL 4911 1606 Neris 5714 1940

Outlook 5014 1758 Nsis-ay 4100 1362

Skype 4275 1414 Shifu 6451 2220

SMB 4248 1448 Tinba 5772 1882

Weibo 4510 1496 Virus 4399 1473

World of Warcraft 5313 1782 Zeus 4075 1353

4. The Proposed DC-CAAE Method

In unsupervised clustering tasks, there are mainly two methods to obtain labels [27].
The first method is to embed data into low dimensional features, and then cluster the
embedded features with traditional clustering methods such as k-means algorithm. The
second method jointly optimizes the feature extractor and clustering results. We call these
two methods separation analysis and joint analysis, respectively. A separation analysis means
that learning features and clustering data are executed separately, and low dimensional
features are clustered after the dimensionality reduction of data features. To solve the
problem that the representation learned by the separation analysis is not oriented toward
clustering due to its inherent characteristics, the joint analysis shows its advantages. In this
paper, we propose to use a DC method of joint analysis, which imposes the reconstruction
error as a constraint on the basis of the clustering error. These two constraints improve
the clustering performance, reduce the distance within a cluster and expand the distance
between clusters. The proposed model framework is shown in Figure 3. Algorithm 1
summarizes the process of the proposed method. Details of each processing stage of the
method are shown below.

Figure 3. The model framework of the proposed DC-CAAE method. The model is divided into two
steps, CAAE and DC. First, the CAAE network is used to preliminarily train the feature extractor,
then DC constraints are added to fine-tune the feature extractor so that the extracted features are
oriented toward clustering tasks.
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Algorithm 1 Pseudocode of the proposed adversarial-training-based DC-CAAE method
for NTC.

Require: Samples X; reconstruction samples X
′
; potential representation Z; random Gaus-

sian distribution G; pretraining hyperparameters θpre; retraining hyperparameters θre;

maximum epochs of AAE ECAAE; maximum epochs of DC EDC; hyperparameter λ; the

number of batches in a training iteration B.

Ensure: Clustering results C.

1: [Pretraining stage]:

1. for i = 1, 2, · · · , ECAAE do:

2. for t = 1, 2, · · · , B do:

Sample a batch dataset Xb [Forward propagation]:

3. Zpre, X
′
pre ← NetCAAE(Xb, G)

4. Loss 1← LBCE(Xb, X
′
pre)

5. Loss 2← LD(Zpre, G)

[Backward propagation]:

6. Alternately minimize Loss 1, Loss 2

7. Update θpre with Loss 1, Loss 2

2: end for

3: end for

4: Save θpre.

5: [Deep clustering stage]:

6: Randomly initialize the parameters θre

7: Load θpre

1. for i = 1, 2, · · · , EDC do:

2. for t = 1, 2, · · · , B do:

[Forward propagation]:

3. Zre, X
′
re ← NetCAE(X)

4. C ← NetDC(Zre)

5. Loss← (1− λ)LBCE(X, X
′
re) + λLC(X, C)

[Backward propagation]: Update θre with Loss

8: end for

9: end for

10: Save θre.

11: Test and save the performance of the DC-CAAE model

12: Return DC-CAAE model

4.1. CAAE Structure

A CAAE network combines a CAE with adversarial training, and its core is still to use
a generator G and a discriminator D for adversarial learning to distinguish between real
data and fake data. However, unlike an ordinary adversarial training network, the data that
CAAE needs to distinguish are not a natural image but a coded vector z. The real data and
fake data to be identified are generated by the encoder in the CAE and a predefined random
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probability distribution, respectively. Finally, the network used for image generation is
not the former generator, but the decoder in the CAE. Its model architecture is shown
in Figure 4.

Figure 4. The framework of the proposed CAAE method.

The x in the CAAE represents the image data of the preprocessed network traffic.
Enter x into a CAE and have the encoder encode it to generate a potential vector z. The
decoder then attempts to decode the potential vector and regenerate the image data x′. The
key to this model is that the encoder and the discriminator form an adversarial network.
The discriminator predicts whether z comes from real or fake data by learning constantly.
The whole process of adversarial learning can be thought of as constantly adjusting the
encoder to bring the resulting data distribution closer to a predefined p(z′).

4.2. The Basic Principles of the CAAE

Set network traffic x as the real picture data after processing, that is, the input of the
CAAE model is multiple network traffic vectors. We can map network traffic x to the
feature vector based on encoder E, that is, E(x) = z, where the dimension of the network
traffic features is 100. The CAAE is a neural network that learns valid features in an
unsupervised learning method. The reconfiguration of generator G forces the encoder to
learn basic potential features, that is, x′ = G(z). The core appeal of our method is to always
maintain the extracted features to convey the characteristics of the original data as much as
possible. Therefore, in this process we want x′ to be as similar as possible to x, which can
be expressed by minimizing the loss function:

LBCE = −(x′ log x + (1− x′) log (1− x)), (4)

At the same time, z is constrained by a random Gaussian distribution. Assume that
p(µ, σ) is an a priori distribution and z′ ∼ p(µ, σ) is used to describe a random Gaussian
process base on p(µ, σ), where µ is the mean and σ is the variance. When the distribution
of the training data is expressed as pdata(x), the specific training implementation on the
encoder and discriminator can be achieved through the maximum-minimum objective
function:

min
E

max
D

V(D, E) = Ez′∼p(µ,σ)(ln D(z
′
))

+ Ez∼pdata(x)(ln (1− D(E(x)))),
(5)

where D(·) is the output function of the discriminant model, the output is a real value
ranging from 0 to 1, which is used to judge whether the data are false or not. The expres-
sion Ez′∼p(µ,σ)(ln D(z

′
)) is to make the real data put into the calculated value output by

the discriminant model D(·) and the whole formula subvalue as large as possible. The
expression Ez∼pdata(x)(ln (1− D(E(x)))) is to make the calculated value of the false data
from the output of the discriminant model D(·) as small as possible and the whole formula
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as large as possible. This integration is to make the objective function as large as possible,
so the gradient can be improved according to the objective function during training.

4.3. CAAE Training Process

Before the training starts, we divide the dataset into two parts, the training set and
the test set. The training set is used to train the CAAE network, and the test set is used
to verify the effectiveness of the training. The basic network architecture of the encoder,
generator and discriminator in the CAAE is shown in Table 2.

Table 2. Details of the CAAE model.

Layer Encoder Generator Discriminator

Input Input Input Input

Layer 1 Conv2d (1, 8, 3, 2, 1) Linear (100, 1000) Linear (100, 1000)

Layer 2 Conv2d (8, 16, 3, 2, 1) Linear (1000, 288) Linear (1000, 1000)

Layer 3 Conv2d (16, 32, 3, 2, 0) ConvTranspose2d
(32, 16, 3, 2, 0)

Linear (1000, 1)

Layer 4 Linear (288, 1000) ConvTranspose2d
(16, 8, 3, 2, 1)

None

Layer 5 Linear (1000, 100) ConvTranspose2d
(8, 1, 3, 2, 1)

None

Output Output Output Output

In each batch of the training process, we alternately optimizes (4) and (5), constantly
forcing the resulting potential features to more effectively represent key information about
network traffic.

4.4. Deep Clustering Structure

In this experiment, we analyzed the methods to improve unsupervised clustering per-
formance from the two perspectives of cluster-loss-oriented and feature-oriented performance.
Cluster-loss-oriented performance shows whether there is a loss function that explicitly re-
duces or widens the distance between clusters. The resulting feature extractor is unreliable
during the CAAE training. Therefore, the DC-CAAE-based deep clustering method was
optimized using the traditional cluster loss’s extra constraint feature extractor. The basic
framework of deep clustering is shown in Figure 5.

Figure 5. The framework of the deep clustering algorithm.

4.5. The Basic Principles of Deep Clustering

The hidden features extracted from the CAAE model represent good key features for
expressing network traffic data. To further optimize the encoder parameters, we propose
a new optimization goal using the joint analysis method. For k-means clustering, the core
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idea is to make the points within the cluster as close to the center point C as possible. Its
clustering objectives can be expressed as:

LC =
n

∑
i=1
‖E(xi)− Ci‖2, (6)

where i represents the cluster category. To ensure the fairness of the experiment in this
paper, the clustering method uniformly used the k-means clustering method based on the
Euclidean distance. The loss function of the whole DC model consists of the error of the
autoencoder in the CAAE and the error of the k-means clustering. The joint loss function is:

Ljoint =(1− λ)LBCE + λLC

=(1− λ)
(
−(x′ log x + (1− x′) log (1− x))

)
+λ

(
n

∑
i=1
‖E(xi)− Ci‖2

)
,

s.t. λ ∈ [0, 1]

(7)

when λ = 1, the DC model does not calculate the autoencoder loss, it only uses the cluster
loss to adjust the neural network parameters. When λ = 0, the DC model does not calculate
the cluster loss, but only uses the autoencoder loss to optimize the network parameters.
When 0 < λ < 1, the deep clustering uses both the autoencoder loss and cluster loss to
constrain the convolution neural network parameters, which ensures the similarity between
the input and output layers of the autoencoder while keeping the clustering’s resulting
clusters relatively close.

4.6. Deep Clustering Training Process

The DC contains two modules, CAE and clustering. During training, the losses of the
two modules are optimized together via Equation (7). In the backpropagation, the loss
Ljoint is fed back to the encoder to optimize the encoder’s network parameters. After deep
clustering, the features extracted by the coding layer are spatially friendly to clustering.
This process uses the Adam optimizer, and the learning rate was set to 0.0001. The maxi-
mum epoch during DC training was set to 30. The autoencoder network parameters are
then loaded from the previous training step into the neural network for deep clustering.
The intermediate output z and the sample reconstruction result x′ are calculated by a
forward-propagation to obtain the reconstruction error LBCE. Then, the cluster calculation
is performed. It consists in selecting k initial cluster centers, calculating the distance d
between each element in the dataset and each cluster center, obtaining the cluster loss LC,
and dividing the samples into the nearest categories. The deep clustering error Ljoint is
computed jointly, and the network parameters are corrected by backpropagation until the
loss function converges.

4.7. The Benchmark Methods
4.7.1. PCA-Based Methods

PCA [28] is a common data dimension reduction method, which compresses high-
dimensional data by extracting the main feature vectors. PCA maps n-dimensional features
to k-dimensions, where n > k, where k-dimensional features become the principal com-
ponents. In the early research stage of network traffic classification system, PCA was
widely used as a convenient and efficient dimension reduction algorithm. In this paper,
to ensure the fairness of the comparative experiment, the dimensions of the original data
were reduced to 100.

4.7.2. CAE/CVAE-Based Methods

The CAE network was originally designed for unsupervised representation of data.
It can learn a nonlinear function mapping. The use of depth CAE [29] allows the feature
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extractor to learn the features one wants to cluster. CAE compresses the data to low
dimensions, and then reconstructs the input to find the representation of low-dimensional
data. CVAE [30] is a variant of CAE. CVAE can solve the problem that CAE cannot generate
arbitrary data. It can directly generate a hidden vector z through the model, and the
generated z contains both data information and noise, so using different z’s can generate
endless new data. The dimensions of the original data were reduced to 100.

4.7.3. DC-Based Methods

Due to the low efficiency of the similarity measurement methods used, the perfor-
mance of traditional clustering methods on high-dimensional data is poor, and the com-
putational complexity on large-scale datasets is high. The dimensionality reduction and
clustering of high-dimensional data are often two separate parts, and such a structure can
lead to mismatches between the dimensionality reduced data features and the clustering
method, never reducing the accuracy of clustering. The research shows [31] that the per-
formance of a feature extractor can be greatly improved by jointly optimizing the data
dimension reduction and clustering tasks. This method is based on the premise that the
sample data are obtained through a potential feature transformation, called deep cluster-
ing [32]. Deep clustering connects data dimensionality reduction and clustering through
deep learning, and the joint training enables the clustering and feature extraction to be
carried out within a unified framework.

5. Simulation Results and Discussions
5.1. Simulation Setup and Evaluation Metrics
5.1.1. Simulation Setup

The server used in this experiment was a Geforce RTX 2080 Ti GPU with 11G of
RAM, the programming language was Python, and the programming framework was
Pytorch. The experimental results were evaluated using Scikit-learn 1.0.2. The dataset used
in the experiment was USTC-TFC2016 [26], with about 120,000 training samples. Detailed
simulation parameters are shown in Table 3.

Table 3. Simulation environment and parameters.

Parameter Value

Dataset USTC-TFC2016

Input data dimension (28, 28, 1)

Hidden feature dimension 100

Environment
Python 3.10.4, Scikit-learn 1.1.0,

Torch 1.11.0, Numpy 1.22.3

Device GeForce RTX 2080 Ti

Pretraining hyperparameters

Optimizer Adam

Weight_decay 0

Batch size 128

Learning rate 0.00001

Epoch 80

Deep clustering hyperparameters

Optimizer Adam

Weight_decay 0

Batch size 128

Learning rate 0.0001

Epoch 30
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5.1.2. Evaluation Metrics

The evaluation metrics of machine learning methods vary in different research fields.
This paper studied the unsupervised network traffic clustering problem, so the evaluation
metrics used were also based on the clustering model. The cluster validity evaluation
metrics used in this paper were composed of the internal validity metric silhouette coeffi-
cient and the external validity evaluation metrics normalized mutual information (NMI),
adjusted Rand index (ARI), clustering accuracy (AC), and v-measure, respectively. When
evaluating the classification model, the most common metric is the classification accuracy.
Unsupervised learning’s training process does not involve sample labels, so the accuracy
calculation method is different from that of supervised learning. Assuming there are N
samples, the label produced by the ith sample cluster is pi, and the true label is yi, the
formula for calculating the accuracy is:

AC =
1
N

N

∑
i=1

δ(yi, map(pi)), (8)

where map(·) represents the redistribution of clustering labels, which is generally achieved
by the Hungarian algorithm [33]. δ(·) stands for indicating function

δ(x, y) =
{

1 if x = y
0 otherwise

. (9)

NMI is often used to measure the degree of agreement between two clustering πK and
πL results, and it can be expressed as

NMI(πK, πL) =
∑K

k=1 ∑L
l=1 nk

l log( nnk
l

nknl )√
(∑K

k=1 nk log( nk

n ))(∑L
l=1 nl log( nl

n ))
, (10)

where nk is the kth cluster generated by the cluster, and nl is the number of data samples
from the lth cluster in the real cluster. nl

k is the number of data samples shared by the kth
cluster result and the lth real cluster. ARI is a real value that reflects the degree of overlap
between the cluster and the actual cluster. The larger the value, the better the clustering
effect. Its mathematical expression is given by

ARI =
RI − E(RI)

max(RI)− E(RI)
, (11)

RI =
a + d

a + b + c + d
, (12)

where a denotes the same class of samples clustered in the same cluster, b denotes different
classes of samples clustered in the same cluster, c denotes the same class of samples
clustered in different clusters, and d denotes different classes of samples clustered in
different clusters. Homogeneity refers to cluster classes with the same class of samples
within a cluster, and completeness refers to samples of the same class being assigned to
the same cluster class. V-measure is the harmonic mean of homogeneity and completeness
used to express the proximity of the two categories. Its mathematical expression is given by

v =
2× h× c

h + c

=
2×

(
1− H(C|K)

H(C)

)
×
(

1− H(K|C)
H(K)

)
(

1− H(C|K)
H(C)

)
+
(

1− H(K|C)
H(K)

) ,
(13)
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where C and K represent clusters and real classes, respectively, H(·|·) represents conditional
entropy. As an internal evaluation metrics of clustering, silhouette coefficient combines
cohesion and separation to evaluate the clustering effect. Its definition formula is as follows:

si =
bi − ai

max(ai, bi)
, (14)

where ai represents the average distance between sample xi and other samples in the same
class, and bi represents the minimum of the average distance between sample xi and other
cluster samples. The average value of si for all samples is the clustered silhouette coefficient,
that is:

SC =
1
N

N

∑
i=1

si. (15)

5.2. Simulation Results and Analysis
5.2.1. Performance Comparison of Unsupervised NTC Methods

In this section, we first compare the accuracy of our DC-CAAE method with PCA,
CAE, CVAE, and the corresponding deep clustering method when the potential spatial
feature dimension is 100. Then, we compare the simulation results of DC-CAAE under
different clustering methods.

It can be seen from the results in Table 4 that the performance of the traditional PCA
dimension reduction algorithm on the USTC-TFC2016 dataset is not good, and the accuracy
of the clustering is only 49.4%. However, the performance significantly improves after using
the deep learning method. The clustering accuracy of CAE is 33.0% higher than that of PCA,
and its silhouette coefficient is 20.0% higher. This shows that in complex network traffic
datasets, the deep learning method will achieve better results than traditional methods.
The combination of the CAAE method and DC proposed in this paper further optimizes
the feature extractor. After adding the deep clustering module, the performance of the
CAE and CVAE models improves. Of course, the CAAE has the greatest improvement.
The clustering accuracy of the DC-CAAE method is 92.2%, which is the highest among all
methods in Table 4. At the same time, considering NMI, silhouette coefficients, ARI, and
V-measure, the DC-CAAE method proposed in this paper still has good advantages.

Table 4. Performance comparison between DC-CAAE and other methods.

Methods NMI AC Silhouette
Coefficient ARI V-Measure

PCA 0.685 0.494 0.326 0.345 0.685

CAE 0.887 0.824 0.526 0.740 0.887

CVAE 0.888 0.830 0.492 0.758 0.889

CAAE 0.882 0.888 0.408 0.796 0.890

DC-CAE 0.873 0.844 0.518 0.736 0.873

DC-CVAE 0.890 0.857 0.481 0.753 0.891

DC-CAAE (proposed) 0.911 0.922 0.422 0.844 0.917

According to the results in Table 4, in order to avoid the dependence of the results on
clustering methods, we used five different clustering algorithms to analyze the stability of
the above feature extractors.

It can be seen from Table 5 that the performance of k-means, minibatch k-means,
spectral clustering, BIRCH, and GMM clustering algorithms on DC-CAAE was similar.
The accuracy of the five clustering algorithms was about 90%, and the error was less
than 2%. It can be seen that the DC-CAAE method proposed in this paper was stable
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on the USTC-TFC2016 dataset, and its performance did not change due to the different
clustering methods.

Table 5. The performance of DC-CAAE with different clustering methods.

Methods NMI AC Silhouette
Coefficient ARI V-Measure

Minibatch k-means
clustering

0.894 0.905 0.418 0.829 0.901

Spectral
clustering

0.908 0.908 0.444 0.826 0.915

BIRCH 0.903 0.906 0.427 0.819 0.910

GMM 0.904 0.908 0.428 0.822 0.911

k-Means
clustering 0.911 0.922 0.422 0.844 0.917

5.2.2. Convergence Analysis

It can be seen from the training process that the loss function of the DC-CAAE method
proposed in this paper is a strict convergence process. As shown in Figure 6, the model
loss decreases from about 1000 to 1 and tends to be flat after epoch 15. That is to say, the
model reaches a stable state after that epoch.

Figure 6. Convergence trend of overall cluster loss during training.

5.2.3. t-SNE Feature Visualizations

In order to more intuitively observe the effect of the DC-CAAE on the data dimension-
ality reduction, we visualized the output potential representation z and compressed it to a
two-dimensional plane for observation. Figure 7 shows the clustering space of different
networks, each represented by a different color. All methods reduced the data dimension
to 100 dimensions. It can be seen that the distance between each class of features extracted
by the ordinary CAE is not obvious, and some classes are mixed together. The DC-CAAE
method achieves a more friendly clustering space than the original coded image space and
the space before the joint training.
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(a) (b) (c)

(d) (e) (f)

Figure 7. t-SNE feature visualizations for different clustering algorithms. (a) CAE; (b) CVAE;
(c) CAAE; (d) DC-CAE; (e) DC-CVAE; (f) DC-CAAE.

5.2.4. The Influence of the Uncertainty in the Number of Categories on NTC Performance

For unsupervised clustering, there is an inevitable disadvantage, that is, it is difficult
to determine the appropriate number of clusters in advance, resulting in a low clustering
quality. The key to obtain a good clustering effect is to determine the optimal number of
clusters. Therefore, this paper used the elbow method and the silhouette coefficient method
to determine the optimal number of clusters. As a low-complexity linear dimensionality
reduction method, the PCA algorithm is suitable for quickly determining the range of the
optimal number of clusters in this paper. The objective function of k-means clustering is the
squared sum of the distance between the sample and the center point, also known as the
distortion. For a cluster, the lower the distortion, the closer the samples in the cluster are. The
higher the distortion, the farther the samples in the cluster are. The distortion of samples
decreases with the increase in clustering categories. However, if the data of each class of
samples are very different, when the clustering class is close to the real class, the distortion
is greatly reduced, and then tend to be flat. This turning point is considered as a point with
good clustering performance. Based on this indicator, multiple k-means models were trained,
and different k-values (cluster center) were selected for comparison, as shown in Figure 8.

Figure 8. The change in average distortion at different cluster centers.
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When k = 20, the distortion is greatly improved, and the maximum curvature value
appears. For a sample set, its silhouette coefficient is the average value of all sample
silhouette coefficients. The closer the distance between samples of the same category, the
farther the distance between samples of different categories, and the higher the score, the
better the classification effect. As can be seen from Figure 9, when k = 18 and k = 20, the
silhouette coefficient has a high peak value. Combined with the elbow method diagram,
when k = 20, the average distortion is relatively small, and the trend is gentle. Therefore,
k = 20 can be considered as the best number of clusters.

Figure 9. The change in silhouette coefficient at different cluster centers.

After roughly determining the number of clusters, we verified the reliability of the
proposed method. When k = {5, 10, 15, 20, 25}, the DC-CAAE model proposed in this
paper was used for training. It can be seen from Figure 10 that when k = 20, the accuracy of
the model tends to be stable and the highest, which is consistent with the guess above. To
further determine the specific values of the cluster, on the basis of Figure 10, we expanded
the analysis to around k = 20. Five points, k = {18, 19, 20, 21, 22}, were chosen for the
demonstration. The experimental results are shown in Figure 11.

Figure 10. Performance of the DC-CAAE model at k = {5, 10, 15, 20, 25}.

When k = 22, the accuracy of the clustering is slightly improved compared to when
k = 20. The reasons for this situation are as follows: when the number of clusters is smaller
than the real sample category, the number of cluster centers is small; hence, the samples
of the additional categories will inevitably converge to other categories, resulting in too
large a distance between the same category of samples. When the number of clusters is
greater than the real sample category, the number of cluster centers is large, hence the same
type of samples will be divided into multiple categories. However, this does not affect the
evaluation of the clustering accuracy, and even the accuracy will be improved compared
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with the actual number of clusters. However, on the whole, when the cluster category is 20,
the five evaluation indexes are relatively stable, and k = 20 has the best performance.

Figure 11. Performance of the DC-CAAE model at k = {18, 19, 20, 21, 22}.

6. Conclusions

Aiming at the low accuracy of unsupervised learning classification in security appli-
cations of the IoT, this paper proposed an unsupervised NTC method using adversarial
training and deep clustering under complicate IoT environments. The introduction of
the CAAE for reducing the dimension of features can avoid the huge computational cost
caused by the high complexity of high-dimensional original network traffic data features.
The DC cell is the key building block of our model because it not only adapts the extracted
features to the clustering network but also has a lower computational overhead than the
CAAE model. In the multiclassification task, we gave a method to optimize the distance
between clusters and within clusters through the joint analysis of cluster error and feature
learning. It also indicated that the number of clusters could be determined by the elbow
method and silhouette coefficient method when the sample class was unknown. The
experimental results provided showed that the model not only had good network traffic
classification performance but could also run efficiently in an unsupervised environment,
greatly saving the cost of labeling. Therefore, our proposed unsupervised NTC method can
provide a feasible solution for real application scenarios of the IoT and also provide a new
idea to improve the unsupervised clustering accuracy under complex data conditions. In
the future, we plan to study the detection of abnormal network traffic, that is, to identify
and detect unknown malicious attacks in intrusion detection systems and to deploy them
experimentally in a real industrial IoT dataset.
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Abbreviations
The following abbreviations are used in this manuscript:

IoE Internet of everything
IoT Internet of things
IDS Intrusion detection system
NTC Network traffic classification
UDP User Datagram Protocol
TCP Transmission Control Protocol
DPI Deep packet inspection
IAIA Internet Assigned Numbers Authority
P2P Peer-to-peer
ML Machine learning
CAAE Convolutional adversarial autoencoder
DC Deep clustering
CAE Convolutional autoencoder
CVAE Convolutional variational autoencoder
OSI Open System Interconnection
FTP File Transfer Protocol
PCA Principal component analysis
LDA Linear discriminant analysis
GMM Gaussian mixture model
NMI Normalized mutual information
AC Clustering accuracy
ARI Adjusted Rand index
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