A Multicloud Model for Coastal Convection
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Abstract: Coastal convection is often organized into multiple mesoscale systems that propagate in either direction across the coastline (i.e., landward and oceanward). These systems interact non-trivially with synoptic and intraseasonal disturbances such as convectively coupled waves and the Madden–Julian oscillation. Despite numerous theoretical and observational efforts to understand coastal convection, global climate models still fail to represent it adequately, mainly because of limitations in spatial resolution and shortcomings in the underlying cumulus parameterization schemes. Here, we use a simplified climate model of intermediate complexity to simulate coastal convection under the influence of the diurnal cycle of solar heating. Convection is parameterized via a stochastic multicloud model (SMCM), which mimics the subgrid dynamics of organized convection due to interactions (through the environment) between the cloud types that characterize organized tropical convection. Numerical results demonstrate that the model is able to capture the key modes of coastal convection variability, such as the diurnal cycle of convection and the accompanying sea and land breeze reversals, the slowly propagating mesoscale convective systems that move from land to ocean and vice-versa, and numerous moisture-coupled gravity wave modes. The physical features of the simulated modes, such as their propagation speeds, the timing of rainfall peaks, the penetration of the sea and land breezes, and how they are affected by the latitudinal variation in the Coriolis force, are generally consistent with existing theoretical and observational studies.
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1. Introduction

Coastal convection is largely driven by mesoscale land–sea interactions such as the diurnally varying sea and land breeze phenomena, which are still poorly represented in global climate models (GCMs) and Earth system models (ESMs) because of limitations in computing power and shortcomings in the underlying physical parameterizations [1–4]. Numerous studies on the diurnal cycle in tropical cloudiness and precipitation have been conducted during the past decades for different regions of the world. The scope of these studies ranges from surface observations of rainfall [5] and area coverage by convective clouds [6] to radar and satellite observations [7,8], and others. Recently, the Cloud Archive User Service (CLAUSS) project was created by the European Union to construct an archive of global window brightness temperatures for the period 1983–present. This dataset provides a good measure of the tropical variability in cloudiness and can be used to analyze the diurnal cycle of convection [9]. Many common features associated with the diurnal cycle of convection are observed in most of these studies. For instance, convection typically forms over land during the day and propagates landward with a precipitation peak that tends to happen in the late afternoon to early evening. In the evening, convection forms over the ocean near the coast and propagates toward the deep sea with a precipitation peak that
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tends to occur in the late night to early morning [9–11], although some studies exhibit a peak in precipitation in the afternoon [12].

The diurnal cycle of convection results from the diurnal cycle of solar heating. The latter acts as an engine for sea and land breezes and it has been known for centuries. In a book published in 1860, Buchan writes the following: “The land is heated to a much greater degree than the sea during the day, by which air resting on it being also heated, ascends, and the cooler air of the sea breeze flows in to supply its place. However, during the night the temperature of the land and the air above it falls below that of the sea, and the air thus becoming heavier and denser flows over the sea as a land breeze” [13]. There are even older references to the sea/land breeze phenomenon such as Halley (1686) [14] and Dampier (1697) [15]. In modern times, a considerable number of studies have provided diverse observations on the sea/land breeze characteristic wind, temperature, and humidity fields in different areas of the world [16,17], and others. Some studies have investigated the horizontal penetration of the breeze flows. For example, Clarke (1955) observed an inland penetration of the sea breeze up to 500 km in northern Australia [18], while Kurita et al. (1985) measured a 200 km span for the sea breeze in Japan [19].

Numerous attempts have been made to model the sea/land breeze using linear theory that includes the Coriolis effect, starting with the works of Haurwitz (1947) [20] and Schmidt (1947) [21]. However, Defant (1951) [22] was the first study to formulate theories on the horizontal scale of the sea breeze. Walsh (1974) [23] then established a difference in behavior of the solution depending on the value of the parameter \( \frac{f}{\omega_0} \) (here, \( f \) is the Coriolis parameter and \( \omega_0 \) is the diurnal frequency) and suggested an analogy between the Rossby radius of deformation and the horizontal extent of the sea breeze. Sun and Orlanski (1981) [24] complemented this theory by arguing that in the tropics (with \( \frac{f}{\omega_0} < 1 \)), the basic response to the diurnal cycle is found to be in the form of internal inertia–gravity waves. Rotunno (1983) [25] went further in this direction and suggested that the sea breeze circulation is characterized by two separate regimes depending on whether the ratio \( \frac{f}{\omega_0} \) is smaller or larger than unity. When \( f < \omega_0 \) (in the tropics regime), the response of the atmosphere is hyperbolic and is essentially represented by internal inertia–gravity waves that propagate along two ray paths on both sides of the coast and are confined within an \( hN(\omega_0^2 - f^2)^{-\frac{1}{2}} \) wide neighborhood of the coast. Here, \( h \) is the vertical extent of dry convection, typically the atmospheric boundary layer (ABL) height of 1–2 km, and \( N \) is the Brunt–Vaïsälä frequency. When \( f > \omega_0 \) (in the extratropics regime), the response is elliptical and the horizontal scale of the ellipse is \( hN(f^2 - \omega_0^2)^{-\frac{1}{2}} \).

For a long time, the land breeze was considered to be the main driver of nocturnal offshore coastal convection. That is, offshore rainfall propagation could be fully explained by the low-level convergence caused by the land breeze phenomenon [26,27], and others. However, the extent of that influence has been questioned by subsequent studies. Relying on different arguments, including the offshore rainfall propagation velocities, some studies suggest that nocturnal offshore rainfall migration is actually driven by gravity waves, either forced by the coastal terrain or by the latent heat released by convection over land [28], and others. Other studies agree with both arguments and propose that the offshore rainfall propagation can be driven by both processes, with their relative importance depending on the distance from the coast [29]. In particular, the land breeze would have more influence on convective rainfall migration near the coast, but farther offshore gravity waves would be the main driver.

Even assuming a satisfactory theoretical understanding of land and sea breeze dynamics, it is still complicated to include them in GCMs and ESMs. Their spatial scale is generally too small compared to the GCM grid resolution of roughly a hundred kilometers. Thus, sea/land breeze processes are not fully resolved and are rather included as an average effect on the model through a deterministic parameterization [30,31]. However, these parameterizations cannot represent the complexity of the coastal land–sea interactions and result in inaccuracies in the representation of atmospheric moist convection. Nonetheless,
the diurnal cycle of convection and offshore rainfall migration have been routinely studied and typically well simulated using high-resolution regional models [32,33].

To address the particularity of coastal convection parametrization, Bergemann et al. [34] extended the stochastic multicloud model (SMCM) of [35] to include the sea breeze and thermal contrast effects on the initiation and maintenance of coastal precipitation. The SMCM was introduced as a refinement of the deterministic multicloud model of [36] in order to represent the missing subgrid variability due to organized convection in GCMs and ESMs and has been successful in representing organized convective systems in both simplified and comprehensive climate models. For example, the SMCM was implemented in the state-of-the-art German model ECHAM6 [37] and NCEP’s Climate Forecasting System CFSv2 [38] to improve the simulation of the Madden–Julian oscillation and other modes of tropical variability. In terms of simplified climate models of reduced complexity, Waite and Khouider [39] coupled the deterministic multicloud model to a bulk boundary layer dynamical model and observed improved linear growth and propagation properties of convectively coupled gravity waves. The same model was successfully used in [40,41] to study the diurnal variability in tropical precipitation both for ocean and continental regimes.

We wish to study the SMCM’s performance in the context of coastal convection in light of theoretical and observational results such as those mentioned above. We use the original SMCM as it was adopted by De La Chevrotiere et al. [42], who based it on the Waite and Khouider [39] boundary layer coupled multicloud model, in order to build a zonally symmetric model for the monsoon Hadley circulation. The same model framework was used in [43] to propose a mechanistic theory for the northward propagation of monsoon intraseasonal oscillations. The result is a version of an SMCM-based intermediate climate model with a full dynamical boundary layer coupling that can be used to study coastal convection. One of the main advantages for including a dynamical boundary layer is to be able to represent separately the latent and sensible heat fluxes at the surface and to represent the effect of boundary layer (dry and moist) convection and the associated effects of turbulent entrainment and detrainment mixing. The model is systematically forced by the diurnal solar cycle, and aims at resolving the sea and land breezes and associated modes of variability for a coastal domain. A particular focus when assessing the SMCM for coastal convection is the modulation of convection by the Coriolis effect and its impact on the penetration of the sea/land breeze in the presence of a diurnal solar forcing over land in comparison with Rotunno’s theory [25].

For example, it is found here that the model’s response to the diurnal cycle of solar heating in the context of coastal convection is essentially trimodal. In addition to the diurnal mode that governs the land and sea breeze reversal, the model produces a multitude of slowly propagating mesoscale systems that carry convection across the coastline as well as fast propagating moisture-coupled gravity waves. As such, the model response suggests that both the sea and land breezes and inertia–gravity waves contribute to the response. Moreover, when the Coriolis parameter is varied, the diurnal part of the model’s response undergoes a regime change from a wave-like hyperbolic at low latitudes to more of an elliptic-like flow pattern at higher latitudes, consistent with Rotunno’s theory. The model also captures the timing of sea breeze and land breeze initiation and peak times at higher latitudes as observed in nature, but fails to capture them near the equator. As such, despite a few shortcomings that merit further investigations, the proposed model constitutes an interesting tool to study coastal convection.

The article is organized as follows. Section 2 presents the zonally symmetric SMCM developed in [42] and details how it is adopted here for the diurnal cycle effects on coastal convection. Section 3 describes the simulation data and outlines the methodology of the analysis. The main findings are reported in Section 4, while some concluding remarks are reported in Section 5.
2. The Numerical Model

The dynamical core of the numerical model used for this study is based on the zonally symmetric primitive equations with a coarse vertical resolution, reduced to the barotropic mode and the first two baroclinic modes of vertical structure coupled to a bulk boundary layer model. The effects of clouds and organized convection are parameterized via an SMCM that aims at representing the convective life cycle, which involves three main cloud types that interact with each other and with their environment.

2.1. The Stochastic Multicloud Model (SMCM) Parameterization

The SMCM is based on the observed multiple cloud structure of organized convection in the tropics [44]. It uses a stochastic process to represent the occurrence of different convective cloud types within a microscopic grid box. The early version of the SMCM that is adopted here carries three cloud types: cumulus congestus, deep convective, and stratiform (Figure 1b), which are known to play a main role in the production of tropical rain [44,45]. In this version of the SMCM, shallow non-precipitating cumulus, that are also abundant in the tropics, are assumed to form a passive background [36], but an extension of the SMCM to four cloud types that includes shallow cumulus has been introduced and used in [46,47].

The SMCM overlays a fine lattice on top of the computational grid box and associates a Markov process \( Y_{i}^{t} \) \( t \geq 0 \) to each lattice site, \( i \), deemed a microscopic cell (Figure 1a). Each process \( Y_{i}^{t} \) \( t \geq 0 \) can, thus, take four different values according to whether the microscopic cell is occupied by a certain cloud type or not: (0) clear sky, (1) congestus, (2) deep, and (3) stratiform. In the case where the local interactions are ignored, these Markov processes are statistically independent and identically distributed. The transition probabilities from one state to another (Figure 1c) are obtained in terms of the infinitesimal (generator’s) transition rates \( r_{jk} \), which depend on the following large-scale atmospheric variables or predictors.

1. Convective available potential energy (CAPE): \( C = \frac{CAPE_{0}}{CAPE_{0}} \);
2. CAPE integrated over the lower troposphere: \( C_{l} = \frac{CAPE_{0}}{CAPE_{0}} \);
3. mid-troposphere dryness: \( D = \frac{\theta_{e} - \theta_{em}}{T_{0}} \), where \( \theta_{em} = \frac{2\sqrt{2}}{\pi} (\theta_{1} + a_{2} \theta_{2}) + q \) is the equivalent potential temperature in the mid-troposphere and \( a_{2} \) is a parameter whose value is given in Table 1.

\( CAPE_{0} \) and \( T_{0} \) are reference values for CAPE and dryness, respectively, whose specific values are given in Table 1.
Table 1. Multicloud and atmospheric boundary layer (ABL) model parameters [42].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (in Dimensional Units)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_m$</td>
<td>5 km</td>
<td>Average height of the middle troposphere</td>
</tr>
<tr>
<td>$R$</td>
<td>$320 \text{ J Kg}^{-1} \text{ K}^{-1}$</td>
<td>CAPE constant</td>
</tr>
<tr>
<td>$Q_{R1}$</td>
<td>1 K/day</td>
<td>Longwave first baroclinic radiative cooling rate</td>
</tr>
<tr>
<td>$Q_{R2}$</td>
<td>Determined at RCE</td>
<td>Longwave second baroclinic radiative cooling rate</td>
</tr>
<tr>
<td>$\Upsilon_0$</td>
<td>Determined at RCE</td>
<td>Heating potential at RCE</td>
</tr>
<tr>
<td>$m_0$</td>
<td>Determined at RCE</td>
<td>Reference convective timescale</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>2 h</td>
<td>Contribution of CAPE to congestus, stratiform heating</td>
</tr>
<tr>
<td>$a_c$, $a_s$</td>
<td>0.25, 0.5</td>
<td>Bowen ratio [48]</td>
</tr>
<tr>
<td>$B_0$</td>
<td>0.1 (ocean), 0.4 (land)</td>
<td>Relative contribution of $\theta_1$ to deep convective heating anomalies</td>
</tr>
<tr>
<td>$a_0$</td>
<td>1 (ocean), 7 (land)</td>
<td>Relative contribution of $\theta_{cp}$ to deep convective heating anomalies</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.6 (ocean), 0.9 (land)</td>
<td>Relative contribution of $q$ to deep convective heating anomalies</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$1 - a_1$</td>
<td>Contribution of $\theta_1$ to CAPE anomalies</td>
</tr>
<tr>
<td>$a_0'$</td>
<td>1.7</td>
<td>Relative contribution of $\theta_2$ to deep convective anomalies</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0.1</td>
<td>Relative contribution of $\theta_2$ to low-level CAPE anomalies</td>
</tr>
<tr>
<td>$\gamma_2'$</td>
<td>2.0</td>
<td>Relative contribution of $\theta_2$ to low-level CAPE anomalies</td>
</tr>
<tr>
<td>$\text{CAPE}_0$</td>
<td>$200 \text{ J} \text{ K}^{-1}$</td>
<td>Reference value of CAPE</td>
</tr>
<tr>
<td>$T_0$</td>
<td>10 K</td>
<td>Reference value of CAPE</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.1</td>
<td>Relative contribution of $\theta_2$ to $\theta_{em}$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.25</td>
<td>Contribution of convective downdrafts to $M_d$</td>
</tr>
<tr>
<td>$\tau_c$, $\tau_s$</td>
<td>1 h, 3 h</td>
<td>Congestus, stratiform adjustment timescales</td>
</tr>
<tr>
<td>$\tau_R$</td>
<td>15 days</td>
<td>Rayleigh drag timescale</td>
</tr>
<tr>
<td>$\tau_D$</td>
<td>10 days</td>
<td>Newtonian cooling timescale</td>
</tr>
<tr>
<td>$\tau_T$</td>
<td>4 h</td>
<td>Momentum entrainment timescale</td>
</tr>
<tr>
<td>$\tau_{conv}$</td>
<td>2 h</td>
<td>Convective timescale</td>
</tr>
<tr>
<td>$h_p$</td>
<td>500 m</td>
<td>ABL depth</td>
</tr>
<tr>
<td>$\tau_e$</td>
<td>Determined at RCE, of O(7 h)</td>
<td>Surface evaporation timescale</td>
</tr>
<tr>
<td>$U$</td>
<td>$2 \text{ m s}^{-1}$</td>
<td>Strength of turbulent velocity</td>
</tr>
<tr>
<td>$C_d$</td>
<td>0.001</td>
<td>Surface drag coefficient</td>
</tr>
<tr>
<td>$Q_{R0}$</td>
<td>Determined at RCE, of O(5 K/\text{day})</td>
<td>ABL radiative cooling rate</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.03125</td>
<td>Ratio of boundary layer depth to height of the troposphere</td>
</tr>
<tr>
<td>$\alpha_M$</td>
<td>0.2</td>
<td>Ratio of $D_c$ to $M_u$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.75</td>
<td></td>
</tr>
</tbody>
</table>
For brevity, the transition rates’ formulae, as introduced and used in [35], are listed in Table 2, where \( \Gamma \) is an Arrhenius-type activation function: \( \Gamma(x) = (1 - e^x) \), if \( x > 0 \), and \( \Gamma(x) = 0 \) otherwise.

Table 2. Transition rates \( r_{jk} \) are functions of the large-scale variables CAPE (C), low-level CAPE (\( C_l \)), and mid-troposphere dryness D, via the activation function \( \Gamma \) defined in the text. The transition timescales are obtained from cloud simulation data based on a Bayesian inference technique [35].

<table>
<thead>
<tr>
<th>Cloud Transition</th>
<th>Probability Rate</th>
<th>Timescale (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formation of congestus</td>
<td>( r_{01} = \frac{1}{\tau_{01}} \Gamma(C) \Gamma(D) )</td>
<td>( \tau_{01} = 31.79 )</td>
</tr>
<tr>
<td>Decay of congestus</td>
<td>( r_{10} = \frac{1}{\tau_{10}} \Gamma(D) )</td>
<td>( \tau_{10} = 1.76 )</td>
</tr>
<tr>
<td>Conversion of congestus to deep</td>
<td>( r_{12} = \frac{1}{\tau_{12}} \Gamma(C)(1 - \Gamma(D)) )</td>
<td>( \tau_{12} = 0.24 )</td>
</tr>
<tr>
<td>Formation of deep</td>
<td>( r_{02} = \frac{1}{\tau_{02}} \Gamma(C) \Gamma(D) )</td>
<td>( \tau_{02} = 11.82 )</td>
</tr>
<tr>
<td>Conversion of deep to stratiform</td>
<td>( r_{23} = \frac{1}{\tau_{23}} \Gamma(D) )</td>
<td>( \tau_{23} = 0.26 )</td>
</tr>
<tr>
<td>Decay of deep</td>
<td>( r_{20} = \frac{1}{\tau_{20}} (1 - \Gamma(D)) )</td>
<td>( \tau_{20} = 9.55 )</td>
</tr>
<tr>
<td>Decay of stratiform</td>
<td>( r_{30} = \frac{1}{\tau_{30}} )</td>
<td>( \tau_{30} = 1.02 )</td>
</tr>
</tbody>
</table>

The SMCM yields the cloud area fractions in each GCM grid box for each cloud type, \( \sigma_c, \sigma_d, \text{ and } \sigma_s \), that are given by the formulae:

\[
\sigma^t_c = \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}\{Y_i^t = 1\}, \quad \sigma^t_d = \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}\{Y_i^t = 2\}, \quad \sigma^t_s = \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}\{Y_i^t = 3\},
\]

(1)

where \( \mathbb{1}\{Y_i^t = k\} \) is the indicator function, which takes the value one if \( Y_i^t = k \) and zero otherwise. The cloud area coverage is used to control the strength and onset of convection, namely, by modulating the heating rates \( H_c, H_d, \text{ and } H_s \) associated with the corresponding cloud type (Figure 2). The precise formulae on how the cloud area fractions affect the heating rates are reported in Table 5.

![Figure 2](image_url)

**Figure 2.** Vertical profiles of heating and cooling associated with the three cloud types of the SMCM: (a) congestus, (b) deep convective, (c) stratiform. Reproduced from [42] with permission.

Because the processes \( Y_i^t \) are independent (as local interactions are neglected), the cloud area fractions form a multi-dimensional set of birth (clear sky site becoming cloudy), death (cloudy site becoming clear sky), and immigration (the fact that a given cloud type can transition to another type) processes. In this case, the birth, death, and immigration rates at any given time \( t \) are expressed (in closed form) in terms of the transition rates \( r_{jk} \) and the cloud area fractions \( \sigma_c, \sigma_d, \sigma_s \) at time \( t \) [35]. This is not the case when local interactions occur between microscopic sites, but acceptable approximations can be obtained under a mixing assumption [49]. Thus, when coupling the SMCM to a convective parameterization, the simulation of the full 2D microscopic lattice model is not necessary. Instead, only the
(multiple population) birth and death processes for the cloud area fractions need to be evolved in time, over each climate model horizontal grid box, together with the large-scale climate model. This is achieved using Gillespie’s exact algorithm, and as such the whole stochastic cloud model adds a virtually negligible computational overhead to the parent model (e.g., [35,50]).

The following settings are chosen for the SMCM in the present study:

- \( N = 30 \times 30 = 900 \) lattice sites for each macroscopic/model gridbox;
- macroscopic grid box dimension = 4.59 km.

Accordingly, each microscopic/cloud site covers roughly an area of 150 m \( \times \) 150 m. This is very high resolution in terms of representing multicloud dynamics, but nonetheless, the results obtained here do not seem to suffer from using the fine configuration. Although the fine model resolution is motivated by numerical stability and accuracy, it would be interesting to test the sensitivity to \( N \) in the future. For example, at the nearly 5 km resolution, a microscopic lattice as coarse as \( N = 5 \times 5 \) is physically conceivable.

2.2. The Simplified 2D Coastal Model

The dynamical core is based on the zonally symmetric Boussinesq and hydrostatic primitive equations on an f-plane. The main dynamical variables are the velocity \( \mathbf{u} = (u,v,w) \) (the zonal, meridional and vertical components, respectively), pressure \( p \), and potential temperature \( \theta \). The two spatial dimensions, represented by \( y \) and \( z \), are the meridional and vertical coordinates and time is denoted by the variable \( t \). We assume a perfectly linear coastline that runs parallel to the equator. For convenience, the vertical coordinate \( z = 0 \) is taken at the top of the ABL and the vertical scale is taken to be \( H_T \pi \), where \( H_T \) is the tropospheric height. The governing equations, in non-dimensional units, are [42]:

\[
\frac{\partial u}{\partial t} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} - f_0 v = S^u, \tag{2}
\]

\[
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} + f_0 u = - \frac{\partial p}{\partial y} + S^v, \tag{3}
\]

\[
\frac{\partial p}{\partial z} = \theta, \tag{4}
\]

\[
\frac{\partial \theta}{\partial t} + v \frac{\partial \theta}{\partial y} + w \frac{\partial \theta}{\partial z} + w = H^\theta + S^\theta, \tag{5}
\]

\[
\frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0. \tag{6}
\]

The forcing terms \( S^u, S^v, H^\theta, \) and \( S^\theta \) represent the sources and sinks of zonal and meridional momentum and potential temperature. In particular, \( S^\theta \) includes heating and cooling resulting from convective and radiative processes. The term \( f_0 \) is the reference Coriolis parameter, which we assume fixed at some arbitrary latitude \( \phi_0 \) and which will be systematically varied as one of the main model parameters to study the dependence of coastal convection on \( f \). The scaling factors used to adimensionalize the equations are summarized in Table 3 and rigid-lid boundary conditions on the vertical velocity are imposed at the top of the troposphere (\( z = \pi \)) and Earth’s surface (\( z = -\delta \pi \)) such that:

\[
w|_{z=\pi} = w|_{z=-\delta \pi} = 0. \tag{7}
\]

Here, \( \delta = \frac{h_b}{H_T} \) represents the ratio between the (fixed) boundary layer height \( h_b \) and \( H_T \).

In addition to a linear coastline, we neglect the effects of orography. We also assume a homogeneous background with a constant stratification and an exponentially decaying moisture (water vapor) profile [36]. The equations of motion above are supplemented by a parameterization of deep convection that provides latent heating based on three prescribed heating profiles (Figure 2). The first is a half sine profile associated with deep convection and is set to heat the entire troposphere due to latent heat release from condensation...
associated with strong updrafts in cumulonimbus clouds. The second and third, associated, respectively, with congestus and stratiform clouds, are both full sine profiles that take opposite signs. Stratiform clouds heat the upper troposphere due to depositional growth within the stratiform anvils that lag the cumulonimbus and cool the lower troposphere due to the evaporation of stratiform rain below the cloud base, while congestus clouds warm the lower troposphere due to condensational latent heat release occurring within the congestus clouds and cool the upper troposphere due to longwave radiative cooling in clear air above the congestus and evaporation of detrained cloudy air at the top of the congestus cloud; see Figure 2. As a result, the deep convection heating profile forces the first baroclinic mode of vertical structure, while the congestus and stratiform heating and cooling profiles force the second baroclinic mode. This observation sets a lower bound on the vertical resolution of the model dynamics. Moreover, a constant and zonally uniform longwave radiative cooling is assumed. The ABL that lies below the trade wind inversion is assumed to be well mixed and non-stratified and to have a fixed thickness of 500 m.

Table 3. Troposphere model parameters and scaling factors [42].

<table>
<thead>
<tr>
<th>Parameter or Scaling Factors</th>
<th>Derivation</th>
<th>Approximate Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_T )</td>
<td></td>
<td>16 km</td>
<td>Tropopause height</td>
</tr>
<tr>
<td>( \theta_{ref} )</td>
<td></td>
<td>300 K</td>
<td>Reference potential temperature</td>
</tr>
<tr>
<td>( g )</td>
<td></td>
<td>9.8 m s(^{-1} )</td>
<td>Gravitational acceleration</td>
</tr>
<tr>
<td>( \theta_0 )</td>
<td>Function of height ( z )</td>
<td>Background potential temperature, in K</td>
<td></td>
</tr>
<tr>
<td>( N_c )</td>
<td>( \sqrt{\frac{g}{\alpha H}} )</td>
<td>( 10^{2} g^{-1} )</td>
<td>Brunt–Vaissälä buoyancy frequency</td>
</tr>
<tr>
<td>( c )</td>
<td>( \frac{\partial f(y)}{\partial y} \big</td>
<td>_{y=0} )</td>
<td>( 50 ) m s(^{-1} )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( \frac{\partial f(y)}{\partial y} )</td>
<td>( 2.28 \times 10^{-11} ) m(^{-1} ) s(^{-1} )</td>
<td>Variation in Coriolis parameter</td>
</tr>
<tr>
<td>( L )</td>
<td>( \sqrt{\beta} )</td>
<td>( 1500 ) km</td>
<td>Equatorial Rossby deformation radius/Horizontal length scale</td>
</tr>
<tr>
<td>( T )</td>
<td>( \frac{L}{c} )</td>
<td>8.23 h</td>
<td>Reference timescale</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( \frac{H_T}{\pi \nu} )</td>
<td>15 K</td>
<td>Potential temperature scale</td>
</tr>
<tr>
<td>( \nu )</td>
<td>( \frac{H_T}{\pi \nu} )</td>
<td>0.17 m s(^{-1} )</td>
<td>Free troposphere vertical velocity scale</td>
</tr>
</tbody>
</table>

Based on the assumed latent heating and cooling profiles, the first step for the numerical resolution of this model consists of projecting and truncating the free troposphere dynamics onto the barotropic and the first two baroclinic modes of vertical structure. The ABL dynamics are represented by a bulk (barotropic) system obtained from vertically averaging the primitive equations over the extent of the mixed boundary layer. More precisely, we set:

\[
\begin{align*}
\begin{pmatrix} u \\ p \end{pmatrix}(y, z, t) &= \begin{pmatrix} u_0 \\ p_0 \end{pmatrix}(y, t)\phi_0(z) + \begin{pmatrix} u_1 \\ p_1 \end{pmatrix}(y, t)\phi_1(z) + \begin{pmatrix} u_2 \\ p_2 \end{pmatrix}(y, t)\phi_2(z) \\
\begin{pmatrix} \theta \\ \omega \end{pmatrix}(y, z, t) &= \begin{pmatrix} \theta_0 \\ \omega_0 \end{pmatrix}(y, z, t) + \begin{pmatrix} \theta_1 \\ \omega_1 \end{pmatrix}(y, t)\psi_1(z) + \begin{pmatrix} \theta_2 \\ \omega_2 \end{pmatrix}(y, t)\psi_2(z).
\end{align*}
\]

Here, \( \psi_j(z) = \sqrt{2} \sin(jz) \) and \( \phi_j(z) = \sqrt{2} \cos(jz) \), for \( 0 \leq z \leq H_T \) and \( j = 1, 2 \), are the corresponding Galerkin truncation basis functions associated with the first and second baroclinic modes of vertical structure and \( \phi_0(z) = 1 \) for \( 0 \leq z \leq H_T \) corresponds to the barotropic mode. The choice of the modes is linked with the heating profiles associated with organized convection in the sense that the first and second baroclinic modes are the modes that are directly forced by the latent heating, as already mentioned, while the barotropic mode appears to be the mode that responds directly to boundary layer convergence and surface pressure perturbations.
When the Equations (2)–(6) are projected onto the vertical structure modes above, we obtain three one-dimensional systems of PDEs that represent the barotropic and the first and second baroclinic mode dynamics, which are coupled to each other through the parameterized heating and cooling terms, projected advection nonlinearities, and boundary layer feedbacks. These equations are coupled to the bulk ABL equations through the convection parameterization and through the continuity of pressure and vertical velocity at the top of the ABL, which acts as an interface between the boundary layer and the free tropospheric flows. The details of the procedure are found in [39], and the resulting set of equations are reported in Table 4. In particular, we note that as a consequence of the ABL coupling, the vertical velocity at the top of the boundary layer is not zero and it induces a non-zero divergence of the barotropic component \( \nabla \cdot u_0 \) as can be seen in Table 4. The coupling via the continuity of pressure is reflected in the expressions of the barotropic and boundary layer pressures \( p_0 \) and \( p_b \) near the top and bottom of that table, respectively. All forcing terms that appear on the right-hand side of the prognostic equations in Table 4, such as \( S_i^{0,1}\) and \( H^b \) that represent the radiative, convective, and turbulent mixing terms, are parameterized based on various physical assumptions and their expressions are given in Table 5. The interested reader is referred to [39,42] for further details.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Variable</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barotropic</td>
<td>( u_0 )</td>
<td>( \frac{Du_0}{Dt} + \frac{\partial (u_0 v_1)}{\partial y} + \frac{\partial (u_0 v_2)}{\partial y} - \sqrt{2}(u_1 + u_2) \frac{\partial \theta}{\partial y} - f_0 v_0 = S_0^u )</td>
</tr>
<tr>
<td></td>
<td>( v_0 )</td>
<td>( \frac{Dv_0}{Dt} + \frac{\partial (v_0 u_1)}{\partial y} + \frac{\partial (v_0 u_2)}{\partial y} - \sqrt{2}(v_1 + v_2) \frac{\partial \theta}{\partial y} + f_0 u_0 = -\frac{\partial p_0}{\partial y} + S_0^v )</td>
</tr>
<tr>
<td></td>
<td>( p_0 )</td>
<td>( p_0 = p_b + \delta^2 \theta_b + \sqrt{2}(\theta_1 + \theta_2) )</td>
</tr>
<tr>
<td>1st baroclinic</td>
<td>( u_1 )</td>
<td>( \frac{Du_1}{Dt} + v_1 \frac{\partial u_1}{\partial y} + \frac{\sqrt{2}}{2} \left( v_1 \frac{\partial u_1}{\partial y} + v_2 \frac{\partial u_2}{\partial y} + 2u_2 \frac{\partial u_1}{\partial y} + \frac{1}{2} u_1 \frac{\partial v_2}{\partial y} \right) - \left( \frac{1}{2} u_1 + \frac{1}{2} u_2 \right) \frac{\partial \theta}{\partial y} - f_0 v_1 = S_0^u )</td>
</tr>
<tr>
<td></td>
<td>( v_1 )</td>
<td>( \frac{Dv_1}{Dt} + v_1 \frac{\partial v_1}{\partial y} + \frac{\sqrt{2}}{2} \left( v_1 \frac{\partial v_1}{\partial y} + v_2 \frac{\partial v_2}{\partial y} + 2v_2 \frac{\partial v_1}{\partial y} + \frac{1}{2} v_1 \frac{\partial u_2}{\partial y} \right) - \left( \frac{1}{2} v_1 + \frac{1}{2} v_2 \right) \frac{\partial \theta}{\partial y} + f_0 u_1 = \frac{\partial p_1}{\partial y} + S_1^v )</td>
</tr>
<tr>
<td></td>
<td>( \theta_1 )</td>
<td>( \frac{D\theta_1}{Dt} - \frac{\partial \theta_1}{\partial y} + \frac{\sqrt{2}}{2} \left( 2\epsilon v_1 \frac{\partial \theta_1}{\partial y} - 2v_2 \frac{\partial \theta_2}{\partial y} + 4\epsilon_2 \frac{\partial \theta_2}{\partial y} - \frac{1}{2} \theta_1 \frac{\partial v_2}{\partial y} \right) - \left( \frac{1}{2} \theta_1 - \delta \theta_2 \right) \frac{\partial \theta}{\partial y} + \frac{\sqrt{2}}{2} \frac{\partial \theta}{\partial y} = \frac{1}{2} \epsilon^b + \frac{1}{2} \theta_b^b )</td>
</tr>
<tr>
<td>2nd baroclinic</td>
<td>( u_2 )</td>
<td>( \frac{Du_2}{Dt} + v_2 \frac{\partial u_2}{\partial y} + \frac{\sqrt{2}}{2} \left( v_2 \frac{\partial u_2}{\partial y} - u_1 \frac{\partial v_1}{\partial y} \right) - \frac{1}{2} (u_1 - u_2) \frac{\partial \theta}{\partial y} - f_0 v_2 = S_2^u )</td>
</tr>
<tr>
<td></td>
<td>( v_2 )</td>
<td>( \frac{Dv_2}{Dt} + v_2 \frac{\partial v_2}{\partial y} + \frac{\sqrt{2}}{2} \left( v_2 \frac{\partial v_2}{\partial y} - v_1 \frac{\partial v_1}{\partial y} \right) + f_0 u_2 = \frac{\partial p_2}{\partial y} + S_2^v )</td>
</tr>
<tr>
<td></td>
<td>( \theta_2 )</td>
<td>( \frac{D\theta_2}{Dt} + \frac{\sqrt{2}}{2} \left( v_2 \frac{\partial \theta_2}{\partial y} - \theta_1 \frac{\partial \theta_1}{\partial y} \right) - \frac{1}{2} \theta_2 \frac{\partial v_2}{\partial y} + \frac{1}{2} \left( \frac{1}{2} \theta_1 + \theta_2 \right) \frac{\partial \theta}{\partial y} + \frac{\sqrt{2}}{2} \frac{\partial \theta}{\partial y} = \frac{1}{2} \epsilon^b + \frac{1}{2} \theta_b^b )</td>
</tr>
<tr>
<td>Free</td>
<td>( q )</td>
<td>( \frac{Dq}{Dt} + \frac{\partial (\delta^2 v_1 \delta^2 v_2 q + Q_\lambda v_1 + \tilde{Q}_1 v_2 - \tilde{Q}_0 v_0)}{\partial y} - (1 - q) + \kappa q_0 \frac{\partial \theta}{\partial y} = -\frac{1}{2} + \tilde{q}^b )</td>
</tr>
<tr>
<td>tropospheric</td>
<td>( \theta_b )</td>
<td>( \frac{D\theta_b}{Dt} = -E \Delta \theta - M_b \Delta m \theta + \frac{1}{2} \Delta \xi \theta - Q_{\theta_b} )</td>
</tr>
<tr>
<td>ABL dynamics</td>
<td>( u_b )</td>
<td>( \frac{Du_b}{Dt} - \frac{\partial p_b}{\partial y} = -E_u \Delta \xi \mu - C_d U_b )</td>
</tr>
<tr>
<td></td>
<td>( v_b )</td>
<td>( \frac{Dv_b}{Dt} + \frac{\partial p_b}{\partial y} = -\frac{\partial p_0}{\partial y} - E_u \Delta \xi v - C_d U_b )</td>
</tr>
<tr>
<td></td>
<td>( p_b )</td>
<td>( \frac{Dp_b}{Dt} = \frac{1}{\tau_{p_b}} \left( \frac{\partial \phi}{\partial y} - \frac{\partial \theta}{\partial y} \right) )</td>
</tr>
<tr>
<td></td>
<td>( \Phi )</td>
<td>( \Phi = \sqrt{2}(v_1 + v_2) \frac{\partial \phi}{\partial y} - f_0 (u_0 + \gamma u_b) - \gamma E_u \Delta \xi v - \gamma E_u \Delta \xi v + S_0^b )</td>
</tr>
<tr>
<td></td>
<td>( \phi )</td>
<td>( \phi = \frac{1}{2} \epsilon^b + \frac{1}{2} \epsilon^b + v_2 + v_1 + v_1 + v_2 + \frac{\partial \theta}{\partial y} + \sqrt{2}(\theta_1 + \theta_2) )</td>
</tr>
</tbody>
</table>

In Table 5 and elsewhere in the paper, for a scalar variable \( \phi \), we define \( \Delta \xi \phi = \phi_b - \phi_b, \Delta \xi \phi = \phi_b - \phi_b, \Delta m \phi = \phi_b - \phi_b \), where the subscript \( \gamma \) refers to values taken at the top of the ABL and \( b \) indicates bulk ABL values, while \( m \) corresponds to the middle of the troposphere. It is also worth noting that the first and second baroclinic components of pressure and vertical velocity flow from the projections of the hydrostatic balance and continuity equations.
To numerically solve the system of 13 1D equations in Table 4, a time-splitting method is employed [42]. The system is split into a conservative part, a hyperbolic part, and a nilpotent part that are each solved with their own appropriate numerical scheme for a better accuracy in key physical characteristics [51]. This scheme allows both numerical stability and keeping a good accuracy and efficiency of the numerical simulation. To represent radiative convective equilibrium (RCE), RCE is defined as a space and time homogeneous solution of the coupled model equations. The details of the procedure used to construct a physical RCE solution for the SMCM model can be found in [39,52,53].

### 2.3. Model Setup

In order to simulate the dynamics of coastal convection as it interacts with the diurnal cycle of solar radiation, we consider a zonally symmetric coastal domain for which the coastline runs parallel to the equator and the land mass is located north of the coastline. The coastline latitude defines the center of the computational domain and it is used to set the reference Coriolis parameter \( f_0 \). The model’s (meridional) resolution is set to \( ny = 512 \) grid points, which amounts to a mesh size \( dy = 4.59 \) km. The time step is set to \( dt = 14 \) s, which is a good compromise between obeying the Courant–Friedrichs–Levy (CFL) condition for numerical stability and keeping a good accuracy and efficiency of the numerical simulation. The equations of motion are complemented with Dirichlet boundary conditions. The initial conditions are chosen to represent radiative convective equilibrium (RCE). RCE is defined as a space and time homogeneous solution of the coupled model equations. The details of the procedure used to construct a physical RCE solution for the SMCM model can be found in [39,52,53].

As already mentioned, one of the main goals is to assess the model’s ability to simulate features of coastal convection and see how these features change when the Coriolis parameter \( f_0 \) is changed systematically, especially in light of Rotunno’s theory [25] (see Introduction section), even though Rotunno’s theory is based on a linear model relying solely on dry boundary layer dynamics. As the Coriolis effect depends on the reference
latitude $\phi_0$, this task is tantamount to studying the evolution of coastal convection features for different values of the parameter $\phi_0$. For this purpose, we run the model with the following $\phi_0$ values:

$$\phi_0 = 0^\circ, 5^\circ, 10^\circ, 15^\circ, 20^\circ, 25^\circ, 30^\circ, 35^\circ, 37.5^\circ, 40^\circ.$$  

We note that $\phi_0 = 30^\circ$ is Rotunno’s critical latitude, where his theory breaks down. Simulations were run for each one of these latitudes for a long time period, exceeding 100 days, to reach a statistical steady state.

A key element of the model set up is that we impose a diurnal solar forcing over the land domain. In our code, the radiative forcing is included in the (discrete) gradients $\Delta_\nu \theta = \hat{\theta}_e + \hat{\theta}_s - \theta_{es}(y, t)$ and $\Delta_\nu \theta = \hat{\theta}_e + \hat{\theta}_s - \theta_{es}(y, t)$, where $\Delta_\nu \theta$ and $\Delta_\nu \theta$ are RCE values and $\hat{\theta}_s(y, t)$ and $\hat{\theta}_s(y, t)$ are the variables through which we impose the diurnal forcing. The RCE values associated with the ocean part of the domain were determined in a previous study [42], but the ones associated with the land RCE are not known. We decided to impose the ocean RCE values both over the land and ocean domain and to run a first simulation of 100 days to reach a statistical RCE over the inhomogeneous domain. The model is then run for an extra 40 days and the corresponding simulation results are used in the analysis presented herein.

The ocean RCE values used as initial conditions are:

$$\Delta_\nu \theta = 10K, \Delta_\nu \theta = 0K, \Delta_\nu \theta = 5K, \Delta_\nu \theta = 0K, \Delta_\nu \theta = 11K, \Delta_\nu \theta = -5K.$$  

(10)

The main difference between the land and ocean parts of the model reside in the way the surface (latent and sensible heat) fluxes are imposed during the numerical simulations. For the ocean, we use only a constant surface forcing, which is consistent with its large thermal inertia. This is also consistent with Rotunno’s study [25]. To mimic the solar radiative forcing over the land part of the domain, we impose an additional surface forcing that follows a half-sine profile with time (Figure 3a) and that, for numerical stability, decays exponentially with latitude away from the coastline (Figure 3b,c). Namely, we set:

$$\hat{\theta}_e(y, t) = \hat{\theta}_e(s) \Phi_N(y),$$

$$\Phi_N(y) = \begin{cases} 
\frac{1}{\exp(-a(y-y_N)^2) - \exp(-a(y_L-y_N)^2)} & \text{if } y < y_N \\
\frac{1}{1 - \exp(-a(y_L-y_N)^2)} & \text{otherwise}, 
\end{cases}$$

(11)

where $y_N$ is the distance from the coastline, from which the radiative solar forcing begins to fade, and is set to $y_N = 700$ km. The latitude $y_L$ corresponds to the northern limit of the domain, where the additional forcing is set to zero. Moreover,

$$\hat{\theta}_e(t) = 1 + \theta_M^{es} \left\{ \frac{\pi}{\pi - 1} \left( \sin(\phi(t)) \right) - \frac{1}{\pi} \right\} \text{ if } 6:00 < [t] < 18:00,$$

(12)

and

$$\hat{\theta}_s(t) = 0.1 + \theta_M^{es} \left\{ \frac{\pi}{\pi - 1} \left( \sin(\phi(t)) \right) - \frac{1}{\pi} \right\} \text{ if } 6:00 < [t] < 18:00,$$

(13)

where $\phi(t) = \frac{2\pi([t] - T_0)}{T_0}, T_0 = 24$ h, and $[t] = t \text{ modulo } [1 \text{ day}] = t - nT_0$ with $n$ being a whole number. The amplitudes $\theta_M^{es}$ and $\theta_M^{es}$ of the half-sine solar forcing are parameters that depend on the Bowen ratio.

We introduce the parameters $\gamma = \frac{\theta_M^{es} \pi}{\pi - 1}$ and $\beta = \frac{\theta_M^{es} \pi}{\pi - 1}$ that represent the normalized amplitudes of $\theta_M^{es}$ and $\theta_M^{es}$, respectively. We have the relation $\beta = \gamma \frac{B_0}{\gamma} + \beta = 3.5$ K, consistent with a Bowen ratio value of $B_0 = 0.4$, corresponding to a
relatively moist land such as a tropical forest, as indicated in Table 1. Since the effects of sensible and latent heat input from the surface on the atmospheric dynamics are very distinct (the first acting directly and primarily within the ABL and controlling dry convection, while the second is conditioned by the phase change of water and acts above the ABL), sensitivity analysis to $B_o$ is not considered in this study, though the results are not expected to be highly sensitive to $B_o$ as long as the latter stays relatively small.

Figure 3. Radiative forcing on $\theta_b$: (a) temporal evolution over 24 h and spatial evolution at (b) 00:00 LST and (c) 12:00 LST, with $y < 0$: ocean, $y > 0$: land

3. Data and Methodology
3.1. The Raw Data

The time series of the root mean square (RMS) corresponding to the first 100 days of the simulation with the Coriolis parameter corresponding to the latitude $\varphi = 25^\circ$ are presented in Figure 4 for a few representative variables, namely, $q$, $q_b$ ($= \theta_{eb} - \theta_b$), $u_b$, $v_b$, $u_0$ and $v_0$.

After a transient period of roughly 10 days, all the variables except $u_0$ reach their statistical steady state around which they oscillate. The variable $u_0$ takes around 60 days to reach its statistical steady state.

The simulation is relaunched and rerun for another 40 days, starting from the solution at 100 days as the initial condition. The Hovmöller diagrams of selected variables are displayed in Figure 5 for these 40 days. We recall that land is $y > 0$ and the ocean corresponds to $y < 0$. In the heating rates $H_c$, $H_d$, and $H_e$ plots, for example, various propagation patterns are visible. However, slower modes tend to occur over land and faster modes tend to occur over the ocean. The direction of propagation is both landward and oceanward. The moisture variables also appear to have slow and fast streaks propagating
in both directions. The presence of different and entangled propagation patterns with different speeds of propagation makes the analysis complex and no general conclusion can be made at this point. To more easily distinguish and individually analyze these patterns and what they represent physically, we use a spectral or Fourier transformation on the variables $y$ and $t$ in the next sections.

As depicted on the precipitation contours in Figure 5f, three modes of variability seem to dominate our simulations: the diurnal mode, which is the direct response to the diurnal solar forcing; slowly propagating mesoscale rain bands that can cross the coastline in either direction and have life spans of two days or more; and fast propagating gravity waves. Examples of the gravity wave and slow modes are marked in Figure 5f by oblique line segments labeled by the letters G and Sl, respectively. The slopes of these lines define the average propagation speed of these wave-like signals and are roughly 30 m s$^{-1}$ and 4 m s$^{-1}$ for the gravity wave (G) and slow (Sl) modes, respectively. The line labeled with St denotes a nearly standing slow mode that modulates the diurnal cycle. The presence of exactly 9 precipitation peaks within the first 9 days of the marked nearly standing slow mode event is evidence of the diurnal mode. The same modes are also visible on the contours of all the other thermodynamical variables depicted in Figure 5 and in particular those of the cloud area fractions $\sigma_c$ and $\sigma_d$ and moisture $q$ and $q_b$. Although not shown here, the same is valid for $\sigma_s$ and the flow velocity variables as well as pressure and temperature.

Figure 5. 40-day Hovmöller diagrams: (a) $\sigma_c$, (b) $\sigma_d$, (c) $H_c$, (d) $H_d$, (e) $H_s$, (f) precipitation, (g) $q$, and (h) $q_b$ for a coastline at latitude $\phi = 25^\circ$. Examples of slow mode and gravity wave signals are depicted in (d), denoted with letters Sl and G, respectively. The line labeled St denotes a nearly standing slow mode that modulates the diurnal mode. The diurnal mode is evidenced by the precipitation events embedded within the nearly standing slow mode, occurring every day from day 4 to day 12. There are exactly 9 within the first 9 days of the slow mode signal.
The modes of variability are, thus, grouped hereafter into three categories: the diurnal mode, the slow modes, and the gravity wave modes. The slow modes typically have frequencies less than 1 cycle per day (cpd), while the gravity wave modes have frequencies larger than 1 cpd. It is worth noting that orographic effects are neglected in the present model, so all the gravity wave signals are solely driven by the differential heating between the land and ocean parts of the domain or by convective heating events.

3.2. Spectral Analysis

In order to single out and individually analyze the three modes of variability identified above, we will use the Fourier transform. For each given mode, we choose a variable that will serve as a reference for the filtering process, typically the one that appears to carry the strongest spectral signal. For the diurnal and gravity wave modes, \( v_1 \) is chosen as the reference, as these modes appear to be dominated by fluid dynamics (namely the sea and land breeze for the diurnal mode and divergence for the gravity wave mode), while for the slow mode we choose precipitation \( P \) as the reference variable.

To separate the part of the flow that is associated with the diurnal mode, for example, we created a filter that we apply to each one of the 24 variables in the spectral domain. That filter is created using the \( v_1 \) spectral field as a reference. It consists of a matrix of the same dimension as the \( v_1 \) field, whose coefficients are null except for a rectangle centered around the peak of interest corresponding to the diurnal mode, namely, a box composed of four-by-four pixels in the spectral domain, centered around the point with wavenumber \( k = 0 \) and frequency \( \omega = 1 \) cpd. Once the variable is filtered, the next step is to transform it back into the time and space domain with an inverse Fourier transform.

To filter the gravity wave, we use the same process on the \( v_1 \) field with the same type of filter as the previous one, but with a rectangle of \( 1 \)-coefficients around the peak of interest at frequency \( \omega = 2 \) cpd (cycles per day) and wavenumber \( k = -1 \). In our model, the 1st and 2nd baroclinic modes, with respective reference gravity wave speeds \( c_1 = 50 \text{ m s}^{-1} \) and \( c_2 = 25 \text{ m s}^{-1} \) [50], are nonlinearly coupled through advective nonlinearities, the barotropic mode, boundary layer dynamics, and latent heating. This coupling results in a modulation of all the gravity wave speeds generated in the model by both the 1st and 2nd baroclinic wave speeds. As such, the gravity waves in our system, which are typically coupled to both the moist thermodynamics and those four dynamical modes, can have wave speeds ranging anywhere between zero and \( 50 \text{ m s}^{-1} \) and higher. In our study, we only select one gravity wave to exhibit the typical behavior of these waves. To be able to determine a general behavior for the gravity waves of this model we would need to study all of them, but we deemed it more interesting to focus more attention on the diurnal mode, which carries the majority of the sea and land breeze effects.

For the analysis of the slow modes, a single (slow) mode propagating oceanward is selected. It corresponds to a spectral peak centered around the point \((k, \omega) = (-2, 0.2)\) in the spectral domain plot (not shown). It is worth noting at this point that a more efficient and systematic way to estimate the average propagation speed of a wave-like signal using the spectral diagram is to simply divide the frequency by the wavenumber of the corresponding spectral peak.

4. The Physical Features of the Main Modes of Variability in Coastal Convection

Our analysis below revealed that the diurnal mode is strongly modulated by slowly moving MCSs and heavily affected by the Coriolis force. The latter effect makes the dynamical fields of the diurnal mode switch from hyperbolic wave-like morphology at low latitudes to elliptic patterns at higher latitudes, roughly above 30 degrees, consistent with Rotunno’s linear theory [25]. In particular, the morphology of and interaction between dynamics, moist thermodynamics, and cloud fields are investigated in detail.

Not surprisingly, the diurnal cycle is found to be the fundamental mode of variability that controls the back and forth switching between the sea and land breeze characterizing the surface winds across the coastline and associated return flow aloft, leading to upward
motion and convective activity over land (ocean) during sea breeze (land breeze) periods, consistent with observations in many respects [54]. The details, however, are sensitive to the Coriolis force as the dynamical response switches between hyperbolic and elliptic behavior. The comparison of the onset of sea and land breeze to existing observations are mixed between being somewhat off in the deep tropics to showing a higher degree of consistency at higher latitudes [29,54–59]. Although it follows more or less of a similar pattern as a function of the Coriolis force, the extent of the penetration distance of the sea and land breeze is found to be more consistent with observations in our nonlinear and highly more complex and more realistic model than in Rotunno’s linear theory [9,25,29,60,61]. Moreover, the results demonstrate that the diurnal mode alone does not by itself represent the whole complexity of coastal convection. Instead, high-frequency modes, consisting mainly of fast-moving gravity waves and slower-frequency modes, reminiscent of mesoscale convective systems, contribute significantly to the variability in coastal convection, and all three provide comparable amounts of precipitation [62,63].

4.1. The Diurnal Mode

Slow Modulation and Transition from Hyperbolic to Elliptic Behavior

The top row of Figure 6 plots the time evolution of the (filtered) diurnal mode for mid-level moisture \(q\), boundary layer moisture \(q_b\), and deep convective heating \(H_d\) during the last 40-day simulation at 10° latitude near the coastline \((y = 0)\). The diurnal oscillations appear on top of much slower oscillations, which act as large-scale envelopes that modulate the diurnal mode. The period of these envelopes ranges from 10 to 40 days and seems to vary depending on the latitude of the coastline (results not shown).

The bottom row of Figure 6 displays spectral diagrams of mid-tropospheric and boundary layer moisture \(q\) and \(q_b\), and of surface precipitation \(P\). For \(q\), two peaks are noticeable at \((k, \omega) = (-4, 0.07)\) and \((k, \omega) = (2, 0.05)\). These peaks correspond to modes with periods of 14 and 20 days, respectively, which match the modulation periods of the diurnal modes reported earlier and favors the hypothesis of a modulation by nearly standing slow modes. The same peaks are also visible in \(q_b\) and \(P\). Although interesting, we defer the discussion of the nearly standing slow modes for a future study to focus more on the dynamical and morphological structure of the diurnal mode and try to draw attention to the similarities between our simulations and previous observational and theoretical studies. We are particularly interested in the variation in these features when the coastline
latitude (or equivalently the Coriolis parameter) is varied and how our results compare to Rotunno’s theory [25].

Figure 7 shows the (daily) composite Hovmöller diagrams of the diurnal mode for the meridional velocity in the ABL averaged over the 40 days of the simulation and for several coastline latitudes, ranging from 0 to 40°. Positive values represent southerly winds (i.e., from ocean to land) and negative values represent northerly winds (i.e., from land to ocean). For tropical latitudes ($\phi < 20°$), the $v_b$ contours consist of angled streaks, suggesting that the sea breeze propagates in a wave-like pattern along two ray paths that are extending from both sides of the coastline, while at higher latitudes the $v_b$ contours display nearly elliptical patterns. This is consistent with the theoretical results of [25] discussed in the Introduction section. In particular, Rotunno’s theory predicted that for $f < \omega_0$, the model equations governing the diurnal sea and land breeze response are hyperbolic and the solution is given by a superposition of inertia–gravity waves propagating away from the coastline.

Figure 7. Composite daily Hovmöller diagrams of the diurnal mode of $v$ at $z = 336$ m for coastline latitudes at (a) 0°, (b) 10°, (c) 25°, (d) 30°, (e) 35°, and (f) 40°

Nonetheless, there are some noticeable differences between the purely linear and dry solution of Rotunno and the present simulations. In the purely linear theory, the wave dispersion formula is given by $\omega_0^2 = f_0^2 + N^2 k_y^2 / k_z^2$, with $k_y$ and $k_z$ the horizontal and vertical wavenumbers, respectively. As noted in [64], energy propagates along ray paths, following the group velocity according to the equations: $\frac{dy}{dt} = \frac{\partial \omega_0}{\partial k_y} = N^2 k_y / k_z^2 = A$, where $A$ is a constant. So, in the $(y,t)$-plane, wave energy propagates along ray paths of constant slope. For $y < 0$, $k_y < 0$ making $A < 0$, and energy is propagating southward, whereas for $k_y > 0$, $A > 0$ and energy is propagating northward. There are, thus, two ray paths intercepting each other at the coastline $y = 0$. However, the ray paths in Figure 7 do not intercept exactly over the coastline but over a latitude a bit shifted to the north of the coastline. This qualitative mismatch between the linear theory and the present simulations may be due to the fact that our model is highly nonlinear. Unfortunately, observational data in this respect are lacking to be able to decide which behavior is more physical.

As the latitude becomes closer to the threshold latitude $\phi = 30°$, the ray paths flatten (e.g., Figure 7c). At 30° and above, the ray paths disappear and the sea/land breeze flow is no longer propagating as a wave but just moves between the land and ocean domains. Based on Rotunno’s theory [25], in the mid-latitudes ($f > \omega_0$), the linear model equations are no longer hyperbolic but become elliptic when the $\phi = 30°$ threshold is crossed, and the sea breeze flow response no longer follows a ray path but instead exhibits an elliptical flow pattern that flows landward in the lower atmosphere and back to the ocean in a return flow aloft. This is consistent with the time–latitude contours in Figure 7d–f.
that do not suggest wave propagation. However, many fine details emerge from our simulation that are different from basic ray paths versus elliptic flow patterns. In Figure 7f with $\phi = 40^\circ$, for instance, instead of one simple $v_b$ pattern consisting of oscillating northerlies and southerlies as in Figure 7c–e, we have a quadrupole $v$ structure suggesting divergence/convergence occurring near the middle of the land domain. This amounts to a reinforcement and perhaps a further southward shifting of the upward motion over land during the sea breeze phase when the Coriolis force is increased, which is explored further in the next section.

4.2. Dynamical and Thermodynamical Structure of the Diurnal Mode

In Figures 8 and 9, we plot time-averaged contours in the meridional–vertical ($y - z$) plane for the three velocity components, temperature, latent heating, and pressure for the cases $\phi = 10^\circ$ and $\phi = 35^\circ$, respectively. We also plot the mean mid-tropospheric moisture as a function of $y$ on top of the heating contours, while the $v - w$ velocity arrows are overlaid on top of the remaining panels. For the case $\phi = 10^\circ$, Figure 8b shows the sea breeze peaking in the lower troposphere, with maximum speeds of $v = 1.2$ ms$^{-1}$. In the upper troposphere, there is a weaker return flow. The equivalent figure for the land breeze (not shown) has similar maximum speeds even though observations indicate that the land breeze is often weaker than the sea breeze [54]. The effect of the Coriolis force is visible in Figure 8a, where the zonal velocity is positive in the lower part of the free troposphere, which is the sign of an eastward flow, consistent with the Northern Hemisphere location. Because $10^\circ$ is still close to the equator, the intensity of the Coriolis force is low, hence the weak wind deviation as $u$ reaches values of only up to 0.2 ms$^{-1}$, which is much smaller than the maximum $v$ value. The vertical velocity in Figure 8c is 100 times weaker than the maximum horizontal wind speeds and displays an antisymmetric pattern with respect to the coastline. On the land side, there is weak downward motion close to the coast followed by significantly stronger and deeper upward motion farther inland. The opposite pattern is seen on the ocean side. The combined action of $v$ and $w$ creates two small counterclockwise flows on each side of the coastline that are surrounded by a bigger counterclockwise flow centered at the land/ocean interface.

![Figure 8](image-url)  
Figure 8. 40-day average vertical cross sections of (a) $u$, (b) $v$, (c) $w$, (d) $\theta$, (e) latent heating and the free tropospheric moisture perturbation (dark line), and (f) $p$ at sea breeze peak time, 02:00 LST for $\phi = 10^\circ$. The arrows depicts the $v - w$ flow pattern.
Figure 9. 40-day average vertical cross sections of (a) $u$, (b) $v$, (c) $w$, (d) $\theta$, (e) latent heating and the free tropospheric moisture perturbation (dark line), and (f) $p$ at sea breeze peak time, 18:00 LST for $\phi = 35^\circ$. The arrows depict the $v-w$ flow pattern.

Figure 8e shows strong heating aloft and strong cooling at lower levels over land, indicating persistent stratiform heating. The mid-troposphere (vertically averaged over the free troposphere—above the ABL; see [39]) moisture peaking in the middle of the land domain is consistent with the evaporation of stratiform rain represented by the term $\mu H_s$ in the downdraft mass flux $D_c$ (See Table 5), though a thorough moisture budget analysis is needed in order to quantify the relative contribution of this term compared to other processes such as low-level convergence and mesoscale downdrafts. The lack of convection over the ocean means that the weaker, but persistent, longwave radiative cooling becomes dominant throughout the troposphere. The reverse heating field during the land breeze (not shown) is a strong congestus signature over land (i.e., cooling aloft and heating at lower levels; see Figure 2) and a weak deep convective signature over the ocean (i.e., heating throughout the troposphere with a mid-tropospheric maximum). In this situation, convection over the land is forced by enhanced surface heating but limited in vertical extent by the descending motion associated with the land breeze circulation, while deeper convection over the ocean is supported by the low-level convergence and ascending motion.

In the sea breeze phase, the pressure field (Figure 8f) exhibits upper-tropospheric positive anomalies, whereas the lower troposphere has weaker negative anomalies throughout the ocean domain and extending to up to 500 km inland. Above this penetration level (near 500 km), the pressure field displays positive anomalies in the mid-troposphere and negative anomalies aloft and below. This pressure pattern is consistent with the structure of the zonal velocity in this region of the domain, where it exhibits a double jet shear with westerly winds in the mid-troposphere and easterly winds in the lower and upper troposphere. In addition to complying with the hydrostatic balance relation, the perturbation of the potential temperature distribution over land in Figure 8d shows negative $\theta$ in the ABL because of the negative solar forcing imposed at 02:00 LST. In the lower free troposphere, the $\theta$ anomaly is positive and becomes negative in the upper troposphere. The $\theta$ structure is reversed over the ocean. This means that warm air is raising from the lower troposphere and cold air is sinking from above, consistent with a convective flow.

Figure 9 shows the same variables at the time of the maximum sea breeze magnitude for when the coastline is set at $\phi = 35^\circ$. Except for the major geometrical differences in the flow patterns, with wave-like tilted meridional wind patterns at 10° and more elliptical patterns at 35°, reminiscent of Rotunno’s theory, many similar physical features can be discerned between the latitudes. Figures 8b and 9b show consist landward flow in the
lower troposphere as a continuation of the sea breeze in the ABL that penetrates to roughly 5 km high, followed by a similar return flow in the upper troposphere. Furthermore, the sea breeze (\(v\) in the ABL) intensities reach comparable maxima of up to 1.2 ms\(^{-1}\) and slightly higher. Consistently, the free tropospheric \(v\) values also exhibit comparable ranges of intensities varying between 1.2 ms\(^{-1}\) for the landward flow in the lower troposphere and \(-0.6\) ms\(^{-1}\) for the return flow in the upper troposphere. Nonetheless, the geometry of the two flows is fundamentally different, as already mentioned. Importantly, the \(v\) contours in Figure 8b present tilted structures in the free troposphere, the landward (positive) flow exhibiting a pair of maximum values located on either side of the coastline (\(y = 0\)) and a minima triplet of the return flow (negative \(v\)), one of which is located near the coastline. The \(v\) contours in Figure 9b on the other hand present exactly one maximum and one minimum. The first being located at the ABL–lower troposphere interface, and the second at three-quarters of the height of the troposphere.

Moreover, the Coriolis force effect appears to be stronger at 35° as the zonal velocity values in Figure 9a reach maxima/minima of \(\pm0.35\) ms\(^{-1}\), while in Figure 8a, the zonal velocity values do not exceed \(\pm0.25\) ms\(^{-1}\). This is despite the fact that the corresponding meridional flows (the sole momentum source for the zonal velocity, through the Coriolis effect) have comparable values. However, consistent with the geometrical differences in the corresponding \(v\) flows, the \(u\) flows also have some considerable differences. While the contours in Figure 8a present a strong asymmetry with respect to the coastline, the ones in Figure 9a have a nearly symmetric structure, with one major double jet shear centered at the coastline, consistent with the \(v\) flow patterns in Figure 9b.

Not surprisingly, the vertical velocity contours in Figures 8c and 9c have the same overall upward motion over land and downward motion over the ocean. The air that is brought to the land by the sea breeze rises to the higher troposphere and then moves oceanward via the return flow. Due to the geometrical differences, mentioned several times now, at 35°, the combined action of \(v\) and \(w\) creates one large counterclockwise flow spanning the entire depth of the troposphere centered over the interface between the land and the ocean, which is fundamentally different from the equivalent flow pattern at 10°, which consists of multiple cells.

Fundamentally different from the 10° case, the latent heating contours in Figure 9e suggest that over land, where the convection takes place, there is a mix of congestus and deep convective clouds because of the larger mid-tropospheric heating compared to the relatively smaller upper-tropospheric cooling. Recall that at 10°, the heating field over land is dominated by upper-level heating and lower-level cooling, which is the complete opposite of Figure 9e. Over the ocean, there is a bottom-heavy cooling and weak upper-tropospheric heating, a signature of stratiform rain systems, that tend to overcome the imposed uniform radiative cooling there, which is somewhat similar to what we have observed in the 10° case.

Anomalies of \(\theta\) at 35° are positive in the lower troposphere and ABL, across both the ocean and land domains, and become slightly negative in the upper troposphere over land (Figure 9d). The \(\theta\) pattern is consistent with the latent heating structure over land, but less so over ocean. Figure 9f shows stronger low-level negative pressure anomalies compared to the tropical case but similar high-pressure anomalies in the upper troposphere. These patterns are also fundamentally different from what is displayed in Figure 8d,f.

4.2.1. Sea and Land Breeze Initiation and Peak Times, and Physical Mechanisms of the Diurnal Mode

Using Hovmöller diagrams, such as the ones in Figure 7, for the meridional velocity (not shown), it is possible to determine when the sea and land breezes begin and when they reach their greatest strength. Figure 10 shows the average starting time and the average time of peak magnitude of both the land and sea breezes at the land–ocean interface, averaged over the last 40 days of the simulations, for different latitudes. At the equator (\(\phi = 0°\)), the model’s average sea breeze starting time is 17:00 LST near the coastline. This
early evening start time is obviously unphysical since sea breezes are observed to begin much earlier in the day in the tropics, as it is the land breeze that begins setting up as the sun sets. However, this large time offset was also observed in Rotunno’s model [25]. This mismatch could be, therefore, associated with the idealized boundary layer setting that produces an overly long lag between when the sun rises or sets and the response of the land temperature. Some tuning is perhaps required in order to obtain the right timing of the sea breeze onset. It is also possible—though not clear how—zonzally propagating waves and synoptic-scale dynamics, which are not represented in the zonally symmetric setting, may play a role in determining the sea/land breeze onset near the equator. Moreover, for coastline located at \( \phi = 0^\circ \), the modeled tropical sea/land breezes in Figure 7 have maximum speeds of 1.25 ms\(^{-1}\), which are smaller than the values of 3 ms\(^{-1}\) found in [29] using ERA5 data off the west coast of Sumatra (\( \phi = 0.6^\circ \)), but the two speeds remain comparable. It is, thus, perhaps fair to say that models with zonally symmetric and/or idealized/bulk boundary layer dynamics fail in capturing the correct timing of the sea and land breeze near the equator, even though the reason is still unclear!

![Figure 10. Evolution of the start and peak times of the sea and land breezes for different coastline latitudes.](image)

As the latitude increases, the sea breeze starting time increases slightly to 18:00 LST near \( \phi = 10^\circ \) and then decreases monotonically to about 10:00 LST at \( \phi = 40^\circ \) (Figure 10), which is more consistent with physical expectations. The same behavior is observed for the starting time of the land breeze, which begins around 4:30 LST when \( \phi = 0^\circ \) (again, unphysical and maybe an artifact of the modeling framework; typical land breezes begin in the early evening as mentioned previously), is 6:00 LST near \( \phi = 10^\circ \), and drops monotonically to 22:00 LST at \( \phi = 40^\circ \). It is not clear at this point whether this systematic regression with latitude/Coriolis parameter of the sea and land breeze onset time is observed in nature, as various environmental conditions, especially synoptic wind and ocean dynamics, seem to affect this timing [55,56].

Nonetheless, for \( \phi = 25^\circ \), the model’s sea breeze starting time near the coastline of roughly 14:00 LST is in agreement with observations of a sea breeze near the coastline of Abu Dhabi (roughly \( \phi = 24^\circ \) N) starting some time between 13:00 and 14:00 LST [57]. A similar onset time, near 14:00 LST, was reported at Perth, Australia (\( \sim 32^\circ \) S) [58], while [59] reported a sea breeze onset time around 09:30 LST for the Korean coastal region of Boseong (\( \phi = 35^\circ \) N). The latter may be due to topographical effects associated with the proximity of the Goheung-eup Peninsula on the ocean side of the coastline.
The overall regressing tendency is singular and can be partly explained by the Coriolis effect that is null at the equator and increases as the latitude increases. Indeed, the meridional and zonal velocities in the ABL ($u_b$ and $v_b$) are linked by two equations (the $u_b$ and $v_b$ equations in Table 4) in a way that each of the variables modulates the evolution of the other through a term that depends on the Coriolis parameter $f_0$. This is a well-documented phenomenon through which the Coriolis force affects the sea and land breezes by redirecting the surface winds to blow at an angle with respect to the coastline [65]. This also may explain why the zonal symmetry framework can be a problem for obtaining an accurate account of the sea and land breeze evolution at (near) the equator where the Coriolis force is zero, to the point that the true evolution of the zonal flow is (almost) completely absent.

Figure 11a–c allow a closer examination of the coupled evolution of $u_b$ and $v_b$, as well as the pressure perturbation $p_b$ in the ABL, for different latitudes. At the equator, the Coriolis force is null, so $u_b$ has no forcing and stays null at all times, so $v_b$ is only modulated by the $p_b$ term. Away from the equator, we can see that $u_b$ is preceding $v_b$ and that the de-phasing is evolving with the latitude. The de-phasing between $v_b$ and $p_b$ seems to stay constant no matter the latitude. Figure 11d represents the evolution of the de-phasing between $u_b$ and $v_b$ with latitude. The de-phasing increases rapidly when the latitude becomes greater than $\phi = 5^\circ$ as the Coriolis force becomes more intense. This de-phasing stabilizes at $\phi = 15^\circ$ until $\phi = 30^\circ$, where it starts to slowly decrease. While this de-phasing is driven in large part by the Coriolis force, the fact that it is not monotonically changing with latitude suggests that it may also depend on feedback factors such as boundary layer coupling with free tropospheric dynamics, which is in turn directly coupled with convection and boundary layer friction through the terms $\Delta_t u$ and $C_d U u_b$ ($\Delta_t v$ and $C_d U v_b$) in the $u_b$ ($v_b$) equation.

Figure 11. Evolution of the diurnal modes of $u_b$, $v_b$, and $p_b$ during 36 h for the coastline latitudes (a) $\phi = 0^\circ$, (b) $\phi = 10^\circ$, and (c) $\phi = 35^\circ$, and (d) evolution of the de-phasing $\phi_{ub} - \phi_{vb}$ with the latitude.

As observed in other studies [9,60], the diurnal mode also seems to be driving the off shore migration and in-land penetration of coastal deep convection and the associated precipitation. In Figure 12a–e, Hovmöller diagrams of the diurnal precipitation anomalies
are plotted for different coastline latitudes. If we focus on the coastal area and put aside the far ends of the domain that are more directly influenced by the artificial boundary conditions, for high enough latitudes ($\phi \geq 10^\circ$), the main behavior of the diurnal precipitation anomalies seems to suggest a pattern that is consistent with an early morning initiation stage over the ocean, a mature stage, where precipitation first peaks over the ocean around 09:00 LST, and then a landward propagation followed by a secondary peak over land itself in the late afternoon to early evening. For $\phi =0^\circ$ (Figure 12a) and $\phi =5^\circ$ (not shown), the precipitation initiates over the land and ocean simultaneously, and propagates oceanward in both cases with a phase speed of $c_\phi = 23 \text{ m s}^{-1}$ over land and $c_\phi = 12 \text{ m s}^{-1}$ over the ocean, with a weaker intensity for precipitation over the ocean. For the latitudes $\phi =10^\circ$ to $30^\circ$, the precipitation also initiates over both the ocean and land and propagates both landward and oceanward with phase speeds around $c_\phi = 23 \text{ m s}^{-1}$. These speeds are roughly in agreement with various datasets of offshore rainfall migration speeds for the global tropics, that have been found to range from 3 to 20 m s$^{-1}$ [29]. For $\phi =35^\circ$ to $40^\circ$, the precipitation propagates landward only, with a phase speed of roughly $c_\phi = 25 \text{ m s}^{-1}$.

Figure 12. 40-day composite Hovmöller diagrams of the diurnal mode of precipitation for a coastline at (a) $\phi =0^\circ$, (b) $\phi =10^\circ$, (c) $\phi =25^\circ$ and (d) $\phi =35^\circ$, and (e) $\phi =37.5^\circ$, and (f) average starting/peaking time of the precipitation over land and ocean for all the studied coastline latitudes

Figure 12f shows the starting time of the precipitation as well as the time of peak precipitation magnitude over the land and ocean domains for all the studied coastline latitudes. For virtually all latitudes, precipitation is initiated over the ocean during the night or early morning (between midnight and 08:00 LST). This is in agreement with [34], who reported that in the maritime continent (i.e., the Indian Ocean /Western Pacific warm pool region), rain is concentrated over the oceans between 21:00 LST and 09:00 LST. For coastline latitudes below 20$^\circ$, albeit away from the coastline, the precipitation peaks in the afternoon from 14:00 LST to 19:00 LST over the ocean, which differs from observations of oceanic precipitation that show peaks in the early morning [34]. For latitudes above 20$^\circ$, the precipitation peak over the ocean varies between early to late morning hours (4:00 LST to 11:00 LST). The precipitation peak over land occurs during the late afternoon/evening (17:00 LST to 20:00 LST) for all the simulated latitudes, which is in agreement with the land-side coastal regime observed in [66], that is characterized by precipitation peaking at 18:00 to 00:00 LST. However, for $\phi =0^\circ$ (Figure 12a) and $\phi =5^\circ$ (not shown), which would be classified as a seaside coastal regime according to [66], the evening peak time over land differs from observations that show precipitation peaking at 03:00 to 12:00 LST.
4.2.2. Sea and Land Breeze Penetration

Another important feature of the sea/land breeze is its flow penetration landward and oceanward. The penetration of the sea (land) breeze is defined as the distance between the coastline and the breeze front over land (the ocean). To define the sea and land breeze front position with precision, we use the low-level convergence method (e.g., [29]), which in the present setting associates the sea/land breeze penetration front with the first point of maximum divergence/convergence in the ocean/land closest to the coastline. Figure 13a–e show the Hovmöller diagrams of the ABL convergence (−∂yvb) for different latitude cases. Consistent with the wind patterns in Figure 7, the near-surface convergence patterns also undergo a transition between wavy-like patterns for latitudes below the 30° critical threshold to elliptical patterns beyond this value. It is also worth mentioning that the most significant regions of convergence and divergence in Figure 13a–e are somewhat correlated with the corresponding positive and negative precipitation anomalies in Figure 12. However, unlike certain models, such as those based on a moisture convergence closure, positive convergence is not always associated with positive precipitation anomalies. A good example is given by the case φ = 0, which shows a strong convergence–divergence dipole over the ocean in Figure 13a, but the associated precipitation patterns in Figure 12a are very weak and appear to be negatively correlated.

At φ = 0°, the convergence contours show streaks propagating offshore at a speed of roughly cg = 15 ms⁻¹ (Figure 13a). This is about three times larger than the propagation speed of the convergence at 975 hPa reported by [29] near the west coast of Sumatra, who estimated convergence propagation speeds from ERA5 that ranged from 5 to 6 ms⁻¹ depending on the season. However, given that many factors are not accounted for in the model that can influence the land breeze propagation speed (especially at and near the equator as has been already stressed), the modeled values are encouraging as they are near the same order of magnitude.

Figure 13f compares the modeled land breeze offshore extent, measured by the distance of the first point of maximum convergence from the coastline, to Rotunno’s theory as a function of latitude. For small latitudes (below 15°), the behavior of the modeled land breeze penetration stays almost constant around 200 km. From 15° to 25°, the offshore
extent mainly increases monotonically as expected by Rotunno’s theory, except for the surprisingly high value of 800 km at 15°. It is hard to tell what is happening in this case and further investigations are warranted. From 30° to 40°, the land breeze penetration seems to stabilize around 400 km or slightly decreases as in Rotunno’s theory, but the number of sampling points (simulation cases) is too small to warrant a definitive conclusion.

It is also worth mentioning that the penetration distances (based on the convergence method) predicted by our model are larger than the values predicted by Rotunno’s theory. The land breeze offshore extent varies between 60 km and 130 km in the linear theory while our model produces values between 165 km and 800 km (Figure 13f). Rotunno’s model is in many respects more idealized compared to the model used in this study, which makes the difference between the model and the theory unsurprising. For example, Rotunno’s model is linear and deals only with boundary layer dynamics. Our model is nonlinear and is fully coupled to the upper free troposphere dynamics and to moist physics. Further investigation is needed in order to understand what causes these and other discrepancies. However, some of the values predicted by our model are consistent with observations of land breeze penetration. For example, [61] reported that mean offshore land breeze penetration is around 300 km at 30°, similar to our model, although they found that penetration decreases to about 100 km above 40°. Moreover, our model’s land breeze penetration for the 0° to 10° latitudes are also consistent with [61], who found that the influence of land extends several hundred kilometers from the shore in the tropics.

4.3. Fast and Slow Modes

In this section, we briefly examine some of the most salient physical features of the (moist) gravity wave and slow modes of coastal convection identified from the coastal SMCM simulations. We only focus on one characteristic gravity wave mode and one characteristic slow mode to ease the comparison between the different latitude cases. We selected the gravity wave with frequency $\omega = 2$ cpd and wavenumber $k = -1$ that is propagating oceanward in each latitude case. Figure 14 shows the Hovmöller diagrams of the gravity wave mode precipitation anomalies for different coastline latitudes. Precipitation initiates over the land part of the domain during the night (00:00 LST on average) and in the middle of the day (12:00 LST) and then propagates offshore. The propagation sometimes seems to be split into two phases, with two different speeds of propagation over land and the ocean (Figure 14c) or with a discontinuity between the propagation over land and the ocean (Figure 14b).

The rainfall propagation speed plotted in Figure 14f stays relatively constant with latitude at about 50 m s$^{-1}$, except for surprisingly high values up to $c_\phi = 92$ m s$^{-1}$ for the 35° and 40° cases. In theory, because the gravity waves generated in the model are modulated by both the first and second baroclinic modes, we expect phase speeds that are between $c_1 = 50$ m s$^{-1}$ and $c_2 = 25$ m s$^{-1}$ [50]. However, due to convective coupling we observe higher values. This behavior is somewhat unexpected and perhaps unphysical and, thus, merits further investigation in the future. Though it is worthwhile mentioning that excessively large phase speeds of (linear unstable) moist gravity waves have been observed in models for convectively coupled waves [67]. The moisture in the free troposphere is also carried by gravity waves, and Hovmöller diagrams of the moisture perturbation (not shown) indicate generally similar patterns and propagation speeds as the precipitation.

Observations have shown that coastal and diurnally forced precipitation events are also driven by slower modes of propagation associated with mesoscale convective systems (MCSs) [62,63]. MCSs are the largest of the convective storms, often containing large stratiform rain regions in addition to the prerequisite organized deep convection, and are responsible for a large part of the precipitation observed in the tropics [45]. Figure 15 shows the Hovmöller diagram of the precipitation associated with the oceanward propagating slow mode of period 5 days for different latitudes. The offshore rainfall propagation speeds are plotted in Figure 15f. The phase speeds average 2.8 m s$^{-1}$ in the tropics and reach 3.85 m s$^{-1}$ for $\phi = 35$°. These values are slightly underestimated but remain on the same
order of magnitude when compared to migration speeds of 5 m s$^{-1}$ observed for MCSs in the maritime continent for a coastline of latitude $-6^\circ$ [62].

Figure 14. Hovmöller diagram of precipitation for the gravity wave mode for a coastline at (a) 0°, (b) 10°, (c) 25°, (d) 35°, and (e) 40°, and (f) evolution of gravity wave speed by coastline latitudes

Figure 15. Hovmöller diagram of precipitation for the slow mode for a coastline at (a) 0°, (b) 10°, (c) 25°, (d) 35°, and (e) 40°, and (f) evolution of precipitation phase speed by coastline latitude

Relative Precipitation Contributions

As we saw previously, different modes of variability drive the precipitation over our coastal domain. It is of paramount importance, both for theoretical understanding and for forecasting purposes, to be able to establish the relative contributions of each one of these modes to the total precipitation in coastal areas. For that purpose, we filter the precipitation data to separately study these modes. For simplicity, we divide the spectral domain into fast modes, slow modes, and the diurnal mode categories, where frequencies above 1 cpd are grouped in the fast mode category and frequencies below 1 cpd are grouped in the slow mode category. Examples of slow, diurnal, and fast mode precipitation events are highlighted in Figure 5.

The precipitation time series are filtered using a spectral cut-off filter to separate the diurnal, fast, and slow modes of precipitation according to the definition above. Although
not shown, the raw spectral power plot shows that the most powerful peaks in the spectrum are among the slow modes of variability. The second most powerful peak is associated with the diurnal mode and the weakest peaks correspond to the fast gravity wave modes. Although, the slow and fast modes exhibit multiple spectral peaks, while the diurnal mode has only one relatively narrow blob concentrated near the spectral point $k = 0$ and $\omega = 1$ cpd.

The left column of Figure 16 displays the first 10 days of the simulation of the precipitation generated by each one of the filtered groups summed over the latitude at three coastline latitudes, while the right column displays the spatial RMS of the precipitation for each mode. Despite the differences in the spectral power peaks, the diurnal, slow, and fast modes produce precipitation of similar intensities (Figure 16a,c,e). Even though the fast mode’s peak intensities appear to be weaker when taken separately in the raw spectra (not shown), there are so many of them that their summed contribution becomes comparable to the intensity of all the slow modes together and the diurnal mode alone.

Figure 16. 10-day time series of the precipitation and precipitation RMS decomposed by mode for (a,b) $\phi = 0^\circ$, (c,d) $\phi = 25^\circ$, and (e,f) $\phi = 37.5^\circ$. 
The RMS time series in Figure 16b,d, and f indicate that the variability in the gravity modes is the largest and that in the diurnal mode is the smallest. This suggests that the diurnal mode is very predictable, as expected, while the slow and fast modes display relatively stronger variability making their behavior somewhat stochastic. We note that the RMS of the total precipitation seems to be more often closer to the RMS of the fast mode precipitation (Figure 16b,d,f), thus the predictability of coastal convection could be mostly affected by gravity wave dynamics that may be significantly contributing to the high-frequency precipitation signals, as in Figure 14, which are often poorly represented in climate and weather prediction models.

As shown in Section 4.1, the diurnal mode is modulated by the slow modes, and thus, its amplitude varies with time. The stronger its amplitude, the stronger its relative influence on the total precipitation will be. In Figure 16c, we see an example of such modulation. The amplitude of the diurnal precipitation is small at the beginning of the 10 days and increases with time to become of the same order as the amplitude of the fast and slow modes.

Furthermore, a technical point worth noting is related to the sampling of the fast modes. Because the time interval between successive model outputs is approximately 1 h, the sampling of the fast modes turns out to be an issue. The fastest of these modes evolves very quickly and would require smaller time steps to represent them accurately. This under-sampling generates large positive and negative peaks in the temporal evolution of the fast modes of precipitation. These peaks degrade the accuracy of the total sum calculated and can also cause negative values for the total precipitation (which are not physical). To solve this issue, a smoothing function was applied to the precipitation fast modes to lessen these peaks and provide more realistic time series of the precipitation associated with the fast modes, as shown in Figure 16.

5. Conclusions

In this paper, we used a zonally symmetric model to simulate coastal convection over a simplified coastal domain consisting of a land part and an ocean part separated by a coastline that runs parallel to the equator and is located at a fixed latitude. The model was originally developed for the zonally symmetric dynamics of the monsoon and Hadley circulations [42]. In particular, the model couples a primitive equations model for the free troposphere, coarsely resolved in the vertical, to a bulk dynamical boundary layer, and uses the stochastic multicloud model of [35] for the parametrization of convection. A diurnal solar forcing was imposed over the land part of the model domain and the dynamical response of the atmospheric flow to this forcing is assessed and analyzed in the context of the model. We particularly focus on the capability of this coupled model to represent the sea and land breeze circulation patterns and their effect on coastal precipitation. Numerical simulations were conducted for coastlines located at different latitudes, ranging from 0 to 40°, to compare the results to known theoretical and observational studies.

An important outstanding question is related to whether the land breeze alone causes the nocturnal offshore migration of coastal convection (e.g., [26,27]). Consistent with more recent studies that suggest that gravity waves forced by the land–sea coastal contrast or localized latent heating can cause nocturnal offshore propagating convection (e.g., [28]), our model results suggest that the coastal atmospheric moist convective response to the diurnal forcing is multimodal, including both sub- and super-daily propagating wave-like disturbances, as well as a diurnal mode that is mainly associated with the land and sea breeze switching. The model output was filtered to separate the modes of variability in the model response, which were classified into slow modes with frequencies below 1 cpd, the diurnal mode, and fast modes with frequencies larger than 1 cpd. Both the slow and fast modes appear in the form of propagating signals of wind, temperature, moisture, and precipitation. The slow modes are reminiscent of MCSs that are observed to dominate coastal rainfall variability on timescales of approximately two days, while the fast modes are believed to be associated with convectively coupled gravity waves that occur naturally in the model’s internal dynamics.
The isolation of the diurnal mode has revealed some interesting features, beyond the main fact that the land and sea breeze flows are diurnal phenomena generated in response to the diurnal solar forcing. Consistent with the work of Rotunno [25], for latitudes less than $\phi = 30^\circ$, the land and sea breezes appear as propagating waves along two ray paths running along both sides of the coastline. For latitudes greater than $\phi = 30^\circ$, the land and sea breezes do not propagate as waves but instead display flow patterns that displace air between the ocean and the land in almost elliptical trajectories.

We note that unlike Rotunno’s model, which is purely dry and restricted to the boundary layer, the circulation patterns in our model occur through the extent of the tropospheric depth. In addition, the point of intersection of the ray paths in the hyperbolic regime ($\phi < 30^\circ$) is centered at the coast in Rotunno’s theory but appears to be shifted towards the land domain in our model. Moreover, while the onshore penetration distance of the land breeze appears to increase with the latitude of the shoreline for $\phi < 30^\circ$ and then decrease with latitude above this value in both Rotunno’s theory and our model, there are major discrepancies in the actual values of these distances. The values produced by our model range from 165 to 800 km, versus 60 to 130 km predicted by Rotunno’s theory. However, Rotunno’s theory is based on a very idealized model that does not represent the complexity of all the processes involved in the real-life diurnal cycle. The model we used for our study has a higher complexity, therefore, it is expected to be closer to reality. Indeed, the values predicted by our model seem to be in better agreement with observations [61].

The wind speeds of both the land and sea breezes in our model reach values up to 1.2 m s$^{-1}$, consistent with land breeze speeds reported in observations from the maritime continent [29]. The land and sea breeze starting time was also analyzed and was found to move earlier as $\phi$ increased. Although not fully understood, this regressing behavior is consistent with observations [55–59] and may be linked to the effect of the Coriolis force as its intensity changes with latitude. In the tropics, the Coriolis effect is weaker and its effect in generating a zonal flow and shifting the wind is marginal. For the higher latitudes, the Coriolis effect is much stronger and the eastward deviation of the sea/land breeze is more visible in the zonal wind field. However, regardless of latitude, the combined action of the vertical and horizontal velocities generates a large, domain-wide clockwise or counterclockwise rotating flow depending on the nature of the breeze. While the model predicts unphysical sea and land breeze timings near the equator, it seems to exhibit better skill in the subtropics as the timing values were found to be more consistent with known observational works [57–59]. The diurnal precipitation exhibits several propagation patterns that also depend on the latitude. Precipitation is initiated in the morning over the ocean and then propagates either oceanward, landward, or both oceanward and landward depending on the coastline latitude.

A gravity wave mode of frequency $\omega = 2$ cpd was also isolated and analyzed. For all the latitudes studied, precipitation starts over the land during the night (00:00 LST on average) and during the day (12:00 LST on average) and propagates towards the ocean with average speeds of 58 m s$^{-1}$. Moisture is also carried by the gravity wave and propagates oceanward with average speeds of 51 m s$^{-1}$. A slow mode of frequency $\omega = 0.2$ cpd was further isolated. Precipitation associated with the slow mode propagated oceanward with speeds up to 3.85 m s$^{-1}$ for the latitudes studied, which is consistent with the phase speed of 5 m s$^{-1}$ measured for MCSs in the maritime continent [62]. Thus, the idea that the offshore propagation of coastal rainfall can be sustained by both fast-moving gravity waves as well as slowly propagating mesoscale systems is supported by our results.

Finally, it is worthwhile mentioning that while the model used here depends on a large number of uncertain parameters due to the nature of the convective parameterization employed, the results presented are overall robust to small changes in some of the key parameters such as $\kappa, \tilde{a}_0$ and $\tilde{a}_1$, which appear to control moisture exchange between the ABL and the free troposphere and the dependence of deep convection on the mid-troposphere temperature and boundary layer $\theta_{eb}$ (results not shown).
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