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Abstract: The quality of coking coal is vital in steelmaking, impacting final product quality and process efficiency. Conventional forecasting methods often rely on empirical models and expert judgment, which may lack accuracy and scalability. Previous research has explored various methods for forecasting coking coal quality parameters, yet these conventional methods frequently fall short in terms of accuracy and adaptability to different mining conditions. Existing forecasting techniques for coking coal quality are limited in their precision and scalability, necessitating the development of more accurate and efficient methods. This study aims to enhance the accuracy and efficiency of forecasting coking coal quality parameters by employing neural networks and artificial intelligence algorithms, specifically in the context of Knurow and Szczygłowice mines. The research involves gathering historical data on various coking coal quality parameters, including a proximate and ultimate analysis, to train and test neural network models using the Group Method of Data Handling (GMDH). Real-world data from Knurow and Szczygłowice mines’ coal production facilities form the basis of this case study. The integration of neural networks and artificial intelligence techniques significantly improves the accuracy of predicting key quality parameters such as ash content, sulfur content, volatile matter, and calorific value. This study also examines the impact of these quality indicators on operational costs and highlights the importance of final indicators like the Coke Reactivity Index (CRI) and Coke Strength after Reaction (CSR) in expanding industrial reserve concepts. Model performance is evaluated using metrics such as mean absolute error (MAE), root mean square error (RMSE), and coefficient of determination ($R^2$). The findings demonstrate the effectiveness of these advanced techniques in enhancing predictive modeling in the mining industry, optimizing production processes, and improving overall operational efficiency. Additionally, this research offers insights into the practical implementation of advanced analytics tools for predictive maintenance and decision-making support within the mining sector.

Keywords: neural networks; coal quality; data processing; priority and sampling; AI in mining; economic parameters

1. Introduction

In the era of Industry 4.0, artificial intelligence (AI) is crucial for addressing challenges across various sectors. Machine learning models analyze real-time data from sensors, predicting equipment failures and enabling proactive maintenance, which reduces downtime and enhances efficiency [1]. AI optimizes processes and automates tasks in manufacturing, logistics, and supply chain management, leading to cost savings and increased productivity [2–4]. AI-powered computer vision systems revolutionize quality control by offering precise defect detection. These systems continuously refine their performance through feedback loops, enhancing accuracy and reliability in complex production environments [5]. Real-time monitoring of visual data streams from production lines ensures consistent product quality by triggering automated responses to abnormalities [6,7].
Natural language processing (NLP) and machine learning enable businesses to analyze customer data effectively, providing personalized experiences and optimizing customer interactions [8,9]. NLP techniques analyze customer feedback, classifying sentiment to address issues proactively and maintain positive brand perception [10,11]. Machine learning models predict customer churn, helping businesses retain customers [12].

AI-driven mining processes and energy management systems optimize energy consumption and enhance efficiency and sustainability. In smart buildings, these systems adjust energy usage based on occupancy and environmental conditions, reducing waste and enhancing comfort [13]. In industrial facilities, AI predicts equipment failures and optimizes production schedules, improving productivity and minimizing environmental impact. AI-driven systems in urban environments optimize resource use, such as electricity and transportation, reducing outages and emissions [14]. However, further improvements in modeling mining processes are needed to fully leverage these advancements [15].

Despite the growing momentum of “Grid mining” as an emerging trend, its acknowledgment within the mining sector may still be limited [16]. Nonetheless, the successful integration of neural networks into mining operations demands a comprehensive approach that considers several critical aspects. This encompasses meticulous attention to data collection methodologies, preprocessing techniques, model training procedures, and domain-specific expertise. To fully harness the potential advantages offered by neural networks in optimizing operations and enhancing decision-making processes, mining companies must make strategic investments in various areas [17]. Firstly, establishing a robust data infrastructure is paramount, ensuring the availability of high-quality data necessary for training and validation. Additionally, recruiting and retaining skilled personnel with expertise in machine learning, data science, and mining operations are essential for effectively implementing and managing neural network-based systems. Furthermore, seamless integration strategies are crucial to ensure that neural network solutions complement existing workflows and systems seamlessly [18]. This involves aligning the implementation of neural networks with the specific requirements and objectives of mining operations, while also considering scalability and interoperability with other technologies. Moreover, ongoing research and development efforts are necessary to continually refine and optimize neural network models for mining applications [19,20]. This includes exploring novel architectures, algorithms, and methodologies tailored to address the unique challenges and complexities of the mining industry. In summary, while “Grid mining” and neural network integration hold promise for revolutionizing mining operations, their successful adoption requires a holistic approach encompassing data infrastructure, human resources, integration strategies, and ongoing innovation. By prioritizing these aspects, mining companies can unlock the full potential of neural networks to drive efficiency, productivity, and sustainability in their operations [21].

Essential components of intelligent mining encompass the integration of automation and robotics, both on the surface and underground, alongside the implementation of monitoring and control systems, analytics, and predictive modeling. Additionally, the effective utilization of big data is crucial for streamlining mining operations and related tasks [22,23]. Real-time monitoring using sensors, cameras, and IoT devices plays a pivotal role in facilitating proactive maintenance, early issue detection, and operational improvements [24].

Smart mining involves harnessing cutting-edge technologies such as artificial intelligence, the Internet of Things (IoT), and automation to enhance productivity, safety, and environmental stewardship within mining operations. This requires the integration of various digital systems and data-driven technologies to optimize decision-making and operational workflows [25]. The global transition towards circular economy principles necessitates a revaluation of traditional mining methodologies to ensure long-term economic and environmental sustainability.

The author addresses challenges in the mining industry by leveraging innovative AI methodologies to solve real-world problems. Previously, the author explored geological modeling, production design, and mining planning using AI systems [26]. A notable approach
involves presenting mining models as comprehensive simulations controlled from a command center, enhancing accuracy with visual representations of infrastructure elements [27].

These concepts are crucial for scaling laws, modeling, and understanding complex systems. Economic parameters, such as profitability, are vital for mining operations [28,29]. The author’s work on AI-driven simulation systems for various mining operations underscores the research’s validity [30–32]. This work ensures conformity in establishing coal quality characteristics across different mines. Dyczko [33] analyzed data from KWK “Borynia-Zofiówka” and “Zofiówka” Mining Plant to test geological sediments as predictors of coal quality. These sediments provide valuable information about coal quality, including calorific value, ash content, and environmental impact.

Incorporating diverse viewpoints into neural networks enhances decision-making and operational efficiency in mining [34]. This approach uses a wide range of data sources to derive insights, leading to accurate predictions, better process control, and higher safety standards [35].

By analyzing geological data, neural networks optimize drilling locations, resource distribution, and geological formations. Integrating equipment status data enables predictive maintenance, minimizing downtime and optimizing asset utilization [36,37]. Operational variables such as production rates and energy consumption are also optimized, resulting in streamlined workflows and improved resource allocation. Comparing neural network analysis results between different mines reveals efficiency disparities, identifies best practices, and highlights improvement areas. Tailored technical proposals based on these findings enhance operational effectiveness and sustainability.

This study aims to use geological and technical parameters as predictors of coal quality by applying AI and neural networks. Identifying significant parameters among large datasets is crucial for optimizing mine operations. The author developed a method for calculating these parameters based on AI and neural networks. The analysis highlights the need to improve methodologies for assessing coal quality. The author reviewed existing techniques and suggested a potential correlation between Coal Reactivity Index (CRI) and Coal Strength after Reaction (CSR) characteristics, influenced by geological parameters. Geological factors significantly determine CRI and CSR values due to coal’s origin and mineral content.

2. Strategy and Policy for Management of the Production Line of a Coal and Coke Group in Terms of Testing the Quality of the Deposit Exploited and the Coke Produced

The “QUALITY Programme from Deposit to Sea”, which is central to the JSW Capital Group’s 2018 strategy, defines detailed objectives for key areas of responsibility. It aims to reduce risks and business challenges while maximizing opportunities resulting from socioeconomic changes.

The JSW Capital Group’s new strategy set goals for key areas of responsibility: reducing risks and related business challenges on one hand and maximizing opportunities from social and economic changes on the other. The implementation of the “QUALITY Programme” was made a key element of the JSW Capital Group’s business strategy. This comprises several actions to ensure uniform procedures for designing and planning production actions, deposit modeling, production schedule planning, and continuous monitoring and supervision of production quality, including:

- Geological databases for six mines have been built and organized.
- IT tools for scheduling and deposit modeling have been implemented.
- Geological models have been developed for strategic deposits, resource parts, and mining levels of all JSW CG mines.
- Strategic production schedules have been developed, linked with deposit models.
- A central strategic scheduling model has been developed, enabling the integration of mine schedules at the JSW CG Management Board Office level.
- Plans to build a central database, aggregating deposit models and production schedules, are underway at the JSW CG Management Board Office level.

The update of the JSW Capital Group’s business strategy, initiated in early 2020, primarily aims to ensure the safety and continuity of the group’s production. This led to
the adoption of necessary regulations to prevent mines from accumulating coal beyond safe levels and secure strategic storage sites. This ensures that, in situations such as rail traffic halts due to the pandemic, it will be possible to safely deposit the coal extracted when the mines’ storage sites are near 75% capacity. These activities, focused on optimizing production volume, include an ongoing analysis and monitoring of production capacity, research, and forecasting of quality and sales opportunities based on internal and external market demand (both exports and domestic sales).

The establishment of the new Quality Management Office formed part of the “Product Quality Strategy for the JSW Capital Group for 2020–2030”, adopted by the Management Board. The “Quality Management Policy for Deposit and Product Testing in the JSW Capital Group” ensures the desired level of qualitative parameters of coking coal and steam coal, as well as the rules for forecasting the qualitative parameters of steam coal [15]—see Figure 1.

Figure 1. Schedule of actions taken to develop proactive production control and stabilization of commercial coal parameters in JSW CG—source: [own study].

Jastrzębska Spółka Węglowa SA (JSW SA) is a Polish mining company producing coking coal and coke for energy and electricity generation. Currently four mines belong to JSW S.A.: KWK “Borynia-Zofiówka-Bzie”, KWK “Budryk”, KWK “Pniówek”, and from 1 August 2014 also KWK Knurów-Szczygłowice (Figure 2).

These four mines belong to JSW S.A. conduct mining operations in the south-western part of the Upper Silesian Coal Basin in the vicinity of Jastrzębie Zdrój, Zory, Knurów, Mikołów, Świerklany, Suszec, Pawłowice, Mszana, Godów, Orzesze, Ormontowice, Gierałtowice, and Czerwinia-Leszczyń, covering a total area of 192.3 km².

JSW SA has proven operational reserves of coal (JORC’s category Reserves) in the amount of 995 million tons. However, the company plans to enlarge the resource base to 1367 million tons, which will allow it to maintain a strong position in the international markets over the next 60 years. The company supplies coking coal to both domestic and foreign customers.

The author’s research shows that only the correlation of forecasts in the area of demand (the expected volume and quality of the product depend on the business cycle) and supply (extraction volumes), i.e., production and planned investments enable the fulfillment of the assumed production plans, makes it possible to achieve the greatest economic effect in the period of price increases, with simultaneous control of costs enabling remaining above the profitability threshold in the period of economic downturn [26].
Figure 2. The mining areas of JSW S.A. in relation to the surrounding mines (JSW S.A. materials).

3. Research Methodology

The Group Method of Data Handling (GMDH) is a data-driven modeling technique developed by the Ukrainian scientist Olexii Ivakhnenko in 1968 [38]. This method involves the creation of models based on experimental data through the identification of structural and parametric relationships. The problem of structural parametric identification, or the construction of models based on experimental data, is addressed by finding the extremum of a certain criterion among a set of different models. By doing so, GMDH facilitates the construction of accurate and robust predictive models. GMDH-based neural network models have been successfully applied to various fields, such as process modeling, time series prediction, and fault diagnosis [39,40]. These models have demonstrated superior performance over conventional neural network models in terms of prediction accuracy, robustness, and generalization capability.

These approaches were detailed in my previous articles, which also identified the parameters of coking coal for improving its quality under different mining and geological conditions. In our joint works, we have thoroughly identified the bases for our modeling and the mathematical mechanisms for forming neural connections and processing data based on their prioritization [33,40,41].

Neural network models are built on artificial neurons processing input signals, applying weights, combining them mathematically, and using an activation function to determine the output, introducing non-linearity and enabling the learning of complex patterns [42]. They consist of interconnected layers of these neurons, typically in a feedforward structure where information flows. During training, weights are adjusted through backpropagation, combining them mathematically, and using an activation function to determine the output, introducing non-linearity and enabling the learning of complex patterns [42].

The research undertaken on behalf of Knurów and Szczygłowice mines involved a comprehensive analysis, drawing comparisons with prior investigations carried out at the “Borynia-Zofiówka” mine of the Jastrzębska Spółka Węglowa SA [33]. This investigation
spanned the entirety of coal mining operations, meticulously observing geological conditions from inception to implementation. The central aim of the study was to uncover intricate patterns, discern emerging trends, identify associations, and gain insightful perspectives from vast datasets. The process proved to be highly demanding computationally due to the sheer volume of data involved. To ensure the integrity of the analysis, the researchers adhered strictly to principles of random sampling [43]. This approach guaranteed that each data point had an equal likelihood of being included in the sample, thus minimizing bias. Moreover, within each distinct stratum, random sampling techniques were meticulously applied to guarantee accurate representation across all demographic groups. The analysis itself encompassed a multifaceted approach, involving both direct data collection from geological layers and meticulous surface examinations of coal quantity and quality characteristics [44].

The foundation of neural network models rests upon the artificial neuron or perceptron, a vital component designed to emulate the functions of biological neurons found in the human brain. These artificial neurons, drawing inspiration from their biological counterparts, are meticulously engineered to replicate their processes. They can receive multiple input signals, assigning varying weights to each signal, and then integrating them using mathematical operations. In managing data, the Group Method of Data Handling (GMDH) has been employed as an effective strategy. Model evaluation entails the utilization of well-established metrics including mean absolute error (MAE), root mean square error (RMSE), and coefficient of determination ($R^2$) [45]. Following this, the aggregated weighted sum undergoes further processing through an activation function, which plays a crucial role in determining the output of the neuron. This activation function introduces non-linear characteristics to the model, thereby empowering neural networks to discern intricate patterns and correlations with precision [5,46].

Group Method of Data Handling (GMDH): GMDH-type algorithms are characterized by a methodology wherein a series of increasingly complex models are generated and assessed to identify those exhibiting the highest accuracy in forecasting outcomes on previously unseen data, commonly referred to as a validation or testing dataset. The aim is to select the model with optimal complexity. While mathematically straightforward, GMDH demonstrates alignment with contemporary data mining methodologies. Validation plays a pivotal role in identifying optimal complexity, a principle shared by many learning algorithms [47,48].

In this study, we employed four algorithms of model structure creation: Combinatorial, Stepwise Forward Selection, Stepwise Mixed Selection, and Neural Network. Since these algorithms are logically separated from data preparation procedures, we call them Core algorithms. Core algorithms perform the generation and selection of model structures. Then, model coefficients are fitted using the least squares method. Core algorithms generate models from simple to complex ones until the testing accuracy increases. Let us examine them in more detail [27,49].

Combinatorial GMDH Algorithm: The Combinatorial type of the GMDH algorithm is characterized by its approach to model structure creation, which involves systematically exploring all possible combinations of input variables to construct the most optimal model. This method exhaustively evaluates different combinations of input variables to identify the structure that best fits the data [50]. By considering all possible combinations, the Combinatorial approach aims to discover complex relationships and interactions among variables, leading to a comprehensive understanding of the underlying system [51].

Stepwise Forward Selection GMDH Algorithm: The Stepwise Forward Selection type of the GMDH algorithm constructs model structures by sequentially adding variables that contribute most significantly to the predictive performance of the model. This approach begins with an empty model and iteratively adds one variable at a time, selecting the variable that maximally improves the model’s predictive accuracy at each step. By iteratively selecting variables based on their individual contribution to the model, the Stepwise Forward Selection method aims to build parsimonious models with high predictive
This approach is particularly useful when dealing with large datasets with numerous potential predictor variables.

Stepwise Mixed Selection GMDH Algorithm: The Stepwise Mixed Selection type of the GMDH algorithm combines elements of both forward and backward selection techniques. It starts with an empty model and iteratively adds or removes variables based on their contribution to the model’s predictive performance. This approach evaluates the impact of adding or removing each variable while considering the overall model fit. By combining forward and backward selection strategies, Stepwise Mixed Selection aims to identify the most relevant variables while optimizing the model’s complexity. This method is particularly effective in scenarios where both the addition and removal of variables can enhance the model’s predictive accuracy.

GMDH-Type Neural Networks: GMDH-type neural networks, also referred to as polynomial neural networks, utilize the Combinatorial algorithm to optimize neuron connections. This iterative algorithm constructs layers of neurons with multiple inputs, retaining a limited set of optimally complex neurons known as the initial layer width. Subsequent layers are formed by selecting neurons from preceding layers, with each neuron applying a transfer function typically involving two variables. The exhaustive Combinatorial search selects transfer functions that best predict testing data accuracy. While these transfer functions commonly exhibit quadratic or linear forms, customization is possible within the solver module. Despite generating numerous layers, GMDH-type networks feature sparse layer connections, often comprising only a few connections per layer. The algorithm restricts the number of neurons returned from each layer, as defined by the user, to control the continuous growth of layer width resulting from connections to previous layers. Specifically, to expedite computation while minimizing potential model quality degradation, the size of each subsequent layer is halved relative to the previous layer, i.e., \( N_k = 0.5 \cdot N_{k-1} \).

The generation of new layers halts either when a new layer fails to demonstrate improved testing accuracy compared to its predecessor or when the reduction in testing error is less than 1%. Additionally, the algorithm may cease generating new layers upon reaching a predefined limit on the number of layers.

The validation criterion specifies the model selection criterion for both the Core algorithm and variable ranking. We employed the MAE (mean absolute error) criterion, as it is more resilient to outliers. The mean absolute error criterion is a metric used to evaluate the accuracy of a predictive model by measuring the average absolute difference between the actual and predicted values. This is unlike other metrics such as the Mean Squared Error (MSE), which penalizes larger errors more heavily. MAE provides a more straightforward assessment of model performance. It is particularly useful when the dataset contains outliers or when the focus is on the magnitude of errors rather than their squared values.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - x_i| = \frac{1}{n} \sum_{i=1}^{n} e_i
\]  

It is an arithmetic average of the absolute errors \( e_i \), where \( y_i \) is the prediction and \( x_i \) the true value.

The input variables also include the values of elementary functions of the input parameters (Table 1). This allows for an expansion of the model identification capabilities in cases where there is no correlation between the input parameters and the response function.

The data from both enterprises were analyzed using all four Core algorithms. The best models (in terms of minimal prediction error) will be discussed in the Results and Discussion Section.
Table 1. Available transformations of input parameters.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Notation, Example</th>
<th>Elementary Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square</td>
<td>$x$, $sqr$</td>
<td>$y = x^2$</td>
</tr>
<tr>
<td>Square root</td>
<td>$x$, $sqrt$</td>
<td>$y = \sqrt{x}$</td>
</tr>
<tr>
<td>Cube</td>
<td>$x$, $cube$</td>
<td>$y = x^3$</td>
</tr>
<tr>
<td>Cube root</td>
<td>$x$, $cubert$</td>
<td>$y = \sqrt[3]{x}$</td>
</tr>
<tr>
<td>Exponential</td>
<td>$x$, $exp$</td>
<td>$y = \exp(x)$</td>
</tr>
<tr>
<td>Logarithm</td>
<td>$X$, $ln$</td>
<td>$y = \ln(</td>
</tr>
</tbody>
</table>

4. Results and Discussion

The Knurow and Szczygłowice mines operational data underwent a statistical analysis to facilitate essential research endeavors. Specifically, the examination focused on assessing the impact of 18 input variables on two outcome measures, namely Coke Reactivity Index (CRI) and Coke Strength after Reaction (CSR). The dataset’s organization and composition are delineated in Tables 2 and 3, encompassing a comprehensive collection of 1104 and 716 observations, respectively.

Table 2. Knurow mine data structure.

<table>
<thead>
<tr>
<th>CRI, %</th>
<th>CSR, %</th>
<th>DA</th>
<th>RO</th>
<th>VT</th>
<th>L</th>
<th>I</th>
<th>M</th>
<th>AA</th>
<th>RI</th>
<th>SI</th>
<th>B</th>
<th>PA</th>
<th>S</th>
<th>VF</th>
<th>A</th>
<th>QIA</th>
<th>WA</th>
<th>CL</th>
<th>AD</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.3</td>
<td>31.5</td>
<td>1.35</td>
<td>0.81</td>
<td>72</td>
<td>10</td>
<td>16</td>
<td>2</td>
<td>8.5</td>
<td>82</td>
<td>8</td>
<td>82</td>
<td>0.085</td>
<td>1.04</td>
<td>37.38</td>
<td>29</td>
<td>30,559</td>
<td>1.74</td>
<td>0.2</td>
<td>8.65</td>
</tr>
<tr>
<td>52.1</td>
<td>24.6</td>
<td>1.29</td>
<td>0.85</td>
<td>81</td>
<td>8</td>
<td>10</td>
<td>1</td>
<td>3.28</td>
<td>85</td>
<td>8.5</td>
<td>190</td>
<td>0.051</td>
<td>0.99</td>
<td>37.76</td>
<td>28</td>
<td>32,893</td>
<td>1.22</td>
<td>0.15</td>
<td>3.32</td>
</tr>
<tr>
<td>40.2</td>
<td>44.8</td>
<td>1.33</td>
<td>0.84</td>
<td>81</td>
<td>6</td>
<td>12</td>
<td>1</td>
<td>6.98</td>
<td>83</td>
<td>8</td>
<td>80</td>
<td>0.093</td>
<td>0.94</td>
<td>36.15</td>
<td>29</td>
<td>31,072</td>
<td>1.29</td>
<td>0.19</td>
<td>7.07</td>
</tr>
<tr>
<td>63.6</td>
<td>25.3</td>
<td>1.32</td>
<td>0.82</td>
<td>78</td>
<td>6</td>
<td>14</td>
<td>2</td>
<td>6.29</td>
<td>88</td>
<td>7.5</td>
<td>77</td>
<td>0.095</td>
<td>0.99</td>
<td>38.16</td>
<td>29</td>
<td>31,771</td>
<td>1.3</td>
<td>0.21</td>
<td>6.37</td>
</tr>
<tr>
<td>59.9</td>
<td>22.4</td>
<td>1.33</td>
<td>0.87</td>
<td>76</td>
<td>7</td>
<td>16</td>
<td>1</td>
<td>4.78</td>
<td>82</td>
<td>8</td>
<td>100</td>
<td>0.05</td>
<td>1.32</td>
<td>37.48</td>
<td>28</td>
<td>31,847</td>
<td>1.88</td>
<td>0.21</td>
<td>4.87</td>
</tr>
</tbody>
</table>

The quality of coal is influenced by a multitude of parameters, ranging from mining-geological and technical-technological to socio-organizational and technical-economic factors. When using empirical statistical methods of analysis, the data sample can become too large, making it difficult to discern the influence of each parameter on the final qualitative characteristics of coking coal. This variability not only affects mine operations but also impacts coal quality, production costs, and ultimately, the final price of coal. Therefore, it is crucial to identify the most significant parameters from the vast amount of data available.

The research began by determining the pairwise correlation of each of the 18 factors potentially influencing the outcome variables CRI (Coke Reactivity Index) and CSR (Coke Strength after Reaction). By analyzing these correlations, researchers aimed to pinpoint which factors had the most substantial impact on coal quality. This initial step is vital as it helps narrow down the focus to the most relevant parameters, ensuring a more efficient and accurate analysis.

Several characteristic scatter plots illustrating these correlations are provided in Figure 3. These plots offer a visual representation of the relationships between the factors and the outcome variables. By examining these scatter plots, researchers can better understand...
the nature of these relationships and identify patterns that might not be apparent through numerical data alone. This visualization aids in the overall process of determining which factors are most significant in influencing the quality of coking coal.

Table 3. Szczygłowice mine data structure.

<table>
<thead>
<tr>
<th>CRI, %</th>
<th>CSR, %</th>
<th>Coal Density, g/cm³</th>
<th>Vitrinite Reflectivity</th>
<th>Vitrinite Content, %</th>
<th>Liptinite Content, %</th>
<th>Inertinite Content, %</th>
<th>Ash Content, %</th>
<th>ROGA Index</th>
<th>Swelling Index</th>
<th>Dilatation</th>
<th>Phosphorus Content, %</th>
<th>Sulfur Content, %</th>
<th>Volatile Content, %</th>
<th>Contraction, %</th>
<th>Calorific Value, kJ/kg</th>
<th>Moisture Content, %</th>
<th>Chlorine Content, %</th>
<th>Ash Content in Dry Sample, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>42.6</td>
<td>1.4</td>
<td>0.91</td>
<td>67</td>
<td>7</td>
<td>23</td>
<td>3</td>
<td>12.79</td>
<td>85</td>
<td>8</td>
<td>168</td>
<td>0.076</td>
<td>1.01</td>
<td>33.29</td>
<td>33</td>
<td>32,813</td>
<td>0.82</td>
<td>0.33</td>
</tr>
<tr>
<td>41</td>
<td>39.9</td>
<td>1.32</td>
<td>0.93</td>
<td>67</td>
<td>6</td>
<td>25</td>
<td>2</td>
<td>5.69</td>
<td>85</td>
<td>8.5</td>
<td>161</td>
<td>0.12</td>
<td>0.54</td>
<td>34.22</td>
<td>33</td>
<td>32,433</td>
<td>1.07</td>
<td>0.17</td>
</tr>
<tr>
<td>83</td>
<td>16.1</td>
<td>1.33</td>
<td>0.89</td>
<td>66</td>
<td>5</td>
<td>22</td>
<td>7</td>
<td>7.07</td>
<td>79</td>
<td>8</td>
<td>141</td>
<td>0.104</td>
<td>2.06</td>
<td>33.96</td>
<td>29</td>
<td>32,342</td>
<td>1.25</td>
<td>0.36</td>
</tr>
<tr>
<td>78.2</td>
<td>10.2</td>
<td>1.33</td>
<td>0.87</td>
<td>76</td>
<td>6</td>
<td>16</td>
<td>2</td>
<td>6.57</td>
<td>68</td>
<td>7.5</td>
<td>37</td>
<td>0.052</td>
<td>0.91</td>
<td>33.26</td>
<td>32</td>
<td>32,479</td>
<td>1.57</td>
<td>0.24</td>
</tr>
<tr>
<td>41.2</td>
<td>40.9</td>
<td>1.33</td>
<td>0.92</td>
<td>71</td>
<td>6</td>
<td>21</td>
<td>2</td>
<td>7.57</td>
<td>75</td>
<td>7.5</td>
<td>33</td>
<td>0.139</td>
<td>0.76</td>
<td>33.46</td>
<td>34</td>
<td>31,484</td>
<td>1.3</td>
<td>0.16</td>
</tr>
</tbody>
</table>

It is evident that the correlation between each individual factor and the outcome variables is practically absent. This lack of correlation makes traditional regression methods ineffective. Therefore, the utilization of GMDH-type algorithms is deemed the most suitable approach for addressing the regression task. GMDH (Group Method of Data Handling) algorithms are particularly useful in situations where complex, non-linear relationships exist between input variables and outcomes.

To establish dependencies between the factors and the outcome variables, we employed all four Core algorithms and all available elementary functions based on the input parameters. Table 1 provides a detailed overview of these functions. By leveraging the capabilities of these algorithms and functions, we aimed to create a robust analytical framework that can accurately capture the intricate relationships between the input factors and the desired outcome variables.

Subsequently, from the 16 calculated variants, we identified four optimal models that best represented these dependencies. These models are comprehensively described, highlighting their specific configurations and the rationale behind their selection. The detailed description of these models underscores the effectiveness of the GMDH-type algorithms in handling complex regression tasks where traditional methods fall short.
Figure 3. Scatter plots of factors potentially influencing the outcome variables: (a) Vitrinite reflectivity (RO) vs. CRI. (b) Dilatation (B) vs. CRI. (c) Moisture content (WA) vs. CSR.

The best model for CRI under conditions of Knurow mine: In these studies, we employed the mean absolute error (MAE) criterion (Equation (1)) as the validation metric.
As mentioned earlier, this criterion is less sensitive to outliers, which are abundant in the dataset under investigation. The optimal model (in terms of the lowest MAE criterion value) for the output variable CRI is the model constructed based on the GMDH-type neural networks:

\[
\text{CRI} = 4.43687 + N17^{*}0.372342 + N17^{*}N38^{*}0.00264855 + N38^{*}0.402663; \quad (2)
\]

here

\[
\begin{align*}
N38 &= -6.29407 - N689^{*}N50^{*}0.00670978 + N50^{*}1.46569 \\
N50 &= -26.1857 + N787^{*}0.558405 + N117^{*}0.965722 \\
N117 &= -7.54909 + N244^{*}0.595518 + N360^{*}0.555583 \\
N360 &= -244.708 + N766^{*}4.86414 - N766^{*}N439^{*}0.070287 + N439^{*}4.54377 \\
N439 &= -53.7489 + N115^{*}1.36077 - N615^{*}N679^{*}0.011042 + N679^{*}1.26885 \\
N679 &= 136.464 - RO^{*}102.46 + RO^{*}S^{*}132.456 - S^{*}108.424 \\
N615 &= -223.356 + RO^{*}312.665 - RO^{*}VT^{*}5.79205 + VT^{*}5.09343 \\
N766 &= -55.4609 + CL^{*}881.324 - CL^{*}DA^{*}641.85 + DA^{*}77.2449 \\
N787 &= -3176.58 - N793^{*}62.7452 + N793^{*}N794^{*}1.27656 - N794^{*}63.6156 \\
N794 &= 53.3495 - A^{*}0.152583 + A^{*}CL^{*}0.229275 \\
N793 &= 27.2693 + I^{*}0.725462 - I^{*}CL^{*}2.06961 + CL^{*}72.6121 \\
N689 &= -92.6231 + I^{*}3.42976 - I^{*}VF^{*}0.0882767 + VF^{*}3.89862 \\
N113 &= 21.296 + N237^{*}0.000518633 + N237^{*}N271^{*}0.0112393 \\
N271 &= -20.0222 + N416^{*}0.814915 + N620^{*}0.585845 \\
N620 &= 487.921 + N770^{*}6.1583 - N770^{*}N776^{*}0.165838 + N776^{*}4.92762 \\
N776 &= 102.266 - VF^{*}1.69285 + VF^{*}CL^{*}13.912 - CL^{*}46.332 \\
N770 &= 175.645 - VT^{*}2.59827 + VT^{*}QIA^{*}(7.56786 \times 10^{-5}) - QIA^{*}0.00356298 \\
N416 &= -71.1468 + N638^{*}1.52405 - N638^{*}N715^{*}0.0116272 + N715^{*}1.48148 \\
N715 &= 117.944 - PA^{*}400.239 + PA^{*}DA^{*}242.384 - DA^{*}44.4502 \\
N638 &= 51.4173 - B^{*}0.138815 + BS^{*}0.0910262 + S^{*}6.19063 \\
N237 &= -4.01568 + N739^{*}N410^{*}0.013518 + N410^{*}2.24916 \\
N410 &= -527.005 + N622^{*}10.6108 - N622^{*}N753^{*}0.191833 + N753^{*}10.5304 \\
N753 &= 356.755 - RO^{*}283.511 + RO^{*}DA^{*}178.875 - DA^{*}196.574 \\
N622 &= 25.1171 + I^{*}0.434188 + IS^{*}1.48567 + S^{*}15.2296 \\
N739 &= 47.9785 - PA^{*}16.9067 - PA^{*}CL^{*}287.297 + CL^{*}48.37 \\
N413 &= -15.4975 + N498^{*}0.766232 + N641^{*}0.543963 \\
N641 &= -630.809 + N758^{*}12.1367 - N758^{*}N779^{*}0.211575 + N779^{*}12.0469 \\
N779 &= 104.114 - VT^{*}0.831127 + VT^{*}A^{*}0.0185227 - A^{*}1.2505 \\
N758 &= 86.0806 + VF^{*}DA^{*}0.573825 - DA^{*}44.2919 \\
N489 &= -133.137 + N683^{*}2.78065 - N683^{*}N716^{*}0.0380952 + N716^{*}2.79005 \\
N716 &= 63.7569 - VT^{*}0.133417 - VT^{*}PA^{*}0.989657 \\
N683 &= 87.5549 - RI^{*}0.629352 + RI^{*}S^{*}0.437919 - S^{*}18.7319.
\end{align*}
\]

In GMDH-based neural network architectures, the parameters N denote submodels, which are considered as the most promising candidate models from preceding layers. While certain submodels, such as N679 and N683, rely exclusively on the input data, others
in subsequent layers, like N50 and N117, incorporate models generated from preceding layers. The ultimate predictive model can be expressed as a function dependent solely on the input data by iteratively substituting the submodels from prior levels into the models of subsequent levels.

The plot of actual data and model fit for CRI under conditions of the Knurow mine is represented in Figure 4.

![Figure 4. Actual data and model fit for CRI indicator under conditions of Knurow mine.](image)

Accuracy of the model: Coefficient of determination $R^2 = 0.71$ for the training dataset and $R^2 = 0.63$ for predicted data. Mean absolute error (Equation (1)) $MAE = 7.1$ for the training dataset and $MAE = 7.5$ for predicted data. The variation of residuals is represented in Figure 5.

![Figure 5. Variation of residuals in GMDH-based neural network model for CRI indicator.](image)

The distribution of residuals (Figure 6) does not significantly deviate from the Gaussian normal distribution; however, outliers are noticeable in the positive direction.

To assess the significance of different factors, a methodology is employed wherein each variable in the model is individually substituted with its mean value. The resulting mean absolute error of this “new” model is then computed. The original model’s error is regarded as having a zero percent impact on the MAE, while a scenario where all variables are replaced with their means represents a 100% impact. It is worth noting that the impact can exceed 100% when variables in the model interact with each other through multiplication or squaring. Additionally, a small negative percentage may arise if a variable proves to be essentially irrelevant for the model’s predictions.
Impact on MAE is a percentage value; it is calculated as

\[ I = \frac{R_i - R_0}{R - R_0} \times 100\% \]  

(3)

where

- \( R_i \) — MAE of the variable we consider;
- \( R_0 \) — zero-impact MAE;
- \( R \) — MAE of a model where all variables are replaced with the mean.

The importance of factors in the GMDH-based neural network model for CRI is shown in Table 4.

Table 4. The importance of factors for CRI under conditions of Knurow mine.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Top-Ranked Factors</th>
<th>Impact on MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sulfur content, % (S)</td>
<td>21.92%</td>
</tr>
<tr>
<td>2</td>
<td>Vitrinite reflectivity (RO)</td>
<td>15.30%</td>
</tr>
<tr>
<td>3</td>
<td>Coal density, g/cm³ (DA)</td>
<td>14.84%</td>
</tr>
<tr>
<td>4</td>
<td>Vitrinite content, % (VT)</td>
<td>10.67%</td>
</tr>
<tr>
<td>5</td>
<td>Phosphorus content, % (PA)</td>
<td>9.41%</td>
</tr>
<tr>
<td>6</td>
<td>Inertinite content, % (I)</td>
<td>5.91%</td>
</tr>
<tr>
<td>7</td>
<td>Chlorine content, % (CL)</td>
<td>5.36%</td>
</tr>
</tbody>
</table>

The best model for CRI under conditions of Szczyglowice mine: The optimal model for the output variable CRI is the model constructed based on the Stepwise Forward Selection algorithm:

\[ CRI = 3.33324 + "PA, cubert"*"CL, ln"*5.68144 + "RO, cubert"*"DA, cubert"*(-17.15) + "AA, cubert"*"B, ln"*(-2.91592) + "S, cubert"*"QIA*0.00215594 + "AD, cubert"*"S, ln"*(-8.85254) + "RO, ln"*"M"*(-1.14866) + "AA, cubert"*"A*(-0.199304) + "M, cubert"*"AA"*(-0.219364) + "CL, cubert"*"PA, ln"*(-2.69059) + "CL, cubert"*"VF*1.00491 + AA*CL*(-2.67121) + "B, cubert"*"AD, exp"*(-9.22065 \times 10^{-5}) + "AD, exp"*"WA, ln"*(-10.000564147) + "PA, cubert"*"AD*0.905354 + "B, ln"*"AA*0.470877 + "M, ln"*"B*0.0460085 + "RO, ln"*"WA, ln"*(-59.6996) + "L, exp"*"I, exp"*(3.37535 \times 10^{-25}) + "L, cubert"*"VT*(-0.00775437) + "VT, exp"*"L, exp"*(1.04037 \times 10^{-38}) + "S, cubert"*"RI*0.255253 + "RI, exp"*"AD, exp"*(7.17482 \times 10^{-42}) + AA*B*(-0.00342523) + M*PA*3.31175 + "M, cubert"*RI*(-0.217153) + "M, cubert"*"AD*0.66197 + "CL, cubert"*"S, ln"*(-12.2232) + "RO, ln"*"M, ln"*(-16.3501) + "VT, exp"*"RI, exp"*(-7.55228 \times 10^{-76}) + "S, ln"*"PA*18.2222 + "AD, exp"*"S*(-0.000134386) + "L, ln"*"M*0.32038 + "L, ln"*"WA*(-2.66653) + "WA, ln"*"B*0.022349 + "VE, exp"*"WA, ln"*(-2.60599 \times 10^{-16}) + "AD, ln"*"AA*(-0.223662) + "WA, ln"*"M*0.540961 + "AA, cubert"*"PA, ln"*(-0.776974) + "L, exp"*"RI, exp"*(1.97803 \times 10^{-55}) \]

The plot of actual data and model fit for CRI under conditions of the Szczyglowice mine is represented in Figure 7.
The importance of factors for CRI under conditions of Szczyglowice mine is represented in Table 5.

The variation of residuals is represented in Figure 9.

The variation of residuals is represented in Figure 8.

The distribution of residuals is depicted in Figure 8.

Model accuracy is evidenced by a coefficient of determination $R^2$ of 0.64 for the training dataset and 0.61 for the predicted dataset. The mean absolute error (Equation (1)) is calculated as $MAE = 6.3$ for the training dataset and $MAE = 6.5$ for the predicted dataset. The distribution of residuals is depicted in Figure 8.

The importance of factors in the GMDH-based neural network model for CRI is shown in Table 5.
Table 5. The importance of factors for CRI under conditions of Szczygłowice mine.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Top-Ranked Factors</th>
<th>Impact on MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Exponent of vitrinite content, (e_{VT})</td>
<td>201.92%</td>
</tr>
<tr>
<td>2</td>
<td>Exponent of liptinite content, (e_{L})</td>
<td>105.30%</td>
</tr>
<tr>
<td>3</td>
<td>Exponent of inertinite content, (e_{I})</td>
<td>13.64%</td>
</tr>
<tr>
<td>4</td>
<td>Sulfur content, ((S, \text{ cubert}))</td>
<td>10.37%</td>
</tr>
<tr>
<td>5</td>
<td>Ash content in dry sample, % (AD)</td>
<td>7.41%</td>
</tr>
</tbody>
</table>

The best model for CSR under conditions of the Knurow mine:

The Stepwise Mixed Selection type of the GMDH algorithm:

\[
\text{CSR} = -65.7777 + VF \cdot CL \cdot (-14.666) + RI \cdot DA \cdot 0.381513 + QIA \cdot 2^*(-1.86773 \times 10^{-7}) + VT \cdot PA \cdot 5.64385 + RO \cdot WA \cdot 31.4244 + PA \cdot WA \cdot (-41.6117) + L \cdot PA \cdot 8.82193 + PA \cdot (-150.848) + L \cdot RI \cdot (-0.0876703) + L \cdot DA \cdot (-9.1726) + WA \cdot 2^*13.7638 + B \cdot DA \cdot (-0.358887) + I \cdot B \cdot 0.00515928 + S^2 \cdot 9.88098 + S \cdot QIA \cdot 0.000988132 + VT \cdot RI \cdot (-0.0531003) + VT \cdot B \cdot 0.00750688 + L \cdot PA \cdot 8.82193 + PA \cdot WA \cdot (-41.6117) + QIA \cdot CL \cdot 0.0114572 + RI \cdot WA \cdot (-0.501153) + VT \cdot S \cdot 0.146548 + B \cdot QIA \cdot (-5.67185 \times 10^{-6}) + RO \cdot VF \cdot 0.293627 + DA \cdot 76.7307 + RI \cdot VF \cdot 0.112687 \]

The plot of actual data and model fit for CSR under conditions of the Knurow mine is represented in Figure 10.

![Figure 10](image_url)

Accuracy of the model: Coefficient of determination \(R^2 = 0.75\) for the training dataset and \(R^2 = 0.71\) for predicted data. Mean absolute error (Equation (1)) MAE = 6.4 for the training dataset and MAE = 6.8 for predicted data. The variation of residuals is represented in Figure 11.
Figure 11. Variation of residuals in Stepwise Mixed Selection type of GMDH model for CSR indicator.

The distribution of residuals (Figure 12) does not significantly deviate from the Gaussian normal distribution; however, outliers are noticeable in the negative direction.

Figure 12. Distribution of residuals in Stepwise Mixed Selection type of GMDH model for CSR indicator.

The importance of factors in the Stepwise Mixed Selection type of the GMDH model for CSR is shown in Table 6.

Table 6. The importance of factors for CSR under conditions of Knurow mine.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Top-Ranked Factors</th>
<th>Impact on MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vitrinite content, % (VT)</td>
<td>78.41%</td>
</tr>
<tr>
<td>2</td>
<td>Inertinite content, % (I)</td>
<td>44.70%</td>
</tr>
<tr>
<td>3</td>
<td>ROGA index (RI)</td>
<td>40.06%</td>
</tr>
<tr>
<td>4</td>
<td>Coal density, g/cm³ (DA)</td>
<td>28.92%</td>
</tr>
<tr>
<td>5</td>
<td>Sulfur content, % (S)</td>
<td>22.52%</td>
</tr>
<tr>
<td>6</td>
<td>Volatile content, % (VF)</td>
<td>21.82%</td>
</tr>
<tr>
<td>7</td>
<td>Dilatation (B)</td>
<td>21.28%</td>
</tr>
</tbody>
</table>

The best model for CSR under conditions of the Szczygłowice mine:

For the output variable CSR, the model is constructed based on the GMDH-type neural networks:

\[
CSR = 26.2098 - N861^*3.22114 - N861*N74^*0.0941202 + N861^*0.0821374 + N74^*3.05763 + N74^*0.0242668
\]

\[
N74 = -3.56545 + N214^*0.579343 + N284^*0.507102
\]

\[
N284 = -103.386 + N1019^*4.03003 - N1019^*0.352553 + N465^*0.846702 + N465^*0.0207175
\]

\[
N465 = -83.6646 + N680^2.70152 - N680*N950^0.0186536 - N680^*0.0117709 + N950^1.59347
\]

\[
N950 = 192.999 - "\text{CL, exp}"*182.228 + "\text{CL, exp}"*AA*2.93405 + "\text{CL, exp}"*2.43.462 - AA^*3.03547
\]

\[
N680 = 42.1552 - "\text{PA, cubert}"*169.297 + "\text{PA, cubert}"*RO*196.984 - RO^*2.11.2773
\]

\[
N1019 = -11.1938 + VT*1.70696 - VT*M^*0.0407453 - VT^*2.01.13797 + M^*2.04134
\]

\[
N214 = -8.38972 + N531*N645^*0.108997 - N531^*0.0453461 + N645^*1.34156 - N645^*0.066103
\]

\[
N645 = 15.1455 - N884^*0.648457 + N884*N983^*0.0395187 - N983^*2.00839681
\]
Figure 14. Variation of residuals in GMDH-type neural network model for CSR indicator.

Figure 15. Distribution of residuals in GMDH-type neural network model for CSR indicator.

The plot of actual data and model fit for CSR (Coke Strength after Reaction) under the conditions of the Szczyglowice mine is represented in Figure 13. This figure provides a visual comparison between the observed values and the predicted values generated by the model, offering insights into the model’s accuracy and reliability.

By examining Figure 13, one can assess how well the model aligns with the real-world data collected from the Szczyglowice mine. A close fit between the actual data points and the model’s predictions indicates that the model is effectively capturing the underlying patterns and relationships inherent in the data. This alignment is crucial for validating the model’s capability to predict CSR under similar conditions accurately.

Furthermore, any discrepancies between the actual data and the model fit can highlight areas where the model may need refinement or where additional factors might need to be considered. Such insights are invaluable for continuous improvement of predictive models, ensuring that they remain robust and applicable across various scenarios within the mining context. Figure 13 thus serves as both a validation tool and a diagnostic resource for enhancing model performance in predicting CSR.

Accuracy of the model: Coefficient of determination $R^2 = 0.72$ for the training dataset and $R^2 = 0.69$ for predicted data. Mean absolute error (Equation (1)) $MAE = 7.1$ for the training dataset and $MAE = 7.6$ for predicted data. The variation of residuals is represented in Figure 14.

The plot of actual data and model fit for CSR (Coke Strength after Reaction) under the conditions of the Szczyglowice mine is represented in Figure 13. This figure provides a visual comparison between the observed values and the predicted values generated by the model, offering insights into the model’s accuracy and reliability.

By examining Figure 13, one can assess how well the model aligns with the real-world data collected from the Szczyglowice mine. A close fit between the actual data points and the model’s predictions indicates that the model is effectively capturing the underlying patterns and relationships inherent in the data. This alignment is crucial for validating the model’s capability to predict CSR under similar conditions accurately.

Furthermore, any discrepancies between the actual data and the model fit can highlight areas where the model may need refinement or where additional factors might need to be considered. Such insights are invaluable for continuous improvement of predictive models, ensuring that they remain robust and applicable across various scenarios within the mining context. Figure 13 thus serves as both a validation tool and a diagnostic resource for enhancing model performance in predicting CSR.

Accuracy of the model: Coefficient of determination $R^2 = 0.72$ for the training dataset and $R^2 = 0.69$ for predicted data. Mean absolute error (Equation (1)) $MAE = 7.1$ for the training dataset and $MAE = 7.6$ for predicted data. The variation of residuals is represented in Figure 14.

The plot of actual data and model fit for CSR (Coke Strength after Reaction) under the conditions of the Szczyglowice mine is represented in Figure 13. This figure provides a visual comparison between the observed values and the predicted values generated by the model, offering insights into the model’s accuracy and reliability.

By examining Figure 13, one can assess how well the model aligns with the real-world data collected from the Szczyglowice mine. A close fit between the actual data points and the model’s predictions indicates that the model is effectively capturing the underlying patterns and relationships inherent in the data. This alignment is crucial for validating the model’s capability to predict CSR under similar conditions accurately.

Furthermore, any discrepancies between the actual data and the model fit can highlight areas where the model may need refinement or where additional factors might need to be considered. Such insights are invaluable for continuous improvement of predictive models, ensuring that they remain robust and applicable across various scenarios within the mining context. Figure 13 thus serves as both a validation tool and a diagnostic resource for enhancing model performance in predicting CSR.

Accuracy of the model: Coefficient of determination $R^2 = 0.72$ for the training dataset and $R^2 = 0.69$ for predicted data. Mean absolute error (Equation (1)) $MAE = 7.1$ for the training dataset and $MAE = 7.6$ for predicted data. The variation of residuals is represented in Figure 14.

The plot of actual data and model fit for CSR (Coke Strength after Reaction) under the conditions of the Szczyglowice mine is represented in Figure 13. This figure provides a visual comparison between the observed values and the predicted values generated by the model, offering insights into the model’s accuracy and reliability.

By examining Figure 13, one can assess how well the model aligns with the real-world data collected from the Szczyglowice mine. A close fit between the actual data points and the model’s predictions indicates that the model is effectively capturing the underlying patterns and relationships inherent in the data. This alignment is crucial for validating the model’s capability to predict CSR under similar conditions accurately.

Furthermore, any discrepancies between the actual data and the model fit can highlight areas where the model may need refinement or where additional factors might need to be considered. Such insights are invaluable for continuous improvement of predictive models, ensuring that they remain robust and applicable across various scenarios within the mining context. Figure 13 thus serves as both a validation tool and a diagnostic resource for enhancing model performance in predicting CSR.

Accuracy of the model: Coefficient of determination $R^2 = 0.72$ for the training dataset and $R^2 = 0.69$ for predicted data. Mean absolute error (Equation (1)) $MAE = 7.1$ for the training dataset and $MAE = 7.6$ for predicted data. The variation of residuals is represented in Figure 14.
The distribution of residuals (Figure 15) does not significantly deviate from the Gaussian normal distribution; however, outliers are noticeable in both negative and positive directions.

Figure 15. Distribution of residuals in GMDH-type neural network model for CSR indicator.

The importance of factors in the GMDH-type neural network model for CSR is shown in Table 7.

Table 7. The importance of factors for CSR under conditions of Szczyglowice mine.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Top-Ranked Factors</th>
<th>Impact on MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vitrinite reflectivity (RO)</td>
<td>17.25%</td>
</tr>
<tr>
<td>2</td>
<td>Vitrinite content, % (VT)</td>
<td>10.92%</td>
</tr>
<tr>
<td>3</td>
<td>Phosphorus content, % (PA)</td>
<td>7.84%</td>
</tr>
<tr>
<td>4</td>
<td>ROGA index (RI)</td>
<td>6.10%</td>
</tr>
<tr>
<td>5</td>
<td>Coal density, g/cm(^3) (DA)</td>
<td>5.49%</td>
</tr>
<tr>
<td>6</td>
<td>Sulfur content, % (S)</td>
<td>3.58%</td>
</tr>
</tbody>
</table>

The influence of input factors on the resulting indicators CRI and CSR is summarized in Table 8.

Table 8. Top-ranked input factors and impact on the resulting indicators.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Influence on CRI under Conditions of Knurow Mine</th>
<th>Influence on CRI under Conditions of Szczyglowice Mine</th>
<th>Influence on CSR under Conditions of Knurow Mine</th>
<th>Influence on CSR under Conditions of Szczyglowice Mine</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sulfur content, % (S)</td>
<td>Exponent of vitrinite content, (e^{VT})</td>
<td>Vitrinite content, % (VT)</td>
<td>Vitrinite reflectivity (RO)</td>
</tr>
<tr>
<td>2</td>
<td>Vitrinite reflectivity (RO)</td>
<td>Exponent of liptinite content, (e^{L})</td>
<td>Inertinite content, % (I)</td>
<td>Vitrinite content, % (VT)</td>
</tr>
<tr>
<td>3</td>
<td>Coal density, g/cm(^3) (DA)</td>
<td>Exponent of inertinite content, (e^{I})</td>
<td>ROGA index (RI)</td>
<td>Phosphorus content, % (PA)</td>
</tr>
</tbody>
</table>

Upon scrutinizing the input factors (Table 8) from a broader perspective, it becomes evident that the VT indicator (vitrinite content) has been consistently incorporated into all formulated models. This consistency suggests a pronounced correlation between the VT indicator and the CRI (Coke Reactivity Index) and CSR (Coke Strength after Reaction) indicators. The persistent inclusion of VT in various models underscores its significance in predicting coal quality, highlighting its crucial role in the analysis.

It is noteworthy that a significant number of models exerting a considerable influence on the output variable have integrated the RO (vitrinite reflectivity) parameter. The presence of RO in these models indicates its importance in determining coal quality. Vitrinite reflectivity is a critical measure of coal’s maturity and rank, directly impacting the coke’s performance characteristics. The integration of RO into the models further emphasizes its relevance in understanding the relationships between the input factors and the desired outcomes.

In addition to VT and RO, the S (sulfur content, %) parameter also appears frequently in the models. Sulfur content is a vital factor affecting the environmental impact and quality of coal. High sulfur content can lead to undesirable emissions and lower-quality coke, making it a significant parameter in the analysis. The consistent appearance of sulfur content in the influential models highlights its critical role in predicting the CRI and CSR.
indicators. Together, these parameters—VT, RO, and S—form a comprehensive framework for understanding and predicting coal quality, demonstrating their substantial impact on the output variables.

5. Conclusions

Neural connections were meticulously established to cater to the specific conditions of Knurow and Szczylowice mines, and their outcomes underwent a thorough comparison with the findings from previous research conducted for Jastrzębska Spółka Węglowa SA. This comparative analysis facilitated the comprehensive processing of statistical data gleaned from various enterprises, ultimately leading to the pinpointing of priority factors that exert significant influence on the quality indicators of final products. Influence of Input Factors on CRI and CSR: The examination of input factors reveals that the most influential factors affecting the outcome variables CRI and CSR under the conditions of the KN company are S (sulfur content, %) and vitrinite content, % (VT). It is noteworthy that the factor vitrinite content, % (VT) also exerts the greatest influence on the CRI indicator under the conditions of the SZCZ company. Regarding the CSR indicator under the conditions of the SZCZ company, the factor with the greatest impact is vitrinite reflectivity (RO), while the factor vitrinite content, % (VT) ranks second in terms of influence.

Upon evaluating the developed models, it became evident that both the CRI and CSR indicators exhibited favorable correlations with the training dataset. However, it is noteworthy that models tailored for the CRI indicator showcased superior predictive capabilities. Moreover, out of the three types of models devised, those incorporating neural network algorithms emerged as possessing the most advantageous predictive properties. This technological advancement paves the way for a noteworthy expansion of coal quality indicators and a consequential augmentation of industrial reserves, thereby effectively elongating the operational lifespan of the mine. Such innovative approaches not only facilitate a comprehensive evaluation of the final product but also establish parameters that have minimal impact on the economic indicators associated with coking coal extraction.

Drawing from the insights gleaned from the provided research, it can be conclusively stated that artificial intelligence (AI) serves as an indispensable tool within the mining industry, offering a plethora of significant benefits and advancements. Mining technologies, including but not limited to machine learning and data analytics, empower mining entities to streamline and optimize various operational processes, spanning from exploration and mineral extraction to resource estimation and equipment maintenance. Through an adept utilization of AI algorithms, mining operations can be fine-tuned to bolster efficiency, enhance productivity, and effectively address pressing environmental challenges by optimizing resource utilization. However, despite the boundless potential AI holds for the mining sector, it is imperative to acknowledge and address the array of challenges that come hand in hand with its implementation. These challenges encompass but are not limited to concerns regarding data quality and availability, the necessity for a skilled workforce adept in AI technologies, and ethical considerations surrounding its deployment. Addressing these challenges head-on will be paramount in fully harnessing the transformative potential of AI within the mining domain, ensuring its responsible and sustainable integration.

In summary, the integration of AI within the mining landscape holds the promise of revolutionizing the industry by unlocking a myriad of opportunities spanning efficiency, safety, sustainability, and productivity. Leveraging AI technologies adeptly enables mining entities to navigate the complexities of the industry amidst an ever-evolving global landscape, thereby ushering in a new era of progress and prosperity.

Suitability of GMDH-Type Algorithms: The analysis revealed that the pairwise correlation between individual factors and the outcome variables CRI and CSR was practically absent. Consequently, the utilization of GMDH-type algorithms emerged as the most appropriate approach for addressing the regression task due to their ability to handle complex relationships in the absence of significant pairwise correlations.
Model Selection Based on MAE Criterion: Employing the mean absolute error (MAE) criterion for model validation, we identified the optimal model for predicting the CRI output variable under the conditions of both Knurów and Szczyciogłów mine. In both cases, the GMDH-type neural networks proved to be the most effective in minimizing prediction errors.

Characteristics of GMDH-Based Neural Network Architectures: Our analysis highlighted the significance of submodels within GMDH-based neural network architectures, wherein certain submodels relied solely on input data while others incorporated models generated from preceding layers. This iterative process allows for the construction of a predictive model dependent solely on input data, enhancing model accuracy and robustness.

Influence of Input Factors on CRI and CSR: The examination of input factors revealed the consistent incorporation of the VT indicator (vitrinite content) across all formulated models, indicating a pronounced correlation between CRI and CSR indicators and this parameter. Furthermore, the inclusion of RO (vitrinite reflectivity) and S (sulfur content, %) parameters in a significant number of models underscores their influence on the output variables. Overall, our findings underscore the efficacy of GMDH-type algorithms in addressing complex regression tasks, as well as the importance of carefully selecting input factors to improve model accuracy and predictive performance.
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