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Abstract: Traditional crafts exhibit tangible and intangible dimensions. Intangible dimensions
include the practitioner’s gestural know-how in craft practice and have received smaller attention
than tangible dimensions in digitization projects. This work presents the process of representation
and presentation of the glasswork and is exemplified in the re-creation of a historical object. Following
an articulated pipeline approach for data collection, annotation, the crafting process is represented
visually and semantically in a way that can be meaningfully presented and utilized in craft training
and preservation. The outcomes of the proposed approach were used to implement a Mixed Reality
installation. The installation targets craft presentation through an exploration of the workspace, as
well as craft training through an interactive experience where users re-enact gestures of a glass master
holding a tool and receiving audiovisual feedback on the accuracy of their performance. Preliminary
evaluation results show high acceptance of the installation and increased user interest.

Keywords: traditional crafts; traditional craft digitization; process representation; vocational training;
virtual humans; semantic web; knowledge representation; mixed reality

1. Introduction

Traditional crafts (TCs) are a Cultural Heritage (CH) and exhibit tangible and intan-
gible dimensions. Tangible dimensions regard craft articles and products, materials and
tools, as well as natural resources, built workshops, and workplaces. The tangible aspect of
TCs is evident in their practice, where materials are transformed with the use of tools, but
also skill and knowledge. According to UNESCO, crafts are probably the most tangible of
intangible heritage [1]. Comparatively to other forms of Intangible Cultural Heritage (ICH),
TCs have received smaller attention by digitization projects [2]. Intangible dimensions
regard technical knowledge as well as the socio-historic content of the communities and
regions in which they are, or were, practiced. In this work, our effort is to represent these
dimensions for the TC instance of glassworking, using an articulated approach to the
digitization, representation, and preservation of TCs.

Glasswork is a TC that combines hand and body gestures and a thorough under-
standing of the material. Glasswork is a challenging craft because, during production, the
material changes states from liquid to solid. Such transitions pose requirements in terms of
material handling. In this work, we are challenging the technical means for capturing and

Heritage 2022, 5, 103–128. https://doi.org/10.3390/heritage5010006 https://www.mdpi.com/journal/heritage

https://doi.org/10.3390/heritage5010006
https://doi.org/10.3390/heritage5010006
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/heritage
https://www.mdpi.com
https://orcid.org/0000-0003-0497-7348
https://orcid.org/0000-0002-1520-4327
https://orcid.org/0000-0003-2042-0769
https://orcid.org/0000-0001-9663-1242
https://orcid.org/0000-0002-1459-5960
https://doi.org/10.3390/heritage5010006
https://www.mdpi.com/journal/heritage
https://www.mdpi.com/article/10.3390/heritage5010006?type=check_update&version=2


Heritage 2022, 5 104

conveying these sensory aspects of glasswork. The artistic skill and technical knowledge
needed for the production of (luxury) glass means some production methods, decoration
techniques, and styles are strongly linked to a specific geographical location.

In this work, we focus on glasswork to study the requirements of dexterous aspects and
tool manipulation in craft presentation and preservation. The Conservatoire national des
arts et métiers (CNAM) hosts a museum of technological innovation in Paris and contains
objects related to both the artistic and more industrial production of glass. Furthermore,
CNAM hosts historic archives regarding the artifacts and techniques under study and of
course the original objects to learn from and digitize. We further study the personal stories
of the practitioners to show the intricate interweaving of local traditions and individual
lives in cultural transmission.

The requirements of the signal and semantic representation of TCs for their preser-
vation along with proposed presentation techniques are laid out in [3]. In this paper,
possibilities of representing and making accessible both tangible and intangible aspects of
glassblowing as cultural heritage (CH) are presented. Glassblowing involves craft artefacts,
materials, and tools and encompasses craftsmanship as a form of Intangible Cultural Her-
itage. Intangible CH dimensions include dexterity, know-how, and skilled use of tools. The
outcomes of this effort are made available to the public through the set-up of an immersive
MR exhibition at the premises of the museum of CNAM (see Figure 1).

 

Figure 1 

 

  

    
Figure 14 

 

Figure 1. The museum of CNAM.

2. Background

Approaches to the digital representation and presentation of TCs are relatively new
because past research efforts have been focused mainly on the representation of tangible
heritage. Of course, in the social sciences and humanities, such representation has received
more attention. In this work, social science and humanities research is combined with
interactive technologies for CH under a solid theoretic basis for the representation and
presentation of TCs [2]. Furthermore, on the representation part, studies on the usage of
mixed reality installations in the museum content provide valuable insight regarding the
technical possibilities for exploiting the representation.

2.1. Craft Representation and Craft Presentation

TCs bring together the intangible dimensions of dexterity, skill, tradition, and knowl-
edge, with tangible elements such as tools, machines, and materials to be transformed
into craft articles. The documentation of TCs through ethnography is a common practice,
e.g., [4,5], and there is significant work towards generic approaches to craft representa-
tion [6]. From the intangible dimensions, some relate to the cultural, economic, or religious
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contexts that identify communities. Others relate to the technical context of a specific
craft and the corresponding skills, knowledge (or “know-how”). In [7], social context,
group membership, and social relations relevant to crafts are reviewed. Guidelines for
preservation projects [8] stress the representation and consent of the pertinent community.
In addition, intangible dimensions regard the resources of the environment that a craft
flourishes in and, as such, regard environmental and climate context [9].

A systematic approach to the digital representation of tangible and intangible di-
mensions is outlined in [2]. In [10], the requirements towards such a representation are
investigated so that the represented content is sufficient to support the authoring of accu-
rate narratives, curation of educational material, and experiential presentations. In [3], an
approach towards the specification, acquisition, and representation of pertinent data and
knowledge for HC preservation is proposed. In [11], Motion Vocabularies are proposed to
associate recordings of craft practice to craft actions and remap the recorded human motion
to pieces of virtual machinery whose function is simulated. As a complement to Mingei,
systems which leverage semantic information include automatic image annotation [12] and
recommendations for users [13].

2.2. Interactive Technologies for CH

Cultural Heritage Institutions seek new ways to attract and engage new visitors. One
of the ways to obtain competitive advantage is the investment and implementation of
interactive experiences on site [14]. Over the years, several technologies have emerged,
each of which provides forms of interaction and various levels of immersion but also
poses requirements in terms of space, setup, and deployment. In this subsection, the most
prominent of these technologies are presented.

Virtual Reality (VR): An example of a high immersion VR environment for CH is
Kivotos [15], a VR environment that uses the CAVE® [16] system, in a room of 3 m by 3 m,
where the walls and the floor act as projection screens and in which visitors take off on a
journey thanks to stereoscopic 3D glasses.

Augmented Reality (AR): AR offers more advantages to museum visitors consider-
ing that information can be overlaid upon video frames captured by a camera. AR has
been applied to make it possible to visualize incomplete or broken real objects as they
were in their original state by the superimposition of the missing parts [17]. The ARCO
system [18,19] provides customized tools for Virtual Museum (VM) environments, ranging
from the digitization of museum collections to the tangible visualization of both museum
galleries and artworks. In [20], Virtual Humans (VHs) are used in an AR setting to present
narratives on the everyday life of workers in a mastic factory narrated by the workers
themselves appearing virtually within the exhibition.

Mixed reality (MR): MR relies on a combination of VR, AR, and the real environment.
According to Milgram and Kishino’s virtuality continuum, real-world and virtual world
objects are presented together on a single display (e.g., the screen of a mobile phone) [21]
that displays the visual representation of both the real and the virtual space [22]. An
example of the use of MR techniques in a museum environment is the Situating Hybrid
Assemblies in Public Environments (SHAPE) project [23] that uses hybrid reality technology
to enhance users’ social experience and learning in the museum and other exhibition
environments, concerning cultural artworks and to their related contexts.

X-Reality: AR, VR, and MR applications, when coexisting in a physical context, are
referred to as X-Reality (Extended Reality) or XR applications [24]. The use of such technolo-
gies has the potential to enrich the information of cultural heritage artifacts and museum
exhibits and turn passive visitors into active participants engaged in an interactive and
immersive blend of physical and virtual as if it was a single, unified world [25].

2.3. Mixed Reality Installations for Education and Training

The work presented in this paper falls into the category of MR applications for the CH
context. According to [26], most of the MR methods support partial immersion, and few
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of them support full immersion. VR Head Mounted Displays (HMDs) thus support full
immersion, whereas AR and holographic AR support partial immersion.

In this context, several attempts have been made over the years to integrate MR tech-
nology into the museum both as a standalone experience and by blending technology with
the museum exhibitions. In [27,28], a Computer Vision approach is proposed to support
non-instrumented, location-based interaction of multiple users with digital representations
of large-scale artifacts. A similar approach is followed in [29], where information displays
and educative applications are combined with infotainment systems and interactive games
for children. Furthermore, other attempts aim not only to provide information but also
to personalize content provided in the museum based on the interactive device used and
the characteristics of the user accessing an interactive application (e.g., children, families,
adults, experts, etc.) [30,31]. Previously presented approaches are focusing on the existence
of a physical museum exhibition. Lately, with the emergence of Virtual Reality, such expe-
riences can be provided in a purely virtual form both on the Web and through VR-based
virtual museums [32].

The majority of technologies presented above focus on the information provided by
museums. TCs and their preservation entails also the need to enhance knowledge on craft
practice and techniques through interactive demonstrations and hands-on practice.

2.4. Importance of Intangible Cultural Heritage for Sustainable Tourism

The wealth and variety of expressions and forms of ICH is steadily becoming a prin-
cipal motivation for travel around the world. Many forms of ICH tourism are associated
with longer duration of stay than tangible CH sites (i.e., archaeological sites), which is
required for appreciating and experiencing ICH [33]. The UN World Tourism Organiza-
tion (UNWTO) recognizes that an important challenge lies in identifying, protecting and
safeguarding ICH by investing in sustainable tourism development, in consultation with
local communities and other stakeholders [34]. In this context, community participation
and engagement through inclusive co-design and co-curation activities will increase the
acceptance and participation by local communities, which are central in the success of
tourism services. As recommended, stakeholders will “enjoy the benefits of tourism de-
velopment” and “establish projects with communities” [34]. Trends in the Cultural and
Creative Industries [35] show that availing content electronically, on site and via the WWW
results in increase of interest and financial impact.

In line with the Faro Convention, technical approaches for ICH should demonstrate
the value of HCs in “sustainable development, cultural diversity and contemporary creativ-
ity” [36], meaning that profits contribute and motivate preservation of HCs. By providing
HC representations and competitive, educational, and compelling tourism experiences, it is
possible to increase visibility of HCs and preserve this form of ICH as a “shared source of re-
membrance, understanding, identity, cohesion and creativity” [36]. These properties follow
the UNWTO recommendation to actively support “initiatives that follow international best
practice for documentation, the use of information technologies and the communication of
ICH values” [34].

2.5. Cultural Context

This research work focuses on a unique item of the collection of the museum of the
Conservatoire des arts et métiers, a glass carafe. This work entails a challenge which was the
reconstruction and representation of the process of its creation through an experimentation
approach similar to experimental archaeology. Fourteen carafes were crafted at the premises
of CERFAV (Centre européen de recherches et de formation aux arts verriers) in the process
of studying and capturing the process of recreating the studied artifact.

2.5.1. About CNAM

With origins dating back to 1794 and the French revolutionary period, the Conserva-
toire des arts et métiers has a long and complex history. It was very clearly established as a
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place of emulation, where a repository of objects, a library, and a draughtsman office would
be open to the public so that innovation would be encouraged by all means. It inherited
from prestigious collections, such as the royal cabinets (including Vaucanson’s cabinet at
the Hotel de Mortagne), the repository of the Academy of science as well as objects seized
from the émigrés and soon started collecting models, tools and objects. With the ambition
of serving the mechanical arts, it was also a place for applied science. In 1819, three chairs
were established: industrial economics, chemistry applied to the arts, and mechanics. Soon
others would be created to cater to the need of the developing industry. Workers or small
entrepreneurs willing to improve their trade were the intended public because all courses
were free and lectured after working hours. The emphasis was on applied science and
practical knowledge.

2.5.2. Rationale for the Selection of the Carafe as a Study Material

Professor Eugène Péligot [1], a chemist with a keen interest in glass manufacturing,
asked one of the most prominent glassmakers of the day, Georges Bontemps, when it came
to selecting objects for the galleries regarding his lessons on glassmaking.

In 1842, Bontemps delivered more than fifty pieces, both tools (molds and blowing
apparatuses) and finished objects. All pieces were dated from 1842 and originated from the
Choisy-le-Roy glassworks. In 1868, Bontemps will make a further donation, in his name,
objects relating to his famous Guide du Verrier, published that same year. Among them
were two sets of objects, revealing the process in a sort of «frozen state», a pattern much
favored in pedagogical dimension at the Musée des Arts et Métiers.

The aim in selecting the carafe, in this work, was to document each manufacturing
step, as exemplified by the «frozen» glass artifacts—the rough out foot and the finished
one, the handle, etc.—with a recording of the corresponding gestures and bring to life the
objects. Furthermore, it was interesting to compare and document the historical tools with
those still in use today. To this end, some research was needed in the archives because little
was known of the actual teaching of Péligot, although he published two books [37] on the
subject. The displays at the museum of CNAM related to the carafe and glassblowing tools
are presented in Figures 2 and 3.
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2.6. Direct versus Indirect Experiences for Presenting Cultural Context

To date, little work has been done regarding the effects of direct and indirect experi-
ences for presenting cultural context. This fact is more urgently discussed today because
CH is complemented by novel digital means, and the COVID pandemic has put great
pressure on CHIs to create online digital encounters. To this end, CHIs made an effort to
enhance their online presence, and online activity became the main way of approaching
the public [38].

In a broader context, research has studied the effects of direct and indirect experience
on the production of affective and cognitive responses. In these studies, it is hypothesized
that direct experience with an object would tend to produce more affective reactions than
indirect experience with the object. Alternatively, indirect experience produces more
cognitive reactions [39,40]. Furthermore, the effect of such experiences in learning has
been studied in the context of team creativity by examining the effects of task experience
acquired directly and task experience acquired vicariously from others on the team. The
studies show that direct task experience leads to higher levels of team creativity and more
divergent products than indirect task experience [41]. Similarly, on learning, research
findings suggest that the direct experiences catalyzed learning outcomes into a stronger
motivating force than it had been during the indirect learning experiences [42].

Today, exposure to virtual experiences is becoming common in various contexts. In
some cases, these precede both indirect and direct experiences. Research outcomes support
that virtual experiences from 3D product visualizations are more similar to direct experience
than to indirect experience [43].

A more complex study was done on the combination of experiences of sequential
combinations of consumer experiences. Four kinds of sequential combinations of consumer
experiences were designed with the results indicating that Virtual Experience followed
by a Direct Experience produces the highest product knowledge and brand attitude [44].
Taking into account the aforementioned qualities of experience in this work, we follow a
mixed approach where virtually experiencing the craft is followed by user participation in
hands-on training experiences.

2.7. Contribution of This Work

Despite their cultural significance efforts for HC representation and preservation are
scattered geographically and thematically. In this work, we present an approach to establish
HC representations based on digital assets, semantics, existing literature and repositories,
as well as mature digitization and representation technologies. These representations aim
to capture and preserve tangible and intangible dimensions of HCs.

In the case of glassblowing, central to craftsmanship is skill and its transmission from
master to apprentice. In this work, the motion and tool usage of glassblowers is captured in
order to preserve and illustrate skill and tool manipulation. The represented knowledge is
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availed through compelling experiential presentations, using storytelling and educational
applications and based on MR.

3. Crafting Process Modeling and Representation

An articulated approach to the documentation and representation of traditional craft
processes is proposed in [45]. In this subsection, we report on following the steps of this
approach for glasswork. The technical implementation of the approach for the formal and
digital representation of the crafting process is supported by the Mingei Online Platform
(MOP) [46], where digital assets and semantic meta-data are organized in a formal repre-
sentation compatible with contemporary digital preservation standards. The methodology
is summarized in Figure 4.
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3.1. Craft Understanding

Craft understanding follows ethnographic principles and includes background re-
search of secondary sources. We start through a study on the literature resources as
background research before the ethnography increases its efficacy, saving time from the
comprehension of basic vocabulary and notions.

The ethnographic work involved interviews with the practitioners and fieldwork ob-
servation to dive deep into the individualities of the crafting process. This understanding is
supported by audiovisual recordings and documentation of interviews and demonstrations.
The detailed ethnography enables understanding and supports documentation of gestures,
techniques, and steps of a crafting process.

Following [47], a craft understanding has two outputs. The first is a vocabulary of
terms with verbal definitions and visual descriptions of the involved objects (nouns) and
actions or activities (verbs). The second is a thick description that enables the study of the
activity beyond the content of a visual demonstration.

3.2. Data Collection

In this step, the components of the crafting process are digitally recorded, post-
processed, and curated in an online platform.

These digital assets record objects and actions, acquired from documenting photo-
graphically and in 3D materials, tools, products, and workspaces and recording practitioner
crafting actions, in recording sessions. The organization of these sessions is facilitated by
the vocabulary and storyboard, in identifying the objects, sites, and practitioner actions
to be digitized. Moreover, some of the photographic and video assets may be recorded in
combination with ethnographic fieldwork.

A requirement relevant to the glasswork, but also relevant to other crafts, is that
the viscous nature of hot glass prohibits the pause of the crafting process during some
sequences of tasks. As such, motion files may contain multiple process steps and actions.
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3.2.1. Audiovisual Recordings

Pertinent assets regard conventional audiovisual data acquired from the ethnography
such as audio and video interviews, photographic documentation and documentation to
be used for craft representation including photographs and video documentation of objects,
spaces, and demonstrations.

Audiovisual recordings of the crafting process are important for overview and ethno-
graphic study, as well as for documenting significant aspects of the process with a local
spatial expression, such as tool gripping postures, detailed and minute manipulations,
and so on. Moreover, multiple and/or wide-angle bird-view cameras can be employed
to capture the motion of multiple practitioners and their movement within. In the case of
glass workshops, the latter is particularly important because glass workshops are shared
by multiple practitioners and because the arrangement of workshop machinery is such that
the practitioners have to walk from one locus to another during the crafting process.

3.2.2. Documentation of Tools, Machinery, and Workspaces

The documentation of tools, machinery, and workspaces is both photographic and in
3D. We refer to [48] for the photographic documentation of static artifacts and scenes, and
to [49] for their 3D documentation. The 3D documentation of metallic tools and glassware
can be challenging. We distinguish between the potential historic significance of an object
and its utility as a tool, whereas in the latter, solely their geometrical structure can be
sufficient. In some cases, the 3D model of tools can be easily modeled or even provided
by the manufacturer. The use of synthetic models can simplify the digitization tasks and
significantly reduce scanning costs. The collection of tools for glasswork was developed
in [50] and is summarized in Figure 5.
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created from scratch using 3D modeling software. The outcomes of the modeling process 
are presented in Figure 6. 
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Similarly, for the creation of 3D models of machinery, the acquired audiovisual docu-
mentation acquired during the ethnographic research was used, and the machines were
created from scratch using 3D modeling software. The outcomes of the modeling process
are presented in Figure 6.
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The digitization of transparent objects is still an open problem in 3D digitization. As
such, for those, we rely on photographic documentation and conventional by measurement
and technical drawing.
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3.2.3. Motion Capture

The applicability of Motion Capture (MoCap) and video modalities depends on the
type of environment. Inertial MoCap [51] is more suitable than optical [52] in the cluttered
space of workshops, due to reduced installation requirements and independence to oc-
clusions. Nevertheless, inertial MoCap is not sufficiently sensitive to minute motions. A
practical issue was that it was difficult for the practitioner to manipulate objects with the
gloves of the suit. To solve that, latex gloves were worn on top of the suit’s gloves to add
friction. Markerless methods exhibit the least accuracy [53,54] but require only a camera.
We found markerless motion recording suitable mainly in obtaining key hand postures and
body gestures.

In the context of this research work, Motion Capture occurred during the ethnographic
fieldwork at CERFAV, in September and October 2019. During this, fourteen carafes were
produced in the workshop to observe and capture social and body interactions that take
place during glasswork. Apart from the audiovisual documentation acquired, the process
was recorded using MoCap equipment and, in particular, the Nansense MoCap suit and
gloves. Table 1 illustrates the tasks that were recorded for glassblowing.



Heritage 2022, 5 112

Table 1. Tasks recorded at CERFAV.

Heritage 2022, 5, FOR PEER REVIEW  10 
 

 

Table 1. Tasks recorded at CERFAV. 

      
Insert the glass 
into the furnace 

Moving the blow-
pipe 

Shaping glass with 
the hand 

Rotating the blow-
pipe 

Blowing through 
the blowpipe 

Shaping the glass 
with the tweezers 

      

Burn the base with 
the torch 

Blowing through 
the blowpipe 

Shaping the glass 
with the block 

Pressing the glass 
on a metal base 

Cutting the glass 
with the shears 

Shaping the glass 
with the block 

      
Shaping the base 

of the carafe 
Shaping the glass 
with the paddle 

Shaping the glass 
with the jacks 

Shaping the base 
of the carafe 

Adding the handle 
to the jug 

Shaping the glass 
with the tube  

3.2.4. Data Curation 
The activities presented in the previous subsection create a large amount of data that 

should be rationalized, post-processed, and curated to be exploitable for future research. 
In this context, photographic documentation, video recording of the creation process, 3D 
objects, and 3D reconstructions are uploaded to the Mingei repository and documented 
in MOP. Motion recordings are also stored in the repository and documented in MOP to 
formulate Motion Vocabularies. All digital assets receive unique IRIs for semantic interop-
erability. 

Photographic, audiovisual, and 3D assets that are ingested in the MOP can be 
browsed by file properties and by thumbnail preview, as shown in Figure 7. 
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should be rationalized, post-processed, and curated to be exploitable for future research. 
In this context, photographic documentation, video recording of the creation process, 3D 
objects, and 3D reconstructions are uploaded to the Mingei repository and documented 
in MOP. Motion recordings are also stored in the repository and documented in MOP to 
formulate Motion Vocabularies. All digital assets receive unique IRIs for semantic interop-
erability. 

Photographic, audiovisual, and 3D assets that are ingested in the MOP can be 
browsed by file properties and by thumbnail preview, as shown in Figure 7. 
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3.2.4. Data Curation

The activities presented in the previous subsection create a large amount of data
that should be rationalized, post-processed, and curated to be exploitable for future re-
search. In this context, photographic documentation, video recording of the creation
process, 3D objects, and 3D reconstructions are uploaded to the Mingei repository and
documented in MOP. Motion recordings are also stored in the repository and documented
in MOP to formulate Motion Vocabularies. All digital assets receive unique IRIs for
semantic interoperability.

Photographic, audiovisual, and 3D assets that are ingested in the MOP can be browsed
by file properties and by thumbnail preview, as shown in Figure 7.
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3.3. Knowledge Representation

The objects and actions of the crafting process are semantically represented in this step.
The representation uses a few classes, called basic knowledge elements, which contain links
to semantic metadata provided by the user and links to the digital assets formed in the
previous step.

From motion recordings, reference postures and gestures are identified by the user.
To associate frames and segments from motion recordings with postures and gestures
respectively, the AnimIO annotation editor [45] was employed, which facilitates body-
member-specific annotation of motion recordings. To represent tool and machine usage,
motion recordings and 3D models are combined. The recorded gripping postures come
into use in this task.

The recordings are combined under the context of the Event knowledge entity, which
contains links to the representations of the Location, Participants, Tools, Materials, and
(intermediate) Products pertinent to the event. Conceptually, events align with the steps of
the process, and both can be hierarchically analyzed in subevents and substeps.
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In MOP [46,55], all knowledge elements are created through simple form filling
operations. Each type of element has a dedicated Web form where the relevant meta-data
are edited. Furthermore, facilities to identify links with other knowledge elements are
provided. Links may be provided in the form of a Universal Resource Identifier for external
resources or in the form of semantic links for digital items curated in MOP. Such elements
could be, for example, the linked media objects that are relevant to the knowledge element.

3.4. Workflow Representation

To encode craft understanding, activity diagrams are borrowed from Unified Mod-
eling Language (UML) [56,57] and used in the following sense. While UML representing
computational actions that transform data are represented, in this work, physical actions
that transform materials are represented. The transition types Transition, Fork, Merge, Join,
and Branch are adopted and denoted as in UML.

Activity diagrams can be refined hierarchically, allowing the increase in representation
detail at later stages. Moreover, their visual nature was found to support the collaboration
with practitioners. Activity diagrams are essential in representing transitions between pro-
cess steps, in which distinct tools are employed and actions take place—and, in particular,
decision points and parallel tasks in the process.

The progression of sequential steps is modeled by a Transition link. Forks are used to
represent the initiation of two parallel tasks. In Merge transition, two or more control paths
unite and Join connects steps that should be completed before the transitions to the next
step. Merge and Join transitions are structurally similar, but a Join is a synchronization
across a set of parallel flows, while in a Merge, only a single flow is active. Finally, Branch
transitions connect a step with a decision step that accepts tokens on one incoming edge
and selects one outgoing alternative. Branch nodes control the flow of a process by selecting
one of several alternatives, based on the outcome of a condition evaluation.

3.5. Process Schema Representation

In this step, the activity diagram is transcribed into a transition graph. The MOP UI
facilitates the structure and enables the instantiation of process schemas and their steps.
Data fields are used to enter appellations, informal descriptions, and step order. Transitions
are instantiated via dynamic UI components that adapt to transition type. An example of a
represented process schema is presented in Figure 8.

3.6. Process Representation

Processes representations account for the events that took place during the execution of
a process schema. Intuitively, a process is an individual flow of events, out of those possible
in the activity diagram. The MOP UI enables the instantiation of processes representation
via the entry and chronological ordering of events, accompanied by the recordings that
document them. An example of a process representation in MOP is presented in Figure 9.
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4. Craft Presentation and Preservation
4.1. Digital Preservation

The digital assets hosted in the MOP repository are provided online in conventional
and open formats. Each asset has a unique IRI to be directly integrated by third parties.
Our knowledge is available to the Semantic Web via the MOP and the SPARQL endpoint
exposed. Furthermore, to ensure compatibility with online knowledge sources, definitions
of terms are imported to MOP through linking to terms from the Getty Arts and Architecture
thesaurus and the UNESCO thesaurus. For further exploitation of semantic knowledge
encoded in MOP, an EDM export facility has also been implemented, allowing (a) export of
data in semantic compatible to EDM format and (b) formulation of SPARQL queries to the
MOP SPARQL endpoint to receive EDM formatted results.
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4.2. Craft Documentation

The represented knowledge network is available through the WWW and the MOP
in hypertext format. Semantic links are implemented as hyperlinks that lead to the pages
of cited entities. Contents are also organized and presented thematically, per class type.
A keyword-based search is also provided. Documentation pages contain links to digital
assets, textual presentation of metadata, and previews of the associated digital assets. For
locations and events, specific UI modules are provided. For locations, embedded, dynamic
maps are provided through OpenStreetMap [32]. Timeline and calendar views are available
for events.

The vocabularies formulated in the first step of the craft representation are provided
as illustrated vocabularies of tools, which bring together verbal descriptions and visual
recordings. In the same way, the steps where a specific tool is used can be retrieved, along
with video recordings of such actions—and similarly for the tools and materials required
for a certain process.

Processes are presented containing links to the recordings of the knowledge elements
for the tools and materials involving the participating practitioners, the date, the tools
employed, and the location of the recording. If the process follows a process schema, a
link to that schema and its preview are also provided. The hierarchy of process steps
is presented using insets, each one presenting textual information and previews of the
available digital assets. To present step organization, insets are dynamically unfolded to
any depth of the process hierarchy, associated with image previews and embedded videos.
Variations include images and textural descriptions.

In some cases, through the post-processing of the original digital assets, we can
provide simplified visualizations for illustrative purposes. Such visualizations reduce the
information provided, for example, by a video recording to the essential parts of the craft
to be presented. A collection of enhanced iconic abstractions of tool usage gestures is
presented in Figure 10. For example, in the first row of Figure 10, the picking up of hot
glass material is presented in the first two figures while the other two present the creation
of form using a hand-held tool. Using the same rationale, several steps are also visualized
in this figure in a form of abstraction that presents only the tools and their interaction
with matter.
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Figure 10. Computer-aided, VR presentation of glassblowing processes. (Top): marvering.
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4.3. Craft Demonstration
4.3.1. Workshop Implementation in 3D

For the implementation of the workshop in 3D, the High-Definition Rendering
Pipeline (HDPR) offered by Unity3D [58] game engine was used. HDPR offers various
features that contribute heavily to how realistic a scene can look, like physically accurate
lighting, multiple out-of-the-box material types (Subsurface Scattering, Anisotropy, Irides-
cence, Specular Color, and Translucency), and several post-processing effects (Ambient
Occlusion, Auto-exposure, and Screen Space Reflections). Lighting in HDRP is physically
accurate and uses lighting units such as lumens, lux, and candela.

The environment was set up to use an HDRI Sky for the skybox and the ambient
lighting. The fog was also added to give some density to the atmosphere and interact
with the sunlight within the workshop. Machinery modeled as presented above was also
imported and instantiated in the scene based on reference photographic material.

The lighting plan is using lightmaps for all static geometry with the use of Mixed
Lights, which provide real-time direct lighting, but its indirect is baked. For dynamic
geometry, e.g., characters, Light Probes will be used in the next iteration. Extra care was
put in creating semi-transparent materials. Reflections were also added in the scene with
the use of Reflection Probes. The resulting workshop is presented in Figure 11.
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4.3.2. Implementation of Virtual Humans and Animation

The virtual human bodies and clothes are created to obtain one unified and opti-
mized model, enhancing the visual impact of the characters with texture mapping and
material editing. The 3D generation of the virtual bodies also must take into considera-
tion the total number of polygons used to create the meshes in order to keep a balance
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between the 3D real-time simulation restrictions and the skin deformation accuracy of
the models.

Avatars are created with a combination of different software: Adobe Fuse CC/Mixamo [59]
is used for creating the body character, the clothes, the hair, and the rigging. The generated
model is then imported into Autodesk 3DS max [60] for mesh geometry optimization.
Manual methods, by using the editable poly tools, is preferred because it allows us to keep
the regularity of the topology while the automatic methods generate a mess geometry
which is not suitable for skin deformation nor a regular UV texture map generation.

The processing of the files has been done on Autodesk MotionBuilder software, Version
2019. 0. 1 [61] which is dedicated to animation and the direct integration of motion capture
technologies. The process requires the following steps as presented in Figure 12:

• Creation of an “actor” in MotionBuilder with skeleton definition corresponding to the
Biovision Hierarchy (BVH).

• Transposition of the received animations (.bvh files) on the actor
• Synchronization of the avatar with the actor by adjusting the the models so that the

measurements match and the animations are correctly reproduced (retargeting).
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4.3.3. Tool Usage

Tool Handling during animations is implemented using animation rigging, which
enables users to animate a mesh with the use of a skeleton, as well as other use cases
like runtime rigging. Runtime rigging is when a skeletal animation is modified during
gameplay using constraints as a post-process. Useful scenarios include attaching hands to
props or aiming the head in reaction to a gameplay event like a character passing by. Rig
Constraints are also used to affect objects in reaction to the skeleton’s motion.

4.4. Workshop Demonstration

For craft presentation and to facilitate the installation presented in the next section
three applications were implemented. These applications present synchronized content,
and thus they integrate a software mechanism for their interconnection. The main appli-
cation (see Figure 13) is a simulation of the crafting process for creating a glass carafe as
modeled in the previous sections, and it combines the knowledge on the crafting process
with the modeling of the workshop, the tools, and the machines. Furthermore, it integrates
the implemented VHs and their animations as recorded during the ethnographic fieldwork
at CERFAV.

The second application (see Figure 14) presents close-up views of the gestures of the
glassblowing VH to enhance the understanding of the audience regarding specific crafting
gestures used in the making process.
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Figure 14. Close-up views of the glassblowing process.
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The third application presents the tools used in each step of the process to enhance
the understanding between craftsmanship, gestures, and tools. For example, as shown in
Figure 15 for the shaping and glassblowing process steps, a blowpipe, newspaper, and a
block are used. The tools are presented on the top of the application’s screen while the
abstraction of the process is presented in Section 4.3.3, presented on the bottom side of
the screen.

 

Figure 15 

  

Figure 15. Overview of the tools used in each step.

4.5. Craft Training

To experience glassblowing gestures, an interactive installation was created, with
the use of MAX/MSP 8, a visual programming framework, in combination with python
programming, as well as an RGB-D Intel Realsense camera for the real-time tracking and
recognition of the gestures of the user. The information that was used from both videos
from the gesture recognition engine was the upper body joints (shoulders, elbows, wrists,
neck), as extracted from the OpenPose [62] framework. OpenPose is a system for real-time
human joints detection, with the use of Deep Learning architectures.

In the screen (see Figure 16), a big frame with the video of the expert glassblower
appears, while a smaller one with the video of the visitor places on the top-left of the screen.
The user can either start experimenting directly or choose the question mark sign on the
top of the installation screen, to see the instructions before starting imitating. An instance
of this instruction screen is shown in Figure 4. On that screen, the user can see a video of
each one of the gestures before starting experimenting. When the imitation starts, the grey
bar right up the expert’s video becomes red. The speed of this bar becoming red concerns
how good the gesture recognition results are.
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professional activity come together. It is the only higher education establishment dedi-
cated to life-long professional training. 

In this context, a dedicated space at the cathedral which is part of the museum was 
dedicated for the exhibition. The space is a chapel of the cathedral located within the main 
exhibition of the museum. The installation is comprised of a special construction capable 
of hosting three large displays created through back projection in thin synthetic fabric. 
Furthermore, for craft training, a bench has been installed in front of the main display 
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4.6. Exhibition

The results of this research work were deployed in the context of a periodic exhibition
at the premises of the museum of CNAM, which is where the worlds of academics and
professional activity come together. It is the only higher education establishment dedicated
to life-long professional training.

In this context, a dedicated space at the cathedral which is part of the museum was
dedicated for the exhibition. The space is a chapel of the cathedral located within the main
exhibition of the museum. The installation is comprised of a special construction capable
of hosting three large displays created through back projection in thin synthetic fabric.
Furthermore, for craft training, a bench has been installed in front of the main display
together with a glassblowing pipe to be used by visitors. The installation has integrated
hosting spots for the glass carafes and pieces of the carafe created during the ethnographic
fieldwork. Special lighting was integrated within to present the interaction of glass with
light and to create atmosphere. Figure 17 presents the building of the installation structure.

After the completion of the physical part of the installation, the software was installed
in the computers hosting each projection, and their intercommunication was set up. Fur-
thermore, the computers were programmed to communicate with the projectors to open
and close automatically thus saving resources, and protecting the projection equipment.
Figure 18 present the craft presentation applications installed and running within the
installation space.
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In the computer hosting the glassblowing presentation, a second application was in-
stalled which is dedicated to crafting training. This application allows users to mimic craft
gestures using the tools and the bench. The scenario that was set up was that the presenta-
tion application sequence is executed first and then the main projection switches to the craft
training applications so that users test what they learned from the craft presentations. To do
so, an application was used to control the order of execution of the craft presentation and
craft training applications. Examples of users interacting with the craft training application
are presented in Figure 19. On the left side, a back view of the application and user is
presented, while on the right side, we present how users are experiencing the interaction.
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4.7. Preliminary Evaluation

After the technical validation of the installation, a short preliminary evaluation with
end-users provided by the museum was conducted. The evaluation was focused on
museum personnel while a wider evaluation with end-users is planned to happen later on
during the lifetime of the installation. The objective of the preliminary evaluation was to
identify whether the educational goals set up by the museum are facilitated through the
installation and identify possible usability issues.

The first part of the preliminary evaluation was conducted with users from the ed-
ucation department of the museum invited to experience the installation and mimic the
craftsperson actions using the bench and tools provided. The results of this evaluation
resulted in changes to the UI of the training application in order (a) to provide real-time
help to users to guide them through the training process and (b) to enhance the feedback
of the system during user operation to enhance the understanding of both successful and
nonsuccessful interaction. More specifically, an identified issue regarded the feedback
that should be provided when the user is starting to perform a gesture where there was a
time frame with no additional information from the system, resulting in users quitting an
operation with the feeling that they were not doing the correct gestures.

The second part of the evaluation was done through inspection methods on all users.
A user experience evaluator was monitoring the interaction of the users with the system
and recorded identified usability issues. More of them were minor details of the UI that
were improved. The most severe issue identified was a cold start effect resulting from the
lack of sufficient information from the system when moving from the craft demonstration
part to the craft training part. For this reason, introductory screens were designed and
installed to assist users when the training session started. Furthermore, another issue
that regarded the time scheduling of the installation regarded the occurrence of switches
between apps while the users were interacting with the training. This was considered a
major usability issue and was resolved on site.
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After the conclusion of this preliminary evaluation and the resolution of the identified
issues, the installation was inspected by a user-experience expert. The formal user-based
evaluation is planned for January 2022, where further feedback will be collected by actual
users of various age groups.

5. Conclusions

This paper presents the process for the representation and presentation of the craft of
glassblowing. The result is the documentation of the process and the creation of a Mixed
Reality exhibition at the premises of the museum of CNAM. This research work can be
considered not just a case study for the specific craft instance but also as a guide regarding
how similar scientific goals can be pursued in the future.

Regarding future improvements of the presented methodology, several directions can
be followed. Initially, we acknowledge that the process presented is time and resource-
demanding considering that the objective is a valid representation that could lead to
multiple presentations of a craft. As such, improvements in the process can significantly
improve the uptake of the proposed methodology. To that respect, future improvements
could regard the data curatorial platform by simplifying and automating parts of the
process to minimize the time spent in data curation in conjunction with the time spent for
the scientific exploitation of data. Furthermore, simplification could also regard additional
actions required for the post-processing of input data by integrating more automated
tools and data processing wizards. Furthermore, another direction regards the further
validation of the methodology through new craft instances. Finally, further presentations
and visualizations of the represented crafts will enhance the value of representation, and
in this field, further research could concert computer-aided facilities for semi-automated
creation of craft representations.

Author Contributions: Conceptualization, X.Z., N.P. (Nikolaos Partarakis), A.L.C. and A.D.; Data
curation, A.L.C. and A.D.; Funding acquisition, N.P. (Nikolaos Partarakis) and X.Z.; Investigation,
X.Z., N.P. (Nikolaos Partarakis), A.L.C., S.M. and A.D.; Methodology, N.P. (Nikolaos Partarakis),
X.Z. and N.M.T.; Project administration, N.P. (Nikolaos Partarakis) and X.Z.; Resources., A.L.C. and
A.D.; Software, N.P. (Nikolaos Patsiouras), E.Z., N.C., D.M. and E.B.; Supervision, N.P. (Nikolaos
Partarakis), X.Z., N.M.T., A.G., S.M. and E.Z.; Validation, A.L.C. and A.D.; Visualization, E.M., N.P.
(Nikolaos Patsiouras), N.C., N.P. and X.Z.; Writing—original draft, N.P.; Writing—review & editing,
N.P. and X.Z. All authors have read and agreed to the published version of the manuscript.

Funding: This work has been conducted in the context of the Mingei project that has received funding
from the European Union’s Horizon 2020 research and innovation program under grant agreement
No 822336.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data available upon request.

Acknowledgments: The authors would like to thank the Conservatoire National des Arts et Métiers
(CNAM) for its contribution to the preparation of the exhibition.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. UNESCO. Traditional Craftsmanship. Available online: https://ich.unesco.org/en/traditional-craftsmanship-00057 (accessed on

16 January 2020).
2. Zabulis, X.; Meghini, C.; Partarakis, N.; Beisswenger, C.; Dubois, A.; Fasoula, M.; Galanakis, G. Representation and preservation

of Heritage Crafts. Sustainability 2020, 12, 1461. [CrossRef]
3. Zabulis, X.; Meghini, C.; Partarakis, N.; Kaplanidi, D.; Doulgeraki, P.; Karuzaki, E.; Stefanidi, E.; Evdemon, T.; Metilli, D.; Bartalesi,

V. What Is Needed to Digitise Knowledge on Heritage Crafts. Mem. Rev. 2019. Available online: https://review.memoriamedia.
net/ (accessed on 12 February 2020).

https://ich.unesco.org/en/traditional-craftsmanship-00057
http://doi.org/10.3390/su12041461
https://review.memoriamedia.net/
https://review.memoriamedia.net/


Heritage 2022, 5 126

4. Geijer, A. A History of Textile Art; Pasold Research Fund: London, UK, 1979.
5. Hecht, A. The Art of the Loom; British Museum Press: London, UK, 1989.
6. Donkin, L. Crafts, and Conservation: Synthesis Report for ICCROM. Available online: https://www.iccrom.org/publication/

crafts-and-conservation-synthesis-report-iccrom (accessed on 17 January 2020).
7. Costin, C.L. Introduction: Craft and social identity. Archeol. Pap. Am. Anthropol. Assoc. 1998, 8, 3–16. [CrossRef]
8. UNESCO. Guidelines for the Preservation of Digital Heritage. Available online: https://unesdoc.unesco.org/ark:/48223/pf000

0130071 (accessed on 17 January 2020).
9. Fotopoulou, S.V.; Drinis, Y.N.; Bazini, E.; Fakiola, M. Rural Space as Cultural Heritage. Available online: http://ayla.culture.gr/

wp-content/uploads/2018/10/1st_S_S_2018_Rural_Space_as_Cultural_Heritage_WebENG.pdf (accessed on 16 January 2020).
10. Partarakis, N.; Zabulis, X.; Antona, M.; Stephanidis, C. Transforming Heritage Crafts to engaging digital experiences. In

Visual Computing for Cultural Heritage; Liarokapis, F., Voulodimos, A., Doulamis, N., Doulamis, A., Eds.; Springer: Basel,
Switzerland, 2019.

11. Stefanidi, E.; Partarakis, N.; Zabulis, X.; Zikas, P.; Papagiannakis, G.; Thalmann, N.M. TooltY: An approach for the combination
of motion capture and 3D reconstruction to present tool usage in 3D environments. In Intelligent Scene Modelling and Human
Computer Interaction; Thalmann, N.M., Zheng, J., Eds.; Springer: Basel, Switzerland, 2020.

12. Zhang, J.; Wu, Q.; Zhang, J.; Shen, C.; Lu, J.; Wu, Q. Heritage image annotation via collective knowledge. Pattern Recognit. 2019,
93, 204–214. [CrossRef]

13. Su, X.; Sperlì, G.; Moscato, V.; Picariello, A.; Esposito, C.; Choi, C. An edge intelligence empowered recommender system enabling
cultural heritage applications. IEEE Trans. Ind. Inform. 2019, 15, 4266–4275. [CrossRef]

14. Tscheu, F.; Buhalis, D. Augmented reality at cultural heritage sites. In Information and Communication Technologies in Tourism 2016;
Springer: Cham, Switzerland, 2016; pp. 607–619.

15. Roussou, M. Learning by doing and learning through play: An exploration of interactivity in virtual environments for children.
Comput. Entertain. CIE 2004, 2, 10. [CrossRef]

16. Cruz-Neira, C.; Sandin, D.J.; DeFanti, T.A. Surround-screen projection-based virtual reality: The design and implementation of
the CAVE. In Proceedings of the 20th Annual Conference on Computer Graphics and Interactive Techniques, Anaheim, CA, USA,
1–6 August 1993; pp. 135–142.

17. Liarokapis, F.; White, M. Augmented reality techniques for museum environments. Mediterr. J. Comput. Netw. 2005, 1, 95–102.
18. ARCO (Augmented Representation of Cultural Objects) Consortium. Available online: http://www.arco-web.org (accessed on 5

May 2021).
19. White, M.; Mourkoussis, N.; Darcy, J.; Petridis, P.; Liarokapis, F.; Lister, P.; Gaspard, F. ARCO-an architecture for digitization,

management and presentation of virtual exhibitions. In Proceedings of the Computer Graphics International, Crete, Greece, 16–19
June 2004; pp. 622–625.

20. Karuzaki, E.; Partarakis, N.; Patsiouras, N.; Zidianakis, E.; Katzourakis, A.; Pattakos, A.; Zabulis, X. Realistic Virtual Humans for
Cultural Heritage Applications. Heritage 2021, 4, 4148–4171. [CrossRef]

21. Milgram, P.; Kishino, F. A taxonomy of mixed reality visual displays. IEICE Trans. Inf. Syst. 1994, 77, 1321–1329.
22. Hughes, C.E.; Stapleton, C.B.; Hughes, D.E.; Smith, E.M. Mixed reality in education, entertainment, and training. IEEE Comput.

Graph. Appl. 2005, 25, 24–30. [CrossRef]
23. Hall, T.; Ciolfi, L.; Bannon, L.; Fraser, M.; Benford, S.; Bowers, J.; Flintham, M. The visitor as virtual archaeologist: Explorations in

mixed reality technology to enhance educational and social interaction in the museum. In Proceedings of the 2001 Conference on
Virtual Reality, Archeology, and Cultural Heritage, Glyfada, Greece, 28–30 November 2001; pp. 91–96.

24. Fast-Berglund, Å.; Gong, L.; Li, D. Testing and validating Extended Reality (xR) technologies in manufacturing. Procedia Manuf.
2018, 25, 31–38. [CrossRef]

25. Margetis, G.; Papagiannakis, G.; Stephanidis, C. Realistic natural interaction with virtual statues in x-reality environments. Int.
Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2019, XLll-2/W11, 801–808. [CrossRef]

26. Papagiannakis, G.; Partarakis, N.; Stephanidis, C.; Vassiliadi, M.; Huebner, N.; Grammalidis, N.; Margetis, G. Mixed Reality
Gamified Presence and Storytelling for Virtual Museums; No. IKEEBOOKCH-2019-233; Springer: Berlin/Heidelberg, Germany, 2018.

27. Zabulis, X.; Grammenos, D.; Sarmis, T.; Tzevanidis, K.; Padeleris, P.; Koutlemanis, P.; Argyros, A. Multicamera human detection
and tracking supporting natural interaction with large-scale displays. Mach. Vis. Appl. 2012, 24, 319–336. [CrossRef]

28. Grammenos, D.; Zabulis, X.; Michel, D.; Padeleris, P.; Sarmis, T.; Georgalis, G.; Koutlemanis, P.; Tzevanidis, K.; Argyros, A.;
Sifakis, M.; et al. Macedonia from Fragments to Pixels: A Permanent Exhibition of Interactive Systems at the Archaeological
Museum of Thessaloniki. In Proceedings of the Progress in Cultural Heritage Preservation—4th International Conference,
EuroMed 2012, Limassol, Cyprus, 29 October–3 November 2012; Lecture Notes in Computer Science. Volume 7616, pp. 602–609.

29. Partarakis, N.; Kontaki, E.; Zidianakis, E.; Drossis, G.; Birliraki, C.; Metaxakis, G.; Barka, A.; Poutouris, V.; Mathioudakis, G.;
Zidianaki, I.; et al. Digital Heritage Technology at the Archaeological Museum of Heraklion. In Proceedings of the International
Conference on Human Computer Interaction, Las Vegas, NV, USA, 15–20 July 2018.

https://www.iccrom.org/publication/crafts-and-conservation-synthesis-report-iccrom
https://www.iccrom.org/publication/crafts-and-conservation-synthesis-report-iccrom
http://doi.org/10.1525/ap3a.1998.8.1.3
https://unesdoc.unesco.org/ark:/48223/pf0000130071
https://unesdoc.unesco.org/ark:/48223/pf0000130071
http://ayla.culture.gr/wp-content/uploads/2018/10/1st_S_S_2018_Rural_Space_as_Cultural_Heritage_WebENG.pdf
http://ayla.culture.gr/wp-content/uploads/2018/10/1st_S_S_2018_Rural_Space_as_Cultural_Heritage_WebENG.pdf
http://doi.org/10.1016/j.patcog.2019.04.017
http://doi.org/10.1109/TII.2019.2908056
http://doi.org/10.1145/973801.973818
http://www.arco-web.org
http://doi.org/10.3390/heritage4040228
http://doi.org/10.1109/MCG.2005.139
http://doi.org/10.1016/j.promfg.2018.06.054
http://doi.org/10.5194/isprs-archives-XLII-2-W11-801-2019
http://doi.org/10.1007/s00138-012-0408-6


Heritage 2022, 5 127

30. Partarakis, N.; Antona, M.; Stephanidis, C. Adaptable, personalizable and multi user museum exhibits. In Curating the Digital;
Springer: Cham, Switzerland, 2016; pp. 167–179.

31. Partarakis, N.; Antona, M.; Zidianakis, E.; Stephanidis, C. Adaptation and Content Personalization in the Context of Multi User
Museum Exhibits. In Proceedings of the 1st Workshop on Advanced Visual Interfaces for Cultural Heritage co-located with the
International Working Conference on Advanced Visual Interfaces, Bari, Italy, 7–10 June 2016; pp. 5–10.

32. Zidianakis, E.; Partarakis, N.; Ntoa, S.; Dimopoulos, A.; Kopidaki, S.; Ntagianta, A.; Stephanidis, C. The Invisible Museum: A
User-Centric Platform for Creating Virtual 3D Exhibitions with VR Support. Electronics 2021, 10, 363. [CrossRef]

33. Fairweather, P. Culture Vultures or the Boorish Masses—Who are Cultural Visitors in Australia? In Proceedings of the Tourism
Research Australia, Cultural Tourism Conference, Canberra, Australia, February 2008.

34. UNWTO. Study on Tourism and Intangible Cultural Heritage; UNWTO: Madrid, Spain, 2012; ISBN 978-92-844-1479-6.
35. Acker, O.; Gröne, F.; Kropiunigg, L.; Lefort, T. The Digital Future of Creative Europe: The Impact of Digitization and the Internet on the

Creative Industries in Europe Stategy; Booz & Company/PWC: Atlanta, GA, USA, 2015.
36. European Council. Framework Convention on the Value of Cultural Heritage for Society; CETS No.199; Faro: 27 October 2005.

Available online: https://rm.coe.int/1680083746 (accessed on 20 November 2021).
37. Peligot, E. Douze Leçons Sur l’art de la Verrerie. In Le Verre, Son Histoire, Sa Fabrication; 1877. Available online: https://gallica.bnf.

fr/ark:/12148/bpt6k918964.texteImage (accessed on 20 November 2021).
38. Ginzarly, M.; Srour, F.J. Cultural heritage through the lens of COVID-19. Poetics 2021, 101622. [CrossRef]
39. Hamilton, R.W.; Thompson, D.V. Is there a substitute for direct experience? Comparing consumers’ preferences after direct and

indirect product experiences. J. Consum. Res. 2007, 34, 546–555. [CrossRef]
40. Millar, M.G.; Millar, K.U. The effects of direct and indirect experience on affective and cognitive responses and the attitude–

behavior relation. J. Exp. Soc. Psychol. 1996, 32, 561–579. [CrossRef]
41. Gino, F.; Argote, L.; Miron-Spektor, E.; Todorova, G. First, get your feet wet: The effects of learning from direct and indirect

experience on team creativity. Organ. Behav. Hum. Decis. Processes 2010, 111, 102–115. [CrossRef]
42. Duerden, M.D.; Witt, P.A. The impact of direct and indirect experiences on the development of environmental knowledge,

attitudes, and behavior. J. Environ. Psychol. 2010, 30, 379–392. [CrossRef]
43. Daugherty, T.; Li, H.; Biocca, F. Consumer learning and the effects of virtual experience relative to indirect and direct product

experience. Psychol. Mark. 2008, 25, 568–586. [CrossRef]
44. Keng, C.J.; Liao, T.H.; Yang, Y.I. The effects of sequential combinations of virtual experience, direct experience, and indirect

experience: The moderating roles of need for touch and product involvement. Electron. Commer. Res. 2012, 12, 177–199. [CrossRef]
45. Partarakis, N.; Zabulis, X.; Chatziantoniou, A.; Patsiouras, N.; Adami, I. An approach to the creation and presentation of reference

gesture datasets, for the preservation of traditional crafts. Appl. Sci. 2020, 10, 7325. [CrossRef]
46. Partarakis, N.; Doulgeraki, P.; Karuzaki, E.; Adami, I.; Ntoa, S.; Metilli, D.; Bartalesi, V.; Meghini, C.; Marketakis, Y.;

Theodoridou, M.; et al. Representation of socio-historical context to support the authoring and presentation of multimodal
narratives: The Mingei Online Platform. J. Comput. Cult. Herit. 2021, 15, 1–26. [CrossRef]

47. Zabulis, X.; Meghini, C.; Dubois, A.; Doulgeraki, P.; Partarakis, N.; Adami, I.; Karuzaki, E.; Carre, A.; Patsiouras, N.; Kaplanidi, D.;
et al. Digitisation of traditional craft processes. J. Comput. Cult. Herit. [CrossRef]

48. MINERVA—Ministerial Network for Valorising Activities in Digitization. D6.2. Good Practice Handbook. MINERVA: November
2003. Available online: https://cordis.europa.eu/project/id/IST-2001-35461/it (accessed on 20 November 2021).

49. 3D-ICONS. Guidelines & Case Studies. 3D-ICONS Is a Project Funded under the European Commission’s ICT Policy Support
Programme; Project no. 297194. 2014. Available online: http://3dicons-project.eu/guidelines-and-case-studies (accessed on 20
November 2021).

50. Kokolantonakis, N. Requirements and Protocol of the 3D Documentation of the Heritage Crafts Tools. Dataset. 2020. Available
online: https://zenodo.org/record/3813287#.Yc5uyVkRWUk (accessed on 20 November 2021). [CrossRef]

51. Shi, G.; Wang, Y.; Li, S. Human Motion Capture System and its Sensor Analysis. Sens. Transducers 2014, 172, 206–212.
52. Field, M.; Stirling, D.; Naghdy, F.; Pan, Z. Motion capture in robotics review. In Proceedings of the IEEE International Conference

on Control and Automation, Christchurch, New Zealand, 9–11 December 2009; Institute of Electrical and Electronics Engineers
2009; pp. 1697–1702. [CrossRef]

53. Ceseracciu, E.; Sawacha, Z.; Cobelli, C. Comparison of Markerless and Marker-Based Motion Capture Technologies through
Simultaneous Data Collection during Gait: Proof of Concept. PLoS ONE 2014, 9, e87640. [CrossRef] [PubMed]

54. Sarafianos, N.; Boteanu, B.; Ionescu, B.; Kakadiaris, I. 3D Human pose estimation: A review of the literature and analysis of
covariates. Comput. Vis. Image Underst. 2016, 152, 1–20. [CrossRef]

55. Mingei Online Platform. Available online: http://mop.mingei-project.eu (accessed on 10 November 2021).
56. Object Management Group. OMG Unified Modelling Language (OMG UML); Superstructure Version 2.1.1. 2007. Available

online: https://www.omg.org/spec/UML/2.4.1/Superstructure/PDF (accessed on 20 November 2021).
57. Specification Formal/2007-02-05. W3C. Available online: https://www.omg.org/spec/UML/ (accessed on 21 September 2021).
58. High Definition Render Pipeline. Available online: https://docs.unity3d.com/Packages/com.unity.render-pipelines.high-

definition@13.1/manual/index.html (accessed on 10 November 2021).
59. Mixamo. Available online: https://www.mixamo.com/ (accessed on 10 November 2021).

http://doi.org/10.3390/electronics10030363
https://rm.coe.int/1680083746
https://gallica.bnf.fr/ark:/12148/bpt6k918964.texteImage
https://gallica.bnf.fr/ark:/12148/bpt6k918964.texteImage
http://doi.org/10.1016/j.poetic.2021.101622
http://doi.org/10.1086/520073
http://doi.org/10.1006/jesp.1996.0025
http://doi.org/10.1016/j.obhdp.2009.11.002
http://doi.org/10.1016/j.jenvp.2010.03.007
http://doi.org/10.1002/mar.20225
http://doi.org/10.1007/s10660-012-9093-9
http://doi.org/10.3390/app10207325
http://doi.org/10.1145/3465556
http://doi.org/10.1145/3494675
https://cordis.europa.eu/project/id/IST-2001-35461/it
http://3dicons-project.eu/guidelines-and-case-studies
https://zenodo.org/record/3813287#.Yc5uyVkRWUk
http://doi.org/10.5281/zenodo.3813287
http://doi.org/10.1109/ICCA.2009.5410185
http://doi.org/10.1371/journal.pone.0087640
http://www.ncbi.nlm.nih.gov/pubmed/24595273
http://doi.org/10.1016/j.cviu.2016.09.002
http://mop.mingei-project.eu
https://www.omg.org/spec/UML/2.4.1/Superstructure/PDF
https://www.omg.org/spec/UML/
https://docs.unity3d.com/Packages/com.unity.render-pipelines.high-definition@13.1/manual/index.html
https://docs.unity3d.com/Packages/com.unity.render-pipelines.high-definition@13.1/manual/index.html
https://www.mixamo.com/


Heritage 2022, 5 128

60. 3ds-Max. Available online: https://www.autodesk.fr/products/3ds-max (accessed on 10 November 2021).
61. Motionbuilder. Available online: https://www.autodesk.com/products/motionbuilder (accessed on 10 November 2021).
62. Open Pose. Available online: https://github.com/CMU-Perceptual-Computing-Lab/openpose (accessed on 10 November 2021).

https://www.autodesk.fr/products/3ds-max
https://www.autodesk.com/products/motionbuilder
https://github.com/CMU-Perceptual-Computing-Lab/openpose

	Introduction 
	Background 
	Craft Representation and Craft Presentation 
	Interactive Technologies for CH 
	Mixed Reality Installations for Education and Training 
	Importance of Intangible Cultural Heritage for Sustainable Tourism 
	Cultural Context 
	About CNAM 
	Rationale for the Selection of the Carafe as a Study Material 

	Direct versus Indirect Experiences for Presenting Cultural Context 
	Contribution of This Work 

	Crafting Process Modeling and Representation 
	Craft Understanding 
	Data Collection 
	Audiovisual Recordings 
	Documentation of Tools, Machinery, and Workspaces 
	Motion Capture 
	Data Curation 

	Knowledge Representation 
	Workflow Representation 
	Process Schema Representation 
	Process Representation 

	Craft Presentation and Preservation 
	Digital Preservation 
	Craft Documentation 
	Craft Demonstration 
	Workshop Implementation in 3D 
	Implementation of Virtual Humans and Animation 
	Tool Usage 

	Workshop Demonstration 
	Craft Training 
	Exhibition 
	Preliminary Evaluation 

	Conclusions 
	References

