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Abstract: The aim of this study is to enhance the understanding of volatility dynamics in commodity returns, such as gold and cocoa, as well as the financial market index S&P500. It provides a comprehensive overview of each model’s efficacy in capturing volatility clustering, asymmetry, and long-term memory effects in asset returns. By employing models like sGARCH, eGARCH, gjrGARCH, and FIGARCH, the research offers a nuanced understanding of volatility evolution and its impact on asset returns. Using the Skewed Generalized Error Distribution (SGED) in model optimization shows how important it is to understand asymmetry and fat-tailedness in return distributions, which are common in financial data. Key findings include the sGARCH model being the preferred choice for Gold Futures due to its lower AIC value and favorable parameter estimates, indicating significant volatility clustering and a slight positive skewness in return distribution. For Cocoa Futures, the FIGARCH model demonstrates superior performance in capturing long memory effects, as evidenced by its higher log-likelihood value and lower AIC value. For the S&P500 Index, the eGARCH model stands out for its ability to capture asymmetry in volatility responses, showing superior performance in both log-likelihood and AIC values. Overall, identifying superior modeling approaches like the FIGARCH model for long memory effects can enhance risk management strategies by providing more accurate estimates of Value-at-Risk (VaR) and Expected Shortfall (ES). Additionally, the out-of-sample evaluation reveals that Support Vector Regression (SVR) outperforms traditional GARCH models for short-term forecasting horizons, indicating its potential as an alternative forecasting tool in financial markets. These findings underscore the importance of selecting appropriate modeling techniques tailored to specific asset classes and forecasting horizons. Furthermore, the study highlights the potential of advanced techniques like SVR in enhancing forecasting accuracy, thus offering valuable implications for portfolio management and risk assessment in financial markets.
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1. Introduction

Geopolitical conflicts significantly impact the level of risk associated with commodity market volatility. Several events, such as the COVID-19 pandemic, the conflict between Russia and Ukraine, and the war between Israel and Hamas, have already caused significant economic and financial disruptions. These disruptions have led to a sharp increase in commodity prices (Fang and Shao 2022). However, the latest Israel–Hamas war has had a limited but noticeable impact on specific commodity prices, particularly energy and agricultural commodities, while impacting Gold and Cocoa Futures differently (Kim and Fortner 2023; Mintec.com 2023). Research on commodity futures markets like cocoa suggests that speculators react quickly to new information, leading to efficient price discovery mechanisms (Nardella 2006). In contrast, even earlier studies on armed conflicts like the Israeli military offensive in Gaza show that conflicts can affect capital markets negatively, causing declines in asset prices during escalations in violence (Kollias et al. 2010). Therefore, while the efficiency of price discovery in cocoa market prices remains intact despite speculative activity, armed conflicts like the Israel–Hamas war can lead to adverse effects on...
asset prices in capital markets, including gold prices (Baur and McDermott 2010 2012), due to increased uncertainty and risk aversion among investors.

Modeling volatility is a crucial aspect of assessing risk management strategies. Given the highly volatile environment following recent conflicts, it is necessary to determine the volatility of commodities compared to financial stock markets. Commodity prices have shown significant fluctuations over the last few years, and their behavior is raising concerns about overall economic market stability. For example, according to research by Baur and McDermott (2010), gold prices exhibit unique behavior; unlike other asset classes, gold prices tend to respond positively to negative market shocks. This finding significantly contributes to understanding commodity markets and raises additional questions in forecasting their volatility.

In traditional econometric methods, the growth of volatility models has been a significant area of development since the initial study by Engle (1982), which introduced the autoregressive conditional heteroscedastic (ARCH) class of models. Building on Engle’s earlier work, Bollerslev (1986) presented the generalized autoregressive conditional heteroscedastic (GARCH) model. Over time, GARCH models have emerged as the most commonly used method for estimating volatility. According to the literature, various authors have utilized different GARCH models to assess the volatility of financial markets and cryptocurrencies (see Alfeus and Nikitopoulos 2022; Ampountolas 2022, 2023; Bakas and Triantafyllou 2019; Iftikhar et al. 2023; Mensi et al. 2022; Nguyen and Walther 2020; Takaishi 2020). Therefore, it is crucial to identify the most suitable technique for predicting the volatility of commodities and overall financial assets. This question is becoming increasingly vital as predicting the future volatility of the commodities marketplace greatly influences managing price risk for both commodity producers and consumers.

Therefore, our focus has shifted towards the commodity markets due to their recent increasing importance in financial and economic news. Specifically, we are paying attention to gold and cocoa, which have experienced substantial price increases over the past few months. Of particular note is cocoa, which has seen a significant fivefold rise from 2023 to 2024, as presented in Figure 1. Our research contributes to the growing literature in several ways. While building on previous studies, we distinguish our work by examining the significance of capturing the volatility of commodity markets during periods of conflict. Our primary aim is to explore the importance of volatility in the daily dynamics of commodity markets by employing various GARCH models such as standard GARCH, eGARCH, and gjrGARCH, as well as long memory models like FIGARCH. Additionally, our study provides an empirical analysis of price forecasts by considering five forecasting models, including the Support Vector Regression (SVR) model and the GARCH family models, to determine the preferred method for price forecasting in the commodities market. Thus, we aim to evaluate the accuracy of predicting commodities market volatility dynamics beyond the observed data sample at various future time horizons. Furthermore, this study investigates the reliability of conditional heteroscedasticity models and distributional assumptions to effectively describe commodities’ price volatility. We use the Diebold and Mariano test (Diebold and Mariano 1995) to conduct pairwise model comparisons and determine the best set of models. Our evaluation of the models is based on three loss functions: mean absolute error (MAE), mean square error (MSE), and the root mean square error (RMSE). Finally, the Value-at-Risk (VaR) model estimates market risk. To be more precise, a Cornish–Fisher expansion (CFVaR), which is a four-moment modified VaR, is used to consider both mean and variance and skewness and kurtosis. The two-moment VaR is considered less accurate than the CFVaR approach (Ali et al. 2021; Favre and Galeano 2002).
The following section briefly summarizes the relevant literature, and Section 3 highlights the employed techniques and analyzes the data. Finally, Section 4 examines the study’s findings, emphasizing the methods used, and Section 5 summarizes the paper’s conclusions and directions for future research.

2. Research Background

The commodity price forecasting literature has advanced significantly in recent years. Recent studies have drawn attention to the importance of commodity assets for asset allocation and portfolio diversification (Alfeus and Nikitopoulos 2022; Degiannakis and Filis 2018; Gkillas et al. 2020; Klein 2017). Additionally, research has affirmed the potential of commodity assets to act as safe havens and hedges (Rubbaniy et al. 2022). Authors have emphasized the significant influence of macroeconomic news (Smales 2017, 2022), macroeconomic factors, such as industrial production and inflation (Bakas and Triantafyllou 2019; Karali and Power 2013), economic uncertainty (Bakas and Triantafyllou 2019; Fang et al. 2019), and financial drivers like the VIX measure (Baur and Smales 2020), the default return spread, bond markets, and the Treasury–Eurodollar spread (Prokopczuk et al. 2017), in forecasting commodity prices.

Gargano and Timmermann (2014) study utilized a broad array of commodity prices to evaluate the out-of-sample predictability of commodity prices based on financial and macroeconomic variables. Commodity currencies were found to be able to predict short-term forecast horizons, while economic growth and the investment-capital ratio were found to have the ability to predict relatively longer horizons.

Other research has utilized a Bayesian method to create stochastic models. For example, Kostrzewski and Kostrzewska (2019) compared the Bayesian approach with non-Bayesian individual autoregressive models and three averaging methods for predicting spot prices. They determined that the Bayesian stochastic volatility model outperformed the others because it takes into account time-varying parameters, latent volatility, and jumps.

The Foroutan and Lahmíri (2024) study examined the connectedness between the ten most traded cryptocurrencies and the gold and crude oil markets before and during the COVID-19 pandemic. The authors utilized various statistical techniques, such as cointegration tests, vector error correction models, vector autoregressive models, Granger causality analyses, and the autoregressive distributed lag models, to investigate the relationship...
between these markets and to evaluate the safe haven properties of gold and crude oil for cryptocurrencies. The results indicate that during the COVID-19 pandemic, gold serves as a solid safe haven for Bitcoin, Litecoin, and Monero while showing a weaker safe haven potential for Bitcoin Cash, EOS, Chainlink, and Cardano. In contrast, gold only demonstrates a robust safe haven characteristic for Litecoin and Monero before the pandemic.

Alfeus and Nikitopoulos (2022) investigated the fluctuations in volatility within commodity markets using three standard long memory models: the fractional integrated autoregressive conditional heteroscedastic (FIGARCH), fractional stochastic volatility (FSV), and heterogeneous autoregressive (HAR) models. The results indicated that commodity market volatility is characterized by roughness, with volatility components across different time frames being economically and statistically significant. Anti-persistent long memory was observed across all commodities, with weekly volatility prevailing in most commodity markets and daily volatility dominating the oil and gold markets. Moreover, HAR models demonstrated superior forecasting performance for short time frames compared to the other two, while fractional volatility models produced comparatively more accurate forecasts over more extended time frames.

Nguyen and Walther (2020) examined the changing volatility patterns of major commodities and the potential factors influencing their long-term volatility. The study utilizes a recently developed approach that combines generalized autoregressive conditional heteroscedasticity with mixed data sampling (GARCH-MIDAS). The research used commodity futures for crude oil (WTI and Brent), gold, silver, platinum, and a commodity index. The findings highlight the importance of distinguishing between short-term and long-term components when modeling and predicting commodity volatility. They also suggest that long-term volatility is significantly influenced by real global economic activity, changes in consumer sentiment, industrial production, and monetary policy uncertainty.

The use of traditional time series models for forecasting commodity prices has been widespread for a long time. For example, in their study, Dooley and Lenihan (2005) employed a time series ARIMA model and lagged-forward price modeling to predict future metals prices, demonstrating the high effectiveness of the ARIMA model. However, recent studies have proposed adopting stochastic models for price forecasting (Lee et al. 2017). According to Ben Ameur et al. (2023), a stochastic model with time-varying specificity and non-Gaussian distribution can account for the time dependency of commodity markets. They discovered that its asymmetric distribution could outperform traditional time series models. The study of Idilbi-Bayaa and Qadan (2021) examined the effectiveness of the yield curve on US government bonds in predicting the future movements in the prices of commodities. They analyzed the monthly prices of nine commodities over more than 30 years. Their results suggest that the predictive power changes over time. In the earlier years, the yield curve effectively forecasted monthly changes in commodity prices, but this effectiveness declined in the subsequent period.

In addition, during the last decade, the literature on forecasting commodity prices has focused on utilizing operational research tools such as artificial intelligence (AI), machine learning (ML), and deep learning (DL) systems. Panella et al. (2012) used an ML approach, specifically neural networks, to forecast crude oil, coal, natural gas, and electricity prices. They found that a mixture of Gaussian neural network algorithms was optimal and could be identified using a hierarchical constructive procedure.

Narayan et al. (2013) showed that their proposed model for predicting future oil prices was simple and accurate. It was based on a regime-switching framework and used hidden Markov filtering algorithms. However, only some studies have utilized DL models for commodity price forecasting. For example, Kamdem et al. (2020) applied DL models, specifically the Long Short-Term Memory (LSTM) model, to forecast commodity prices during the COVID-19 pandemic crisis. Their results showed that the LSTM model accurately predicted commodity prices.
As such, various studies have demonstrated that both traditional time series models and modern machine learning techniques, including Bayesian and deep learning approaches, offer valuable insights for forecasting. Moreover, the research highlights the significant roles of macroeconomic factors, financial drivers, and advanced stochastic models in predicting commodity prices. The evolving methodologies and findings underscore the dynamic nature of commodity markets and the continual need for robust forecasting models to navigate economic uncertainties and market volatilities effectively.

3. Data and Methodology

3.1. Data Analysis

This study evaluates the daily commodity prices of GC=F and CC=F and the GSPC (S&P500) index. The prices dataset was sourced from the Yahoo Finance site from 3 April 2019 to 4 April 2024. To assess the forecasting models’ performance and the asset indices’ fluctuations, we divided the dataset into a training and a test set at a ratio of 80:20, which is a good rule of thumb (Kuhn et al. 2013). Moreover, ensuring data are stationary is imperative for evaluating the proposed models. Thus, we calculated the log returns and conducted the Augmented Dickey– Fuller (ADF) test to examine the unit root null hypothesis. In addition, the Jarque–Bera test will determine whether the financial assets dataset displays skewness and kurtosis consistent with a normal distribution. We employed the formula
\[ r_t = \ln \left( \frac{P_t}{P_{t-1}} \right) \]
to compute the returns of both commodities and the S&P500 index. Furthermore, we defined \( a_t = r_t - E_{t-1} \), where \( P_t \) denoted the assets’ closing price at time \( t \). To ensure that our analyzed models utilized stationary data, we first determined data stationarity using the Dickey– Fuller (ADF) coefficient test for detecting non-seasonal unit roots (Dickey and Fuller 1979). After calculating the log returns, we performed the Augmented Dickey– Fuller (ADF) test to confirm the absence of unit roots. The outcomes of the unit root tests indicated that the null hypothesis was rejected at a 0.001 level for the analyzed financial assets’ returns (refer to Table 1). In addition, we conducted the Jarque–Bera Test, which assesses whether a given dataset adheres to the normal distribution by assessing the skewness and kurtosis (Jarque and Bera 1987). The test’s statistical expression incorporates skewness and kurtosis, which is expressed as
\[ JB = \frac{n}{6} \left( S^2 + \frac{1}{4}(K - 3)^2 \right) \]
where \( n \) denotes the number of data values. Here, \( S \) denotes the sample skewness, indicating the degree to which the data deviates from the mean, and \( K \) pertains to the sample kurtosis, which reflects the thickness of the distribution’s tails. The Akaike information criterion (AIC) also ranks the models in a specific order.

Figure 1 displays the commodities index dataset’s daily closing prices and returns trajectory. Upon initial observation, significant upward trends are noticeable. A sudden shift occurred when the Israel–Hamas war began in October 2023, impacting the gold market. Interestingly, the gold index yielded to the pre-crash levels after a short period of outbreak and financial market crashes. The increase was significant, and the commodities market responded positively and rapidly after a few trading days. Additionally, the cocoa commodity price exhibited a significant clear upward pattern. Hence, after a challenging bear market, the market demonstrated a robust recovery, resulting in a shift in market momentum and a return to its upward movement following the prior shift in market dynamics. We observe the same trend, similar to the gold index, in the S&P500 index.

Table 1 reports a breakdown of the commodities’ returns during the study period. We observe that the Gold Futures (GC=F) returns have relatively low volatility compared to Cocoa Futures (CC=F) and the S&P500 Index (GSPC). Additionally, the Sharpe Ratio (SR) for gold stands at 0.815, indicating favorable risk-adjusted performance; Cocoa Futures show a slightly higher Sharpe Ratio of 1.131, and the S&P 500 Index displays a mean return of 0.06% with a standard deviation (SD) of 1.3%, indicating moderate volatility. Their return distributions were right-skewed with heavier tails, shown by positive kurtosis, while skewness values vary, suggesting different degrees of asymmetry. The time series were also stationary, highly negative, and had significant Augmented Dickey– Fuller (ADF) unit root test statistics. Finally, neither time series followed a normal distribution, as evidenced
by highly significant Jarque–Bera test statistics. Gold and Cocoa Futures exhibit a positive correlation of 0.07, indicating a modest association between these commodity markets. Conversely, the S&P500 Index shows weak correlations with Gold Futures (0.09) and Cocoa Futures (0.11), suggesting that the correlations with stocks are low, which has also been seen in other studies (Hollstein et al. 2021).

Table 1. Summary statistics for the assets’ returns.

<table>
<thead>
<tr>
<th>Index</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>SR</th>
<th>SE</th>
<th>Kurt</th>
<th>Skew</th>
<th>ADF_Stat</th>
<th>JB-Stat</th>
<th><strong>Correlations</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>GC=F</td>
<td>0.0005</td>
<td>0.010</td>
<td>−0.050</td>
<td>0.059</td>
<td>0.815</td>
<td>0.0003</td>
<td>4.19</td>
<td>−0.1136</td>
<td>−15.57***</td>
<td>915.07***</td>
<td>GC=F 1</td>
</tr>
<tr>
<td>CC=F</td>
<td>0.0013</td>
<td>0.018</td>
<td>−0.085</td>
<td>0.122</td>
<td>1.131</td>
<td>0.0005</td>
<td>3.40</td>
<td>0.2809</td>
<td>−33.83***</td>
<td>615.37***</td>
<td>CC=F 0.07** 1</td>
</tr>
<tr>
<td>GSPC</td>
<td>0.0006</td>
<td>0.013</td>
<td>−0.120</td>
<td>0.094</td>
<td>0.660</td>
<td>0.0004</td>
<td>13.42</td>
<td>−0.5247</td>
<td>−10.60***</td>
<td>9425.328***</td>
<td>GSPC 0.09 0.11*** 1</td>
</tr>
</tbody>
</table>

Note: *** Significant at the 0.001 level and ** at the 0.05 level. SD is the standard deviation; SR denotes the Sharpe Ratio; Kurt refers to the Kurtosis and Skew to Skewness; SE defines the Standard Error; ADF defines the Augmented Dickey–Fuller test statistics; and JB-Stat represents the Jarque–Bera normality test statistics.

3.2. Model Specifications

3.2.1. GARCH Model

The generalized autoregressive conditional heteroscedasticity (GARCH) model extends the autoregressive conditional heteroscedasticity (ARCH) model. It facilitates the conditional variance to change over time based on past errors while keeping a constant unconditional variance (Bollerslev 1986). These models have been widely employed in financial modeling to predict the volatility of financial returns. Financial returns are susceptible to major shocks such as the war in Ukraine and the Middle East and, earlier, the coronavirus pandemic, so they often create outliers (see Figure 1). These shocks can present challenges to the volatility estimation models employed by GARCH-type models.

Much research has focused on studying volatility models because volatility is more consistent than price in financial markets. Therefore, volatility is mathematically defined as follows:

$$\sigma = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (\hat{r} - r_i)^2}$$ (1)

where the volatility is denoted by $\sigma$, the mean log return is denoted by $\hat{r}$, the log return at a specific time $i$ is denoted by $r_i$, and the total number of log return observations is denoted by $n$.

When parameterizing GARCH models, various error distributions can be utilized better to capture the characteristics of financial time series data. Common error distributions include, for example, the normal, Student’s t, GED, skew GED, normal inverse Gaussian, generalized hyperbolic, and Johnson’s reparameterized SU innovation distributions (Ghalanos 2015). In this research, the skew GED was used to parameterize the distributions of the GARCH-type models.

The standard GARCH model suggests positive and negative error terms impact volatility equally. This means that both positive and negative news have the same influence on volatility. Nevertheless, this assumption does not hold in the financial assets market. In reality, negative news tends to have a more noticeable effect on volatility than positive news, known as the leverage effect. Asymmetric GARCH models have been developed to address this issue of asset returns. Therefore, this research evaluated commodities’ volatility using standard GARCH and asymmetric GARCH models. The following sections briefly describe the EGARCH, GJR-GARCH, long memory volatility process, and FIGARCH models. We selected the best model ($p$ and $q$) based on the Akaike information criterion (AIC).

3.2.2. Standard GARCH (sGARCH) Model

The GARCH model, an extension of the ARCH model, was introduced in Bollerslev’s work (Bollerslev 1986). It can be expressed as follows:
where $y_t$ represents the observed time series value at time $t$ and $\mu_t$ is the time-varying conditional mean, typically expressed as $\mu_t = \beta' x_t$, where $\beta$ is a parameter vector of dimensions $k \times 1$ that needs to be estimated, and $x_t$ is a $k \times 1$ vector of stochastic covariates. In addition, $e_t$ is the error term at time $t$, the $h_t$ denotes the conditional variance at time $t$, and the $\eta_t$ represents the error term, which follows an independent and identically distributed (i.i.d.) standard normal distribution.

The conditional variance $h_t$ is modeled as: $h_t = a_0 + a_1 e_{t-1}^2 + \gamma_1 h_{t-1}$ where $e_{t-1}$ represents the lagged squared residual from the mean equation, capturing the impact of past shocks on current volatility. Finally, $\gamma_1 h_{t-1}$ is the lagged conditional variance, capturing the persistence of volatility over time. Certain conditions must be met by the parameters $a_0, a_1,$ and $\gamma_1 \geq 0$, with the additional constraint that $a_1 + \gamma_1 \leq 1$.

3.2.3. EGARCH Model

Financial instruments and commodities’ volatility is often involved using GARCH-class models due to their effectiveness in capturing volatility clustering and leptokurtosis. Typically, a maximum likelihood (ML) estimator is used to estimate these models’ vector of unstructured parameters. However, while symmetric ARCH and GARCH models are adept at modeling volatility clustering, they do not account for the asymmetric relationship between asset returns and volatility changes.

Nelson (1991) proposed the exponential generalized autoregressive conditional heteroscedasticity (EGARCH) model to address this limitation, a more rigorous parametric form. He employed the natural logarithm of the conditional variance to ensure non-negativity. The logarithmic form of the conditional variance in the EGARCH model is given by:

$$
\log(h_t) = a_0 + a_1 \left( \frac{|e_{t-1}|}{\sqrt{h_{t-1}}} - \mathbb{E} \left( \frac{e_{t-1}}{\sqrt{h_{t-1}}} \right) \right) + \xi \frac{e_{t-1}}{\sqrt{h_{t-1}}} + \gamma_1 \log(h_{t-1})
$$

where $h_t$ represents the conditional variance at time $t$ and $a_0$ is a constant term. $a_1$ captures the magnitude effect, representing the impact of the size of past standardized residuals on current volatility. $\xi$ captures the sign effect, representing the impact of past standardized residuals’ direction (sign) on current volatility, and $\gamma_1$ is the GARCH coefficient, typically close to 1, indicating the persistence of volatility. The term $a_1 \left( \frac{|e_{t-1}|}{\sqrt{h_{t-1}}} - \mathbb{E} \left( \frac{e_{t-1}}{\sqrt{h_{t-1}}} \right) \right)$ is known as the magnitude effect, highlighting how past absolute standardized innovations influence current volatility. Meanwhile, $\xi \frac{e_{t-1}}{\sqrt{h_{t-1}}}$ is the sign effect, indicating that if $\xi < 0$, negative shocks (or news) increase volatility more than positive shocks of the same size. Additionally, the logarithmic adjustment of the volatility specification suggests that the model’s parameters allow for negative values of the parameters.

3.2.4. GJR-GARCH Model

The GJR-GARCH model, namely the Glosten–Jagannathan–Runkle Generalized Autoregressive Conditional Heteroscedasticity, was developed by Glosten et al. (1993) as an alternative to model volatility asymmetry. This approach has gained popularity among researchers because it assumes a specific parametric form for conditional heteroscedasticity. One of the advantages of using GJR-GARCH over other similar models, such as EGARCH, is that it is easier to execute in practice since the variance is explicitly represented instead of using the natural logarithm (Choi 2002).
\[ h_t = a_0 + \alpha_1 \epsilon_{t-1}^2 + \xi \epsilon_{t-1}^2 \cdot I_{\{\epsilon_{t-1} < 0\}} + \gamma_1 h_{t-1} \]  

(4)

where the impact of the unexpected return relies on its sign:

\[ I_{\{\omega\}} = \begin{cases} 0 & \text{if } \epsilon_{t-1} \geq 0 \\ 1 & \text{if } \epsilon_{t-1} < 0 \end{cases} \]  

(5)

The parameters \( \omega, \alpha, \beta, \gamma \) are typically subject to certain restrictions, such that they are all greater than zero. The GARCH model is essentially a more limited version of the GJR-GARCH, where the value of \( \gamma \) is fixed at zero. By testing the hypothesis that \( \gamma_1 = 0 \), you might determine whether the current and past squared returns have an asymmetric effect on volatility.

3.2.5. FIGARCH

The FIGARCH model, an advancement of the integrated GARCH (IGARCH) model by Baillie et al. (1996), addresses long memory in the autocorrelations of squared returns of various financial assets (Baillie 1996; Bollerslev and Mikkelsen 1996). Distinct from the traditional GARCH model, where shocks decay exponentially, or the IGARCH model, where shocks persist indefinitely, the FIGARCH model involves shocks that decay at a slower, hyperbolic rate. Let \( z_t \) be an independently and identically distributed random variable for \( t = 1, \cdots, n \), with \( z_t \sim N(0,1) \), and \( F_t \) represents the information set containing all information up to time \( t \). The observation errors are defined as:

\[ \epsilon_t = \sigma_t z_t \text{ such that } \mathbb{E}(\epsilon_t^2 | F_{t-1}) = \sigma_t^2, \]  

(6)

where \( \sigma_t^2 \), for \( t = 1, \cdots, n \), denotes the conditional variance series.

The FIGARCH \((p, d, q)\) model expands the standard GARCH model by incorporating the fractional differencing operator \((1 - L)^d, 0 < d \leq 1\). This operator is defined using the hypergeometric function and expressed as an ARMA \((m, p)\) process in \( \epsilon^2 \):

\[ \phi(L)(1 - L)^d \epsilon_t^2 = \omega + [1 - \beta(L)] v_t, \]  

(7)

\[ (1 - L)^d = \sum_{k=0}^{\infty} \frac{\Gamma(d + 1)}{\Gamma(k + 1) \Gamma(d - k + 1)} L^k = 1 - \sum_{i=1}^{\infty} \pi_i L^i, \]  

(8)

where \( m = \max\{p, q\} \), \( v_t = \epsilon_t^2 - \sigma_t^2 \), \( \phi(L) \equiv [1 - \alpha(L) - \beta(L)](1 - L)^{-1} \), and \( \pi_i = \prod_{1 \leq k \leq \left\lfloor \frac{k-1-d}{d} \right\rfloor} \). Here, \( L \) is the lag operator with the fractional difference parameter \( d \), and \( \Gamma(\cdot) \) denotes the Gamma function. The long memory property of conditional variance time series captures the effect of shocks decaying at a hyperbolic rate, which is slower than exponential. The parameter \( d \) indicates the characteristics of the long memory of the volatility. Specifically, \( d = 0 \) indicates a stationary series with an exponentially decaying autocorrelation function, while \( d = 1 \) indicates a series with a unit root and a non-decaying autocorrelation function. The autocorrelation function exhibits hyperbolic decay for \( 0 < d < 1 \). Thus, the parameter \( d \) indicates the long memory characteristics of the volatility.

FIGARCH \((1,d,1)\) is a suitable method to represent volatility through high-frequency commodity data, as stated by Bollerslev (1996) in his work on modeling. It is an infinite-order ARCH process.

\[ R_{V_i} = \frac{\omega}{1 - \beta_1} + \left( 1 - \frac{(1 - \phi_1 L) (1 - L)^d}{1 - \beta_1 L} \right) \epsilon_t^2 = \frac{\omega}{1 - \beta_1} + \lambda(L) \epsilon_t^2 = \frac{\omega}{1 - \beta_1} + \sum_{i=1}^{\infty} \lambda_i L^i \epsilon_t^2, \]  

(9)

\( \lambda_i \geq 0, \forall i, \)
where the constant intercept, represented by $\omega$, signifies the long-term baseline of the volatility dynamics. The observationally infinite-order ARCH representation has two parameters, $\beta_1$ and $\phi_1$, and a polynomial on the lag operator, $\lambda(L)$, where $\lambda_1$ can be written in relation to the ARCH parameters as $\lambda_1 = \phi_1 - \beta_1 + d$ and $\lambda_k = \beta_1 \lambda_{k-1} + ((k-1-d)/k - \phi_1) \tau_{d,k-1}$. According to Bollerslev (1996), the FIGARCH $(1,d,1)$ model's conditional variance is non-negative when $\omega > 0$, $\beta_1 - d \leq \phi_1 \leq 2 - d^3$, and $d \leq \phi_1 - 1 - d^2 \leq \beta_1 (\phi_1 - \beta_1 + d)$.

The quasi-maximum likelihood method, assuming normality for $z_t$, is employed to estimate the parameters of the FIGARCH $(1,d,1)$ model. The likelihood function for a FIGARCH $(1,d,1)$ approach is based on the sample data $\{\varepsilon_t\}_{t=1}^{n}$, with parameters $\Theta = \{\omega, \phi_1, d, \beta_1\}$.

3.2.6. Support Vector Regression (SVR) Model

The SVM and its variations, like SVR, have been extensively employed in machine learning due to their ease of use (Clarkson et al. 2012). The SVM approach enables the application of the support vector classifier in a space with a higher number of dimensions (Drucker et al. 1999). The mapping function (kernel) is utilized to achieve this adaptation in a higher-dimensional space. Kernels such as radial-basis, polynomials, and linear functions can transform data into a higher-dimensional space.

The dataset comprises $\{(x_i, y_i) | i = 1, 2, \ldots, m\}$, where $x_i$ and $y_i \in \mathbb{R}$. Here, $x_i$ represents the features and $y_i$ represents the label, both normalized to $(+1, -1)$. The classifier classifies the data based on the labels. Therefore, a hyperplane must be created to separate the data. Given the nature of the data, many hyperplanes can be categorized into the same dataset. The selected hyperplane should maximize the margin, defined by the nearest points to the margin, known as support vectors. The margin can be either hard or soft. Generally, soft SVMs are preferred because they allow for outliers and misclassified samples, providing a more practical approach.

Hence, Smola and Schölkopf (2004) defined the SVM formula as:

$$
\text{minimize } w, b, \xi = \frac{1}{2} w^T w + C \sum_{i=1}^{m} \xi_i
$$

Subjected to

$$
y_i \left( w^T x_i + b \right) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad \text{for } 1 \leq i \leq m
$$

where the margin width is denoted by $w$, whereas $b$ represents the bias. The slack variable $\xi$ is related to the soft SVM and allows some values to fall within the margin. $C$ represents the trade-off margin width.

3.2.7. Assessment Indicators

This study presents a comprehensive analysis of the forecasting accuracy of various loss functions, including the commonly used Mean Absolute Error (MAE), as well as the Mean Square Error (MSE) and Root Mean Square Error (RMSE). As such, we conducted multiple robustness tests and have presented the results for each accuracy metric.

Mean Absolute Error: $MAE = \frac{1}{n} \sum_{j=1}^{b} |y_{t+j} - \hat{y}_{t+j}|$

Mean Square Error: $MSE = \frac{1}{n} \sum_{j=1}^{b} (y_{t+j} - \hat{y}_{t+j})^2$
Root Mean Square Error: \( \text{RMSE} = \sqrt{\frac{1}{h} \sum_{j=1}^{h} (y_{t+j} - \hat{y}_{t+j})^2}, \) (13)

where \( \hat{y}_{t+j} \) indicates the model’s forecast at time \( t \), \( y_{t+j} \) refers to the dataset actual values, \( h \) to the forecasting horizon, and finally, \( j \) indicates the number of historical observations.

In addition to that, we employed the predictive accuracy test proposed by Diebold and Mariano (1995) to evaluate the statistical significance of improvements in forecast accuracy. This test is widely used to compare the predictive power of different models and determine whether the differences in accuracy are statistically significant.

\[ DM = \frac{\bar{d}}{\sqrt{\hat{\sigma}^2_d/T}} \] (14)

where \( \bar{d} \) refers to the mean of the loss differential series \( d_t \), \( d_t \) represents the difference between the loss from the first model and the loss from the second model, \( T \) represents the number of observations and \( \hat{\sigma}^2_d \) indicates an estimate of the variance of \( d_t \).

3.3. Value-at-Risk (VaR)—Downside Risk

Value at Risk (VaR) is a statistical tool that has become increasingly popular in market risk analysis, used to assess the volatility of financial indexes (Favre and Galeano 2002). Given a particular confidence level, it calculates the maximum potential loss of financial assets over a specified period. If returns follow a normal distribution, a two-moment VaR, which considers the mean and standard deviation of returns, can be used to assess downside risk. The definition of VaR is:

\[ \text{VaR}_{p(\alpha)} = - (\mu_p + Z_{\alpha} \sigma_p) \] (15)

where \( \mu_p \) and \( \sigma_p \) represent the portfolio’s mean daily returns and standard deviation. Additionally, \( Z_{\alpha} \) denotes a standard normal distribution’s \( \alpha \) quantile. To highlight the differences, our study includes the typical values for \( (1 - \alpha) \), generally reported as 90%, 95%, and 99%. As such, during periods of market instability, returns may not follow a normal distribution. In such cases, a modified VaR approach that considers four statistical moments incorporating skewness and excess kurtosis provides more reliable estimates of potential losses a portfolio could experience. Higher statistical moments simulate potential diversification benefits across different financial assets being evaluated to determine the downside risk.

To this point, using VaR calculation may lead to inaccurate results, as the log returns of financial assets are often skewed and, therefore, not distributed normally. To address this, a viable alternative is a Cornish–Fisher expansion (Cornish and Fisher 1938) used to calculate quantiles of a non-normal distribution (Favre and Galeano 2002).

The conversion of a conventional Gaussian variable \( z \) into a non-Gaussian random variable \( Z \) can be achieved through the Cornish–Fisher expansion. This expansion employs four moments and can be described by the following equation:

\[ Z_{CF} = z_c + (z_c^2 - 1) \frac{S}{6} + (z_c^3 - 3z_c) \frac{K}{24} - (2z_c^3 - 5z_c) \frac{S^2}{36}, \] (16)

where \( z_c \) indicates the critical value for probability \( (1 - \alpha) \). The parameter \( S \) represents skewness, while \( K \) represents excess kurtosis. It is essential to consider that \( S \) and \( K \) are parameters, meaning they might differ significantly from the actual skewness and excess kurtosis of the obtained distribution after applying the Cornish–Fisher expansion.

\[ \text{VaR} = W(\mu - Z_{CF} \sigma), \] (17)
where the variable $W$ represents the portfolio’s exposure to risk, while $\sigma$ is the annual standard deviation.

4. Results and Discussions

This study aims to analyze the volatility dynamics of commodities’ returns such as gold, cocoa, and the financial market index S&P500 by applying different GARCH models, namely sGARCH, eGARCH, gjrGARCH, and FIGARCH. We used the Akaike information criterion (AIC) to determine the best model. In addition, we optimized each model with the Skewed Generalized Error Distribution (SGED), and the autoregressive parameters of the mean model are GC=F: ARFIMA (0, 0, 0), CC=F: ARFIMA (1, 0, 0), and GSPC: ARFIMA (3, 0, 2), respectively.

More specifically, for Gold Futures (GC=F), the study’s findings are presented in Table 2, which includes the maximum likelihood estimates of these models. Among the GARCH models considered for modeling Gold Futures (GC=F) returns, the sGARCH model appears to have generated better results based on Akaike’s information criterion (AIC) and the overall pattern of parameter estimates. The sGARCH model exhibits the lowest AIC value (–6.4802), indicating a favorable balance between model fit and complexity compared to the other models. Additionally, the parameter estimates in the sGARCH model suggest significant volatility clustering, as evidenced by the relatively high value of $\alpha_1$ (0.057106) and the corresponding low value of $\beta_1$ (0.883598). This implies that past volatility shocks persistently impact current volatility levels, a characteristic often observed in financial time series data. The skewness parameter (Skew) is estimated at 0.929098, indicating a slight positive skewness in the return distribution.

Table 2. Maximum likelihood estimates of the GARCH models for Gold Future.

<table>
<thead>
<tr>
<th></th>
<th>sGARCH</th>
<th>eGARCH</th>
<th>gjrGARCH</th>
<th>FIGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>0.000006***</td>
<td>−0.314989***</td>
<td>0.000005***</td>
<td>0.000001* (0.000000)</td>
</tr>
<tr>
<td></td>
<td>(0.000000)</td>
<td>(0.045716)</td>
<td>(0.000001)</td>
<td></td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.057106***</td>
<td>0.038442 (0.023127)</td>
<td>0.009098***</td>
<td>0.000004 (0.07751)</td>
</tr>
<tr>
<td></td>
<td>(0.007473)</td>
<td></td>
<td>(0.023127)</td>
<td></td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.883598***</td>
<td>0.965719***</td>
<td>0.89047***</td>
<td>0.945052***</td>
</tr>
<tr>
<td></td>
<td>(0.014052)</td>
<td>(0.004529)</td>
<td>(0.014052)</td>
<td>(0.007023)</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.124732** (0.05944)</td>
<td>−0.054843 (0.0365)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.999998***</td>
<td></td>
<td></td>
<td>0.999998***</td>
</tr>
<tr>
<td></td>
<td>(0.051268)</td>
<td></td>
<td></td>
<td>(0.051268)</td>
</tr>
<tr>
<td>Skew</td>
<td>0.929098***</td>
<td>0.931323***</td>
<td>0.933879*** (0.05022)</td>
<td>0.930657***</td>
</tr>
<tr>
<td></td>
<td>(0.022772)</td>
<td>(0.020454)</td>
<td>(0.020454)</td>
<td>(0.025799)</td>
</tr>
<tr>
<td>Shape</td>
<td>1.10292*** (0.061897)</td>
<td>1.096132*** (0.061634)</td>
<td>1.10032*** (0.060352)</td>
<td>1.047652***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.059042)</td>
</tr>
<tr>
<td>Log(L)</td>
<td>3262.293</td>
<td>3262.869</td>
<td>3263.703</td>
<td>3257.065</td>
</tr>
<tr>
<td>AIC</td>
<td>−6.4802</td>
<td>−6.4793</td>
<td>−6.481</td>
<td>−6.4678</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: GARCH models were estimated with the skew GED distributions. Asymptotic standard errors are given in parentheses. AIC: Akaike’s information criterion. * Significance at 10% level, ** Significance at the 5% level, *** at the 1% level.

While the eGARCH model also demonstrates volatility clustering, its AIC value is slightly higher (–6.4793) than that of the sGARCH model, suggesting a somewhat inferior fit. In the eGARCH model, the estimated parameters show a similar pattern of volatility persistence, with $\alpha_1$ (0.038442) and $\beta_1$ (0.965718), indicating significant volatility clustering. The gjrGARCH model, which incorporates asymmetry in volatility responses $\gamma_1$ to positive and negative shocks, does not show substantial evidence of asymmetry based on the estimated parameter $\gamma_1$ (−0.054843). The other parameters $\alpha_1$ and $\beta_1$ suggest similar levels of volatility persistence compared to the sGARCH and eGARCH models.

Lastly, the FIGARCH model, which accounts for long memory dependence in volatility, indicates strong evidence of long memory effects based on the estimated fractional integration parameter $\delta$ (0.999998), which is close to 1. However, the FIGARCH model’s AIC value (–6.4678) is higher than the sGARCH model’s, indicating a less favorable trade-off between model fit and complexity. Therefore, considering the lower AIC value and...
the favorable pattern of parameter estimates indicating volatility clustering, the sGARCH model is likely to have generated better results for modeling Gold Futures returns.

Table 3 presents the maximum likelihood estimates of the study’s GARCH models for Cocoa Futures and compares the performance in estimating the volatility dynamics. The results indicate that the sGARCH model has limitations in accurately capturing these dynamics, as evidenced by its lower log-likelihood value of 2665.962 and AIC value of −5.2915 compared to other models. Moreover, while the estimated parameters are statistically significant, they may not fully account for the asymmetry and leverage effects present in the data. Finally, the absence of fractional integration may limit its ability to capture long-memory properties related to volatility.

Table 3. Maximum likelihood estimates of the GARCH models for Cocoa Futures.

<table>
<thead>
<tr>
<th></th>
<th>sGARCH</th>
<th>eGARCH</th>
<th>gjrGARCH</th>
<th>FIGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC=F</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ω</td>
<td>0.000002 (0.000001)</td>
<td>−0.024699 ***</td>
<td>0.000002 (0.000002)</td>
<td>0.000000 (0.000000)</td>
</tr>
<tr>
<td>a1</td>
<td>0.009677 *** (0.00107)</td>
<td>−0.007355 (0.015376)</td>
<td>0.008756 (0.006718)</td>
<td>0.118557 ** (0.059027)</td>
</tr>
<tr>
<td>β1</td>
<td>(0.001327)</td>
<td>0.997008 ***</td>
<td>(0.000002)</td>
<td>0.987079 *** (0.00005)</td>
</tr>
<tr>
<td>γ1</td>
<td>0.026584 ***</td>
<td>(0.002374)</td>
<td>0.001968 (0.011888)</td>
<td></td>
</tr>
<tr>
<td>δ</td>
<td></td>
<td></td>
<td></td>
<td>0.956059 *** (0.033518)</td>
</tr>
<tr>
<td>Skew</td>
<td>0.972327 ***</td>
<td>0.965845 *** (0.04342)</td>
<td>0.971244 *** (0.043726)</td>
<td>0.988013 *** (0.045873)</td>
</tr>
<tr>
<td>Shape</td>
<td>1.483146 ***</td>
<td>1.489077 ***</td>
<td>1.482036 ***</td>
<td>1.524047 ***</td>
</tr>
<tr>
<td>Log(L)</td>
<td>2665.962</td>
<td>2666.336</td>
<td>2665.988</td>
<td>2667.39</td>
</tr>
<tr>
<td>AIC</td>
<td>−5.2915</td>
<td>−5.2902</td>
<td>−5.2895</td>
<td>−5.2923</td>
</tr>
</tbody>
</table>

Note: GARCH models were estimated with the skew GED distributions. Asymptotic standard errors are given in parentheses. AIC: Akaike’s information criterion. ** Significance at the 5% level, *** at the 1% level.

The eGARCH model attempts to address volatility’s asymmetric response to shocks. However, its performance seems subpar compared to other models, with a log-likelihood value of 2666.336 and an AIC value of −5.2902. Although some model parameters are statistically significant, the presence of relatively high standard errors and the negative estimate for the constant term (ω: −0.024699) raise concerns about the model’s stability and reliability in capturing Cocoa Futures’ volatility dynamics. The gjrGARCH model incorporates a leverage effect, enabling asymmetric responses to positive and negative shocks. However, its performance, with a log-likelihood value of 2665.988 and an AIC value of −5.2895, is similar to that of the sGARCH and eGARCH models. Notably, the estimated parameters for the gjrGARCH model include ω = 0.000002 (standard error 0.000002), a1 = 0.008756 (standard error 0.006718), and β1 = 0.982787 (standard error 0.001322). While some parameters are statistically significant, the absence of fractional integration might limit its ability to capture long memory effects in volatility, potentially leading to suboptimal model fit.

In contrast, the FIGARCH model is the most promising model for estimating Cocoa Futures’ volatility dynamics. It achieves the highest log-likelihood value of 2667.39 and the lowest AIC value of −5.2923 among all models, indicating superior model fit. These findings confirm the results shown in the study by Alfeus and Nikitopoulos (2022), where the FIGARCH model successfully detected the long-memory characteristics of commodity markets. The statistically significant parameter estimates, including the fractional differencing parameter (δ), δ = 0.956059 (standard error 0.033518), suggest that the model effectively captures the autocorrelation and volatility clustering in Cocoa Futures’ returns. Additionally, including skewness and shape parameters enhances the model’s ability to capture the distributional characteristics of the data.

Table 4 presents the evaluation results of GARCH models for the S&P500 financial index. Regarding model fit, the eGARCH model demonstrates superior performance, boasting the highest log-likelihood value and the lowest AIC value among all models. The
eGARCH’s log-likelihood value of 3154.76 and AIC value of −6.2542 suggest it best compromises between model complexity and goodness of fit. This implies that the eGARCH model effectively captures the volatility dynamics of the GSPC index compared to the other analyzed models. Furthermore, the parameter estimates for the eGARCH model, including \( \omega = -0.278631, \alpha_1 = -0.120061, \) and \( \beta_1 = 0.968935, \) indicate robustness and reliability in estimation.

**Table 4. Maximum likelihood estimates of the GARCH models for GSPC.**

<table>
<thead>
<tr>
<th>Model</th>
<th>GSPC</th>
<th>sGARCH</th>
<th>eGARCH</th>
<th>gjrGARCH</th>
<th>FIGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega )</td>
<td>0.000003 (0.000002)</td>
<td>-0.278631 *** (0.047966)</td>
<td>0.000003 (0.000002)</td>
<td>0.000003 (0.000004)</td>
<td></td>
</tr>
<tr>
<td>( \alpha_1 )</td>
<td>0.1731 *** (0.034826)</td>
<td>-0.120061 *** (0.020695)</td>
<td>0.090264 *** (0.029199)</td>
<td>0.000003 (0.119352)</td>
<td></td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>0.846703 *** (0.053043)</td>
<td>0.968935 *** (0.003888)</td>
<td>0.821256 *** (0.003781)</td>
<td>0.49495 ** (0.166351)</td>
<td></td>
</tr>
<tr>
<td>( \gamma_1 )</td>
<td>0.247194 *** (0.04066)</td>
<td>0.158938 *** (0.04639)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.738951 *** (0.057357)</td>
<td>0.739455 *** (0.067392)</td>
<td>0.75947 *** (0.039674)</td>
<td>0.725445 *** (0.039901)</td>
<td></td>
</tr>
<tr>
<td>Skew</td>
<td>1.500679 *** (0.054951)</td>
<td>1.543944 *** (0.094315)</td>
<td>1.530251 *** (0.0924)</td>
<td>1.527941 *** (0.099305)</td>
<td></td>
</tr>
<tr>
<td>Log(( L ))</td>
<td>3146.841</td>
<td>3154.76</td>
<td>3150.017</td>
<td>3151.842</td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>-6.2405</td>
<td>-6.2542</td>
<td>-6.2448</td>
<td>-6.2484</td>
<td></td>
</tr>
</tbody>
</table>

Note: GARCH models were estimated with the skew GED distributions. Asymptotic standard errors are given in parentheses. AIC: Akaike’s information criterion. ** Significance at the 5% level, *** at the 1% level.

Despite the eGARCH model’s superiority, the gjrGARCH model also demonstrates strong performance in model fit, with log-likelihood and AIC values comparable to those of the eGARCH model. The gjrGARCH model’s log-likelihood value of 3150.017 and AIC value of −6.2448 suggest that it captures the volatility dynamics of the GSPC index effectively, albeit slightly less optimally than the eGARCH model. The parameter estimates for the gjrGARCH model, including \( \omega = 0.000003, \alpha_1 = 0.090264, \) and \( \beta_1 = 0.821266, \) further reinforce its robustness and reliability in estimation. Conversely, while the sGARCH model provides some insights into the volatility dynamics of the GSPC index, its limitations become apparent regarding model fit. The sGARCH model’s log-likelihood value of 3146.841 and AIC value of −6.2405 indicate that it captures volatility dynamics less effectively than the eGARCH and gjrGARCH models. Additionally, the sGARCH model’s parameter estimates, including \( \omega = 0.000003, \alpha_1 = 0.1731, \) and \( \beta_1 = 0.816703, \) suggest limitations in capturing asymmetry and long memory effects in volatility.

Finally, the FIGARCH model exhibits promising performance in log-likelihood but faces challenges related to estimation precision. Although the FiGARCH model’s log-likelihood value of 3151.842 suggests that it captures volatility dynamics reasonably well, its relatively higher AIC value of −6.2484 compared to the eGARCH and gjrGARCH models raises concerns. Moreover, the FIGARCH model’s parameter estimates, particularly the relatively high standard errors for some parameters (e.g., \( \alpha_1 \) and \( \beta_1 \)), indicate potential issues with estimation precision, which could affect the reliability of the model’s predictions.

The study presents experimental results in Table 5 analyzing h-step-ahead forecasting performance for gold, cocoa, and S&P500 using sGARCH (1,1), eGARCH (1,1), GJR-GARCH (1,1), FIGARCH (1,1), and the SVR model. For a robust comparison, we applied three loss functions and adaptive forecasting with a 252 market days rolling window for testing over a recursive one. This approach was more robust to time-varying parameters. To evaluate the sensitivity of their volatility prediction for financial assets time series return data, we investigated three horizons (\( h \)) of 1, 5, and 20 market days, covering both short-term and long-term intervals. As demonstrated in Table 5, the forecasting performance depends on the horizon, with significantly reduced forecast losses under each metric over longer forecast horizons for all assets. The GARCH-type models, particularly sGARCH, eGARCH, and GJR-GARCH, show effective volatility forecasting capabilities across different assets.
and forecast horizons according to the loss function analysis. However, the SVR model displays relatively lower accuracy.

More specifically, across all forecasting horizons, the accuracy of the gold performance was measured using GARCH models, particularly the sGARCH and grjGARCH models, which consistently demonstrated superior forecasting accuracy compared to the support vector regression (SVR) model. In the short term (1-day horizon), the sGARCH model exhibited the lowest MAE, MSE, and RMSE values (MAE: 0.003863, MSE: 0.000015, and RMSE: 0.003863), indicating its ability to provide more accurate forecasts of Gold Futures prices. The SVR model showed promising results at longer horizons with considerable improvement compared to the 1-day horizon. Thus, the SVR model consistently outperforms the others in terms of forecasting accuracy for 5 and 20 trading days. The SVR demonstrates the lowest accuracy measures, indicating advanced predictive capability compared to traditional GARCH-based models, suggesting that SVR effectively captures the underlying patterns and dynamics in asset returns. Finally, the grjGARCH, followed by the eGARCH model, exhibited moderate accuracy in all horizons. Overall, the results highlight the potential of SVR as a superior alternative to traditional GARCH-based models for accurate and reliable asset return forecasting over extended time horizons.

Table 5 also provides a comprehensive overview of the accuracy metrics for Cocoa Futures (CC=F), confirming the superior performance of the Support Vector Regression (SVR) model over traditional GARCH-based models. Across all three forecasting horizons, SVR consistently outperforms the GARCH models, as evidenced by the accuracy metrics. For example, for the 1-day horizon, SVR yields an MAE of approximately 0.023759, significantly lower than the values obtained by the GARCH models, which range from 0.036262 to 0.037242. Similarly, SVR consistently demonstrates superior accuracy for the 5-day and 20-day horizons, with lower MAE, MSE, and RMSE values than the GARCH models. As such, these results highlight SVR’s capability to capture the underlying dynamics of Cocoa Futures returns more effectively than traditional GARCH models. However, these findings differ somewhat from those observed in gold forecasting, where SVR exhibited greater accuracy over longer horizons than shorter ones. Despite this discrepancy, SVR remains the preferred choice for Cocoa Futures forecasting, offering precise predictions across various forecasting horizons. Finally, while SVR consistently demonstrates superior accuracy, the performance of the grjGARCH and FIGARCH models also deserves attention. These traditional GARCH-based models exhibit competitive results, especially for shorter forecasting horizons. However, as the forecasting horizon extends, the performance gap between the SVR and the GARCH models becomes more pronounced. Despite some variability, the grjGARCH and FIGARCH models may still offer viable alternatives to SVR. Nevertheless, according to the results, the SVR’s consistently superior performance makes it the preferred choice for capturing the intricate dynamics of Cocoa Futures returns across different forecasting horizons.
Table 5. Out-of-sample evaluation of the model forecasts.

<table>
<thead>
<tr>
<th>Horizon</th>
<th>GC=F</th>
<th>CC=F</th>
<th>GSPC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sGARCH</td>
<td>eGARCH</td>
<td>grjGARCH</td>
<td>FIGARCH</td>
</tr>
<tr>
<td>1 day</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>0.003863</td>
<td>0.005023</td>
<td>0.004683</td>
</tr>
<tr>
<td>MSE</td>
<td>0.000015</td>
<td>0.000025</td>
<td>0.000022</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.003863</td>
<td>0.005023</td>
<td>0.004683</td>
</tr>
<tr>
<td>5 days</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>0.012385</td>
<td>0.013045</td>
<td>0.012889</td>
</tr>
<tr>
<td>MSE</td>
<td>0.000195</td>
<td>0.000216</td>
<td>0.000222</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.013948</td>
<td>0.014690</td>
<td>0.014519</td>
</tr>
<tr>
<td>20 days</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE</td>
<td>0.011747</td>
<td>0.012466</td>
<td>0.012411</td>
</tr>
<tr>
<td>MSE</td>
<td>0.000192</td>
<td>0.000212</td>
<td>0.000210</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.013851</td>
<td>0.014556</td>
<td>0.014495</td>
</tr>
</tbody>
</table>

Note: GC=F: Gold Futures; CC=F: Cocoa Futures; GSPC: S&P500 Index; generalized autoregressive conditional heteroscedasticity (sGARCH); exponential generalized autoregressive conditional heteroscedastic (eGARCH); Glosten–Jagannathan–Runkle GARCH (grjGARCH); fractional integrated generalized autoregressive conditional heteroscedastic (FIGARCH); MAE: mean absolute error; MSE: mean square error; RMSE: Root Mean Squared Error; SVR optimal hyperparameters: GC=F: ‘C’: 1, ‘epsilon’: 0.01, ‘gamma’: ‘auto’; CC=F: ‘C’: 10, ‘epsilon’: 0.01, ‘gamma’: ‘auto’; GSPC: ‘C’: 10, ‘epsilon’: 0.01, ‘gamma’: 1.
The analysis of various forecasting models for the S&P500 Index (GSPC) shows that Support Vector Regression (SVR) outperforms traditional GARCH-based models by a significant margin. At a 1-day forecast horizon, SVR exhibits remarkable accuracy with a low mean absolute error (MAE) of around 0.002960, which is substantially lower compared to the MAE values obtained by the sGARCH (MAE: 0.005662), eGARCH (MAE: 0.006091), gjrGARCH (MAE: 0.005364), and FIGARCH (MAE: 0.005437) models. This substantial difference in MAE values confirms SVR’s superior capability in short-term forecasting, similar to cocoa forecasting. As the forecast horizon extends to 5 days, SVR maintains its dominance, although with a slight increase in error metrics. Even in this scenario, SVR (MAE: 0.003775) outperforms traditional GARCH models, including sGARCH (MAE: 0.010252), eGARCH (MAE: 0.010534), gjrGARCH (MAE: 0.009940), and FIGARCH (MAE: 0.010081), by a significant margin. Similarly, at the 20-day horizon, SVR exhibits better accuracy, although with a slightly higher MAE compared to the shorter horizons. Nonetheless, SVR’s MAE, MSE, and RMSE values remain significantly lower than those of the GARCH models across all forecasting horizons, reaffirming its consistent performance superiority. These results highlight SVR’s reliability and effectiveness as a forecasting tool for the S&P500 Index. In addition, traditional GARCH models may need help to capture the index’s intricate volatility dynamics over longer timeframes. Therefore, the study underlines the importance of using advanced modeling approaches like SVR to improve forecasting accuracy and reliability in financial markets.

The Diebold–Mariano test results from Table 6 present the comparative forecast accuracy of various forecasting models for Gold Futures (GC=F), Cocoa Futures (CC=F), and the S&P500 index (GSPC). Overall, significant differences in forecast accuracy are observed across different sets of comparisons. Based on the results in Set 1, the sGARCH model does not perform as well as the eGARCH, gjrGARCH, and FIGARCH models for Gold Futures. However, its performance varies for Cocoa Futures and the S&P500 index. In Set 2, the eGARCH model outperforms the gjrGARCH model for Gold Futures but falls short compared to the FIGARCH model for the same asset. In addition, for the S&P500 index, the eGARCH model does not perform as well as the FIGARCH model. Moving on to Set 3, the gjrGARCH model consistently outperforms the FIGARCH model across all assets, indicating its superior forecast accuracy. Lastly, Set 4 demonstrates that the FIGARCH model outperforms the SVR model significantly for all assets, highlighting the effectiveness of the FIGARCH model in forecasting.

Table 6. Diebold–Mariano results of the forecasting models.

<table>
<thead>
<tr>
<th>Set</th>
<th>Method 1</th>
<th>Method 2</th>
<th>GC=F Test Statistic</th>
<th>CC=F Test Statistic</th>
<th>GSPC Test Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>sGARCH</td>
<td>eGARCH</td>
<td>−4.954126 ***</td>
<td>3.79781</td>
<td>1.328398</td>
</tr>
<tr>
<td>1</td>
<td>sGARCH</td>
<td>grjGARCH</td>
<td>−5.262869 ***</td>
<td>3.29431</td>
<td>4.789497</td>
</tr>
<tr>
<td>1</td>
<td>sGARCH</td>
<td>FIGARCH</td>
<td>−5.709204 ***</td>
<td>3.775408</td>
<td>0.860416</td>
</tr>
<tr>
<td>1</td>
<td>sGARCH</td>
<td>SVR</td>
<td>2.428499</td>
<td>1.191266</td>
<td>2.824444</td>
</tr>
<tr>
<td>2</td>
<td>eGARCH</td>
<td>grjGARCH</td>
<td>2.027055</td>
<td>−3.800469 ***</td>
<td>4.787408</td>
</tr>
<tr>
<td>2</td>
<td>eGARCH</td>
<td>FIGARCH</td>
<td>−5.174109 ***</td>
<td>3.020922</td>
<td>−0.953228</td>
</tr>
<tr>
<td>2</td>
<td>eGARCH</td>
<td>SVR</td>
<td>2.639995</td>
<td>1.006089</td>
<td>2.844113</td>
</tr>
<tr>
<td>3</td>
<td>grjGARCH</td>
<td>FIGARCH</td>
<td>−5.595111 ***</td>
<td>3.775077</td>
<td>−4.22198 ***</td>
</tr>
<tr>
<td>3</td>
<td>grjGARCH</td>
<td>SVR</td>
<td>2.631139</td>
<td>1.187819</td>
<td>2.699479</td>
</tr>
<tr>
<td>4</td>
<td>FIGARCH</td>
<td>SVR</td>
<td>2.94587</td>
<td>0.983799</td>
<td>2.811221</td>
</tr>
</tbody>
</table>

Note: *** Significance at the 1% level.

Table 7 displays estimations of Value at Risk (VaR) and Cornish–Fisher expansion (CFVaR) for various financial instruments over the period spanning 4 April 2019 to 4 April 2024. VaR represents the maximum potential loss at a specific confidence level, while CFVaR offers a modified VaR considering higher moments of the return distribution. For Gold Futures (GC=F), the VaR and CFVaR estimates increase as the confidence level increases, indicating more significant potential losses. Similar patterns are observed for Cocoa Futures.
(CC=F), with both VaR and CFVaR estimates showing an upward trend as the confidence level rises. However, it is worth noting that the CFVaR estimates tend to be slightly lower than the VaR estimates for Cocoa Futures across all confidence levels, suggesting a potential smoothing effect introduced by the Cornish–Fisher expansion. For the S&P500 index (GSPC), the VaR and CFVaR estimates show more variability than the other instruments, particularly at higher confidence levels. Interestingly, at the 90% confidence level, the CFVaR estimate for the S&P500 index is notably higher than the corresponding VaR estimate, indicating a more conservative risk assessment considering higher moments of the return distribution.

Table 7. Value at Risk (VaR) and Cornish–Fisher expansion (CFVaR) estimations.

<table>
<thead>
<tr>
<th>Instruments</th>
<th>p</th>
<th>VaR</th>
<th>CFVaR</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC=F</td>
<td>90%</td>
<td>0.01107</td>
<td>0.01150</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>0.01628</td>
<td>0.01590</td>
</tr>
<tr>
<td></td>
<td>99%</td>
<td>0.02492</td>
<td>0.02608</td>
</tr>
<tr>
<td>CC=F</td>
<td>90%</td>
<td>0.01954</td>
<td>0.02133</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>0.02593</td>
<td>0.02735</td>
</tr>
<tr>
<td></td>
<td>99%</td>
<td>0.04709</td>
<td>0.03883</td>
</tr>
<tr>
<td>GSPC</td>
<td>90%</td>
<td>0.01232</td>
<td>0.06668</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>0.01860</td>
<td>0.02055</td>
</tr>
<tr>
<td></td>
<td>99%</td>
<td>0.03590</td>
<td>0.02034</td>
</tr>
</tbody>
</table>

Note: The Value-at-Risk (VaR) and the four-moment modified Value-at-Risk (CFVaR) using the Cornish–Fisher expansion are reported in this table.

5. Conclusions

This study aims to provide a better understanding of the volatility patterns in commodity returns such as gold and cocoa, as well as the financial market index S&P500. We employed various GARCH models to achieve this and evaluated their effectiveness using Akaike’s information criterion (AIC) and maximum likelihood estimates. The study found that these findings could have significant implications for financial practitioners and researchers. To develop accurate forecasting models, we must understand the underlying dynamics of commodity returns.

Therefore, the study provides an overview of each model’s effectiveness in capturing volatility clustering, asymmetry, and long-term memory effects in the respective asset returns. By employing models like sGARCH, eGARCH, gjrGARCH, and FIGARCH, researchers gain a nuanced understanding of how volatility evolves over time and its impact on asset returns. Moreover, incorporating Skewed Generalized Error Distribution (SGED) in model optimization underscores the significance of capturing asymmetry and fat-tailedness in return distributions, standard features in financial data.

The analysis reveals several key findings regarding the performance of GARCH models in modeling the volatility of different assets. For Gold Futures (GC=F), the sGARCH model emerges as the preferred choice due to its lower AIC value and favorable parameter estimates, indicating significant volatility clustering and a slight positive skewness in return distribution. Conversely, while other models like eGARCH, gjrGARCH, and FIGARCH exhibit some strengths in capturing certain aspects of volatility dynamics, they generally show inferior performance compared to sGARCH in model fit and complexity.

Similarly, for Cocoa Futures (CC=F), the FIGARCH model demonstrates the best performance in capturing volatility dynamics, as evidenced by its higher log-likelihood value and lower AIC value than other models. The results suggest that the FIGARCH model effectively captures long-memory effects in Cocoa Futures returns, providing more reliable forecasts over various forecasting horizons.

In the case of the S&P500 Index (GSPC), the eGARCH model stands out as the most effective in modeling volatility dynamics, exhibiting superior performance in both log-
likelihood and AIC values compared to other models. The eGARCH model’s ability to capture asymmetry in volatility responses contributes to its robust forecasting capabilities for the S&P500 Index.

Overall, identifying superior modeling approaches, such as the FIGARCH model for capturing long memory effects in volatility, can enhance risk management strategies by providing more accurate estimates of Value-at-Risk (VaR) and Expected Shortfall (ES).

Furthermore, the out-of-sample evaluation of forecasting models reveals that Support Vector Regression (SVR) outperforms traditional GARCH models, particularly for short-term forecasting horizons, across all analyzed assets. SVR consistently accurately predicts asset returns, indicating its potential as an alternative forecasting tool in financial markets.

Limitations and Future Research

While the study provides valuable insights into volatility modeling and forecasting accuracy in financial markets and, more specifically, in commodities, several limitations should be considered when interpreting the results, similar to many other studies. It is essential to acknowledge that several factors may limit the generalization of the findings. Firstly, the analysis is primarily focused on specific assets, so it may not be possible to extrapolate the results to other asset classes or different market conditions. Different assets may exhibit unique volatility dynamics influenced by factors such as sector-specific news, geopolitical events, or macroeconomic trends, which are not fully captured in the study’s analysis. Moreover, the study’s comparison of forecasting accuracy between GARCH models and SVR may be subject to methodological biases. For example, selecting specific SVR parameters or kernel functions could influence the comparative performance results.
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1 The data are publicly available at https://www.finance.yahoo.com (accessed on 10 April 2024) in the Eastern Daylight Time (EDT) zone.
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