An Adaptive Embedding Network with Spatial Constraints for the Use of Few-Shot Learning in Endangered-Animal Detection
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Abstract: Image recording is now ubiquitous in the fields of endangered-animal conservation and GIS. However, endangered animals are rarely seen, and, thus, only a few samples of images of them are available. In particular, the study of endangered-animal detection has a vital spatial component. We propose an adaptive, few-shot learning approach to endangered-animal detection through data augmentation by applying constraints on the mixture of foreground and background images based on species distributions. First, the pre-trained, salient network U2-Net segments the foregrounds and backgrounds of images of endangered animals. Then, the pre-trained image completion network CR-Fill is used to repair the incomplete environment. Furthermore, our approach identifies a foreground–background mixture of different images to produce multiple new image examples, using the relation network to permit a more realistic mixture of foreground and background images. It does not require further supervision, and it is easy to embed into existing networks, which learn to compensate for the uncertainties and nonstationarities of few-shot learning. Our experimental results are in excellent agreement with theoretical predictions by different evaluation metrics, and they unveil the future potential of video surveillance to address endangered-animal detection in studies of their behavior and conservation.
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1. Introduction

The biodiversity crisis, i.e., the worldwide loss of species and damage to ecosystems, has continued to accelerate. Studying endangered animal presence and behavior is critical in addressing environmental challenges, such as invasive species, climate, and land-use change [1]. Driven by advances in data collection and computer vision technologies for the detection and tracking of wildlife, biodiversity research is rapidly transforming into a data-rich discipline. Imaging data have become indispensable in the retrospective analysis and monitoring of endangered-animal species’ presence and behavior [2]. It is infeasible to exploit image data manually for the application situation. Thus, it is necessary to incorporate uncertainty and propose automated detection methods.

Traditional GIS and spatial analysis have limitations in model complexity in addressing big data that are complicated by nature. Recent successes in deep learning have led to the use of automated computational methods to monitor endangered animals, including automatic video- and image-processing techniques for the fine-grained recognition of various categories of objects and animals [3]. However, the development of these methods is confounded by large-scale training datasets. As a result, the model exhibits severe overfitting in few-shot applications, such as endangered-animal detection, and it typically cannot work due to the extreme lack of training examples. To address this, recently, many studies have focused on few-shot object-detection models [4–6]. In general, these methods mainly include two training stages. First, meta-training [7,8] is carried out through the use of many examples from the base class so that the model can obtain the ability to generalize,
independently of the current task. Second, only a few novel-class examples are used for fine-tuning the training so as to complete the object-detection task with unknown models. However, these methods have limited applicability in context sensitivities, providing only single and straightforward scenes. In contrast, practical wild animal detection emphasizes various objects and contexts. Thus, direct applications of existing few-shot learning solutions perform unsatisfactorily when tasked with endangered-animal detection.

Here, we demonstrate a framework that proposes adapting to a dynamically changing environment for endangered-animal detection, allowing for few-shot learning to be applied in different scenarios with spatial dependency. Furthermore, it exploits a new proposal: a set of objects and environments is processed, composed, and affect each other simultaneously, instead of being recognized individually. For example, given an endangered-animal image, the module first uses the pre-trained saliency network U2-Net [9] to segment its foreground and background. Then, it uses the pre-trained image inpainting network CR-Fill [10] to repair missing parts. Finally, we mixed the foreground and background from separate images to generate new samples. While foreground–background mixture can be effective for data augmentation, the program lacks geographical semantic knowledge. This may result in many backgrounds that are anachronistic to the foreground. For example, the *Nipponia Nippon* cannot appear in the desert. Considering the environmental correlation between endangered animals and environmental factors, we thus propose a knowledge dictionary and a relation network within a spatial constraint framework. By computing relation scores in the framework, we developed an a priori spatial dependence model with the intention of limiting the mixing of foreground and background images to only those that are rational.

The proposed module is general and not limited to animal detection, and it serves as an essential building block that is flexibly usable in any architecture. Our main contributions are as follows:

1. We construct a new image dataset dedicated to detecting endangered animals, including independent animal categories, whether they are endangered or not. The endangered species are represented in only a few samples, while the unendangered species are represented in more examples.
2. We propose a new framework for endangered-animal detection using few-shot learning, which can be useful in unknown scenarios by augmenting the synthetically generated parts of separate images.
3. We provide a spatial-constraints model with two main components: a knowledge dictionary and a relation network, thus enabling the avoidance of mixing foreground species with incompatible background images from a geospatial perspective.

2. Related Works

The proposed method deals with a challenging task in the process of detecting endangered animals, one which arises in data augmentation and few-shot learning, which are closely related to two streams of research in the literature, i.e., the data-driven detection of wild animals (Section 2.1) and few-shot learning (Section 2.2).

2.1. Data-Driven Detection of Wild Animals

The emerging field of data-rich science has adopted computer vision models for pattern recognition to identify numerous animal species through phenotypic appearance [11]. In practical terms, individual animal identification methods have been applied to lemurs [12], macaques [13], and chimpanzees [14]. A substantial hurdle is developing robust models to perform on highly challenging datasets, such as those with cluttered backgrounds [15]. The issue could accomplish background subtraction with thresholds and color matching [16]. Recently, deep learning has made it possible to analyze animal biometric datasets and perform complex imaging tasks, including segmentation and classification [17,18]. While these methods have made valuable contributions, they are not robust to inevitable environmental variations. The challenge is to develop models that would
work well in images with poor illumination or uncertain environments [19]. Concerning the studies using deep learning, individual reidentification has been critical to research on animal behavior in the wild [20]. Still, this alone cannot capture the full complexity of animals and environments. Existing approaches based on temporal or spatial features are limited in adaptive capability. Additionally, they require a stable and stationary environment, making it inherently challenging to detect unknown endangered animals. In practice, the essence of wild-animal detection approaches lies in the quick adaptation to novel data, thus remaining an open challenge.

In contrast, our work takes a step forward by formulating an adaptive context-aware module as a few-shot learning task and utilizes a saliency network and inpainting network for recognizing wild animals to alleviate the challenge.

2.2. Few-Shot Learning

Recent successes in artificial intelligence offer extensive benefits. However, it remains a significant challenge for computer vision approaches to learn new concepts from very few examples [21,22]. Millions of images from camera traps and other studies are difficult for researchers to process. An essential focus for early development is the composition of objects from parts using probabilistic models [23]. Advances in deep learning have made it possible to use data augmentation [24,25], augment memory [26–28], and perform meta-learning [29,30]. For example, Chen et al. [25] designed a novel image deformation network, which learns to synthesize additional images by fusing a pair of reference images. Ramalho et al. [27] showed that the APL algorithm could perform state-of-the-art baselines on few-shot classification benchmarks with a smaller memory footprint. Wang et al. [29] proposed TAFE-Nets to learn how to adapt the image representation to a new task in a meta-learning fashion. In addition, domain-agnostic few-shot recognition has been presented [30], where the domain of the testing task is unknown. However, deep learning and augmented analysis focus on available features, the encoder lacks adaptation ability, and the performance is limited. Many studies have focused on the multiscale features and relations between samples to classify few-shot learning [31–33]. After learning in various environments, a task-agnostic classifier could better capture the characteristics. Despite performance improvement, task-adaptive parameters miss the necessary details of actual data, limiting these types of methods. In surveillance scenarios, these approaches require the objects and settings to be repeatable, which is challenging for endangered-animal detection in unknown environments.

In contrast, we apply few-shot learning to a novel visual scene, i.e., endangered-animal detection, challenging current frameworks. Its purpose is to learn a robust model with a few samples to recognize novel visual compositions for endangered animals. We take advantage of the general saliency network and the inpainting network to learn an adaptive context-aware module that adapts to few-shot tasks from different domains efficiently and effectively.

3. Proposed Method

3.1. Overview

This study mainly developed a combination of data-driven and geographical knowledge-driven strategies. The main difference between our approach and previous few-shot detection methods is an improved data augmentation algorithm for the new examples that will enhance model robustness against environment variations with spatial adaption. Thus, our approach can incorporate powerful deep learning capabilities and high-level dependencies and relations from geospatial. Here, we provide an overview of our method (see Figure 1). Our approach begins with two data collection phases, during which we apply the reweighting module and few-shot detector. First, we collect data in ordinary animal categories and use these data to train a module that is a reweighted combination of features, which is a more general valuable approach in animal detection. After the module was pre-trained,
we collected data on the endangered animals and retrained the model, specializing in endangered-animal detection.

![Diagram](image)

**Figure 1.** An overview of the proposed framework for few-shot endangered-animal detection.

### 3.2. Problem Definition

GIS is characterized by its distinctive spatial thinking and perspectives. It also needs to be developed, since geospatial data have been extended in the big data era. This requirement and the excellent ability of deep learning match the ever-increasing volume of biodiversity data. This study extracts the information potentially contained in the biodiversity images, improving the difficulty of applying traditional spatial analysis methods or classic machine learning models that are particularly sensitive to noisy or insufficient samples. We let a supported dataset contain a small number of endangered-animal categories within this framework, and an auxiliary dataset includes fine examples of ordinary animal categories. For a query image \( q \) including endangered animals, we aim to use the supporting dataset and supplementary dataset to learn how to automate species classification and draw their bounding boxes. Suppose the supporting dataset contains \( N \) endangered-animal species, and each species contains \( K \) samples. In that case, the problem is called the \( N \)-way \( K \)-shot detection task in endangered-animal scenes.

Inspired by the generative learning model [34], we form a scene-shared view in the new reconstruction paradigm. It would be helpful to adapt to nonstationary and uncertain environments. To reflect scene changes and uncertainties, we propose a few-shot object detection pipeline with adaptive context awareness named FRW-ACA. Our approach makes full use of the context information in the images of endangered animals. To make the process tractable, we use a feature extractor that learns how to extract meta-features from the input query image for endangered-animal detection. For adaptation to the detection task, we also use the feature reweighting module to convert several support instances in the endangered-animal category into a global vector, representing the importance or correlation of meta-features for detecting the corresponding object. The detection predictor regresses the features and directly outputs the object classification score and the bounding box.

Furthermore, the foreground objects may not match all background images for the foreground-background mixture from the geospatial aspect. The wrong mix is used in the data augmentation, leading to an unreliable model. Thus, it is essential to note that the
mixture can be interpreted as the probability that a specific foreground species matches particular background images, i.e., the spatial constraints module has been performed.

3.3. The Adaptive Context-Aware Module

The adaptive context-aware module first uses the salient network U2-Net to segment the image into foreground and background. Then, it uses the image inpainting network CR-Fill to repair the missing part of the background. Finally, we mixed the foregronds and backgrounds from separate images to generate new samples with spatial constraints. In the case of endangered-animal detection, the general detection model is unstable in such a scene due to the uncertainty and variability of the environment. Our module is based on the pretraining network and is independent of a specific network, making the module adapt to the changing environment. Thus, it can easily embed this aware adaptive ability for novel contexts in other networks.

3.3.1. Saliency Network

As a pre-processing step, super-pixel generation algorithms [35] benefit the saliency network. We assume that each image $I^m$ is independently represented by its $n_m$ super pixels. Given the part descriptors $\{x^m_i\}_{i=1}^{n_m}$ for each image $I^m$, they are fed into a six-stage encoder and a five-stage decoder, which outputs a saliency map. In the training process, the loss is combined with the side output saliency map $\ell_{\text{side}}$ and the final fusion output saliency map $\ell_{\text{fuse}}$. For each term $\ell$, the cross-entropy loss is used as follows:

$$\ell = \sum_{i=1}^{n_m} \left[ P_{G_i} \log P_{S_i} + (1 - P_{G_i}) \log(1 - P_{S_i}) \right]$$

where $P_{G_i}$ and $P_{S_i}$ denote the $i$th super-pixel values of the ground truth and the predicted saliency probability map, respectively.

We obtain the corresponding saliency map $u(I^m)$ through the saliency network $u$, then the foreground:

$$F_{Im} = I^m - (1 - u(I^m))$$

3.3.2. Inpainting Network

The saliency map obtains the background with a single transition and ignores the foreground region. Therefore, to extract all of the background features in the subsequent training and avoid the instability caused by region loss, we use the image inpainting network $r(\cdot)$ to repair the missing region and obtain the complete background:

$$B_{Im} = r(I^m, u(I^m))$$

We adopt two hybrid strategies when mixing the foreground and the background [36]. The first strategy is intra-class mixing. Its corresponding foreground is combined with the same background category for an endangered-animal image to form a new image. Each image can generate an additional $K - 1$ new image through this strategy. Nevertheless, it cannot be effective under a one-shot setting because each category contains only one image under this setting.

The second strategy is inter-class mixing. Under this strategy, we can incorporate the foreground and background between different endangered-animal images. These newly developed image samples will join the supporting dataset and follow the annotation information of their foreground objects to ensure supervised training. Intuitively, the distribution of wild animals has significant geographical characteristics. Thus, we deal with yet another approach: spatial constraints. We assume that we have some prior knowledge regarding the mixed sources; here, it is in the form of background images correlated with the mixed foregronds.
3.3.3. Spatial Constraints

Although the foreground–background mixture of separated images can generate multiple new image examples, there are many complications in integrating foreground animal species into uncertain backgrounds. For example, the wild panda lives only in the mountain bamboo forests of southwest China, and we cannot mix the panda with a desert background. Thus, this should be verified by filtering inappropriate background images. To model associations between foreground species and background selection, we created priori spatial dependence models. We now describe our implementation architecture of this approach:

(1) Knowledge Dictionary. The knowledge dictionary module has an image dataset that takes the name of the foreground species (species name) as input and returns a set of conceptually related background image groups as output (species distribution scenes). Figure 2 presents the architecture of the knowledge dictionary.
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**Figure 2.** Architecture for the knowledge dictionary. Before data acquisition, background image groups are geotagged (GPS coordinates or GeoName). All the images are captured from an online data-sharing platform and pre-processed by the Saliency Network and Inpainting Network. Note that the number of downloaded pictures is variable in various species. After spatial sampling, the coordinates are not necessary.

The knowledge dictionary needs to balance spatial analysis’s precision and computational speed. We address this problem by applying spatial sampling methods for species distribution scenes to acquire background image groups. An intuitive way to produce samples is sampled across different spatial locations considering various factors such as distribution and weather factors. For each species, we randomly select a geotagged photo from a distinct region, calculate the boundaries, and overlay the Voronoi polygons on the chosen sample. This can be easily performed with GIS software platforms.
While the Voronoi polygons partition the area, we randomly select geotagged images that mirror each region’s sampling density and manually remove some samples considering weather factors, resulting in a background image group for a species.

The knowledge dictionary $D$ is a set of mappings $F \rightarrow B$. For clarity, we will distinguish between the two classes, names of foreground species ($F$) and background image groups ($B$), where $F$ refers to the name of endangered-animal species indexed for lookup in a dictionary, and $B$ refers to a definition of an $F$ in a dictionary. Let $F_i$ be the $i$th species in the training foreground dataset, where $i \in \{1, 2, \ldots, N\}$. Additionally, $N$ is the number of endangered-animal species in the training dataset and the definition of $F_i$ in the dictionary is $B_i = [B_{i1}, B_{i2}, \ldots, B_{ij}]$, where $J$ refers to the number of typical backgrounds. For example, consider the following dictionary mapping: “panda” $\rightarrow \{I_{j1}, j = 1, \ldots, J\}$, where $\{I_{j}\}$ is a background image group composed of living areas of wild pandas in different seasons. Note that $J$ is variable in various species. In this approach, geographical distribution and season variation are applied to select typical background images of animal species to improve the robustness against appearance variations. The knowledge dictionary is simple and easy to extend.

(2) Relation Network. This paper adopted the relation network to analyze the spatial correlations between background images and species distribution scenes quantitatively. From traditional GIS and spatial analysis, the geolocation of images or determining the scene’s physical location is required. However, only a tiny fraction of images are geotagged in our datasets and online datasets. Here, we suggest that the images’ vision characteristics can provide valuable information on the extent of spatial similarities. Therefore, we choose to learn spatial correlation in an end-to-end manner. The relation network aims to learn a transferrable deep metric to compare the relation between background images from the Inpainting Network (Section 3.3.2) and species distribution scenes from the knowledge dictionary.

Inspired by the recent advances in relation networks trained end-to-end from scratch [37], a relation network in the spatial constraints framework is proposed (see Figure 3). Once trained, the network can produce spatial correlations by computing relation scores between background images and species without further updating. We emphasize that we do not assign geographic coordinates to images. Instead, the relation network is a Similarity-Measure-Based and End-to-End model that learns similarity using visual representations.

We assume that $c(\cdot, \cdot)$ uses depth concatenation to be the operator of background images and species distribution scenes, $f_\varphi$ is the embedding module, and $f(\cdot)$ produces the feature maps. The inpainted background images and species distribution scenes are fed into the relation module $g_\varphi$, which eventually creates a scalar in the range $[0, 1]$ representing the scene similarity between the species distribution scenes $B_i$ and inpainted background images from the Inpainting Network. Thus, we generate relation scores $r_{ij}$ for the relationship between the species and possible backgrounds:

$$r_{ij} = g_\varphi(c(f_\varphi(B_i), f_\varphi(b_j))) \text{ for } j = 1, 2, \ldots, M$$

where $M$ is the number of background images from the Inpainting Network; the maximum value of $M$ is $K - 1 + K(N - 1)$.

We use mean square error (MSE) loss (Equation (5)) to train the model, regressing the relation score $r_{ij}$ to the ground truth: matched pairs have a similarity value of 1, and the mismatched pair has a similar value of 0.

$$\varphi, \phi \leftarrow \arg\min_{\varphi, \phi} \sum_{i=1}^{N} \sum_{j=1}^{M} (r_{ij} - 1)^2$$
Therefore, the fused image $I_u$ is obtained from the endangered animal and related background images, denoted by $f_i$ and $b_j$. Concretely, the generated model is written in the following compact form:

$$I_u = \alpha f_i + \beta b_j, \quad j = 1, 2, \ldots, c$$

(6)

where $\alpha$ and $\beta$ are regularization parameters, $c$ is the threshold and means the number of selected background scenes ordered by $r_{i,j}$. (We choose the top 40% in this paper, and the value is experimentally observed).

![Figure 3. Architecture for the selected top-c backgrounds with knowledge dictionary and relation network. The goal is to automatically detect the relevance of the inpainted background images and species by measuring the image similarity. Note that all pictures do not assign geographic coordinates because images in the dataset often do not have geotags. While we have not chosen geotagged photos, this framework allows us to develop more general models.](image)

### 3.4. Reweighting Module

We further investigated the feature reweighting module $\mathcal{M}$ taking $(I, \text{Mask})$ as the input and embedding it into the class-specific representation:

$$\omega_i = \mathcal{M}(I_i, \text{Mask}_i)$$

(7)

where $i$ represents the index of endangered animal classes, $I_i$ denotes the $i$th subset of the image dataset $I$, and $\text{Mask}_i$ is the $i$th mask. We can obtain the class-specific part $F_i$ by:

$$F_i = F \otimes \omega_i$$

(8)

where $\otimes$ denotes channel-wise multiplication. The class-specific feature $F_i$ will be transmitted to the detection predictor $\mathcal{P}$ to obtain the objectness score $o_i$, offsets of the object position $(x, y, h, w)$, the corresponding classification score $c_i$, and the corresponding classification score $c_i$:

$$\{o_i, x_i, y_i, h_i, w_i, c_i\} = \mathcal{P}(F_i)$$

(9)

For a set of $j$th detection tasks $T_j$, the subsequent loss will be minimized to jointly optimize the feature learner $\mathcal{D}$, reweighted module $\mathcal{M}$, and detection predictor $\mathcal{P}$:

$$\min_{\theta_D, \theta_M, \theta_P} \sum_j \mathcal{L}(T_j) = \sum_j \mathcal{L}_{det}(\mathcal{P}_{\theta_P}(\mathcal{D}_{\theta_D}(I_j^q) \otimes \mathcal{M}_{\theta_M}(S_j)), \text{Mask}_j^q)$$

(10)
where \( \theta_D, \theta_M, \) and \( \theta_P \) are the parameters of the feature learner \( D \), the reweighting module \( M \), and the detection predictor \( P \), respectively. The supported dataset \( S_j \) contains \( N \) samples from different categories \( \left( \text{Im}^j, \text{Mask}^j \right) \) representing the image and the corresponding annotation in the query dataset to evaluate model performance. The detector loss \( L_{det} \) is calculated from the classification score’s cross-entropy loss [34], the classification score, the bounding box regression loss, and the objectness regression loss [38].

3.5. Optimization

The empirical risk minimization (ERM) algorithm is a popular tool to optimize detection methods. Its basic principle is to select a classifier with the smallest value of a risk function. Given a hypothesis \( h(\cdot) \) and data pairs \( \{x_i,y_i\} \) by a joint probability distribution \( p(x,y) \), we can transform the function optimization problem into the expected risk minimization problem:

\[
R(h) = \int L(y, h(x)) dp(x,y)
\]

For the sake of simplicity, we consider only using the empirical risk function \( R_{emp}(\cdot) \) to replace the expected risk:

\[
R_{emp}(h) = \frac{1}{n} \sum_{i=1}^{n} L(y_i, h(x_i))
\]

In addition, the training required to process large volumes of data continues to limit the scale and depth of ERM [39]. We need to build a new optimization method for few-shot learning under the ERM paradigm. Figure 4a,b demonstrate the difference between sufficient and few samples in the machine learning process.

(a) Sufficient Data
(b) Few Data
(c) Our Method

\( \hat{h} \): best expected risk
\( h^* \): best expected risk in \( \mathcal{H} \)
\( h \): best empirical risk
\( \varepsilon_{app} \): approximation error
\( \varepsilon_{est} \): estimation error

Figure 4. Comparison of learning with sufficient samples, few samples, and our method (a–c).

We can use the above ACA module (mentioned in Section 3.3), which uses prior knowledge to achieve adaptive context-aware ability and dramatically improves the number of samples. Therefore, we can obtain a more accurate empirical risk minimization function \( h(\cdot) \) (Figure 4c). Algorithm 1 shows the training procedure.
4. Experiments

In this section, we present experiments that use a new dataset constructed for the scene of endangered-animal object detection. In addition, we remove the spatial constraints of our method to demonstrate the benefits they provide.

4.1. Dataset

For evaluation purposes, the experiments were intended for few-shot endangered-animal detection in uncertain environments. We then need data from which animals, endangered or not, and uncertain backgrounds can be augmented together. However, these data are not available in the commonly used object detection datasets. There is a vast context gap between the images of these basic categories and the pictures of endangered animals. Figure 5 shows samples in the public dataset.

![Image](image_url)

**Figure 5.** Example of the contextual gaps among images on the public dataset (a–e) and pictures of endangered animals (f–j).

Therefore, we constructed an EAOD (Endangered Animal Object Detection) dataset for fair evaluation. We obtained animal images from public sources such as OIDv4 [40], AwA2 [41], Flickr, and Google Images to construct our EAOD dataset. However, we cannot directly use these datasets because (1) the labeling standards of different datasets are inconsistent. For example, the same category of objects has other labels in different datasets. (2) Many images have poor labeling quality in the dataset. (3) In addition to the object detection dataset, the images from other sources do not contain the bounding box labeling required in the object detection task. Therefore, we first unified the labeling standards in EAOD to ensure that the same category objects have the same labeling name. Then, we...
removed images that fit the object size, such as objects that even humans cannot accurately detect because these objects are not suitable either as base class samples or as novel class samples. Next, we carefully labeled the animal images collected according to the VOC [42] dataset format and divided the data into training and test sets according to the collection of few-shot learning.

This dataset contains 13,455 images and 20 categories, with 15 ordinary animal categories for base training. The remaining five categories are endangered animals for few-shot fine-tuning training. The frequent categories’ training and test sets contain sufficient image samples for the entire detection task and are split into 8:2. The training set for endangered-animal categories uses few-shot settings (each category uses 1/2/3/5/10 objects), and the test set contains 100 images per category for evaluation.

4.2. Experimental Settings

All experiments use the same platform with Intel CPU Xeon Gold 6126*4, NVIDIA Tesla V100*2, 256G RAM, and Ubuntu 16.04. The mAP (mean Average Precision), Precision–Recall Curve (P-R Curve), and normalized AP are chosen as evaluation metrics.

It is challenging to learn a good meta feature learner $D$ and a reweighted module $M$ in model training due to the large gap between endangered and ordinary animal samples. Therefore, we used a two-phase learning scheme to ensure the model’s generalization performance for endangered-animal categories. The first phase is base training, and we only use ordinary animal categories for training. Although many standard animal samples have been implemented, we are still faced with multiple few-shot detection learning tasks to ensure that the model performs well in object detection tasks of endangered animals. Specifically, we used a batch size of 64 to train the base class samples for 500 epochs, where the learning rate is $1 \times 10^{-3}$, momentum is $9 \times 10^{-1}$, and weight decay is $5 \times 10^{-4}$.

The second phase is the few-shot fine-tuning. Again, the samples of ordinary animal and endangered animal categories will be trained simultaneously, and each class will have only K annotated bounding boxes that can be used. This phase of the training process is the same as the first phase but requires fewer iterations because the model will take full advantage of the relevant features. Therefore, at this stage, we used a batch size of 4 to conduct 20 fine-tuning epoch training for all categories in which the learning rate was adjusted to $1 \times 10^{-4}$, and other settings were consistent with the base training stage.

4.3. Baseline

Our few-shot detector is constructed based on the detection framework of the one-stage model. Considering the most advanced one-stage models combined with few-shot learning strategies, we choose the YOLOv4 model [43] as the baseline, including the YOLOv4-joint and YOLOv4-ft, and YOLOv4-ft-full. Another baseline is a general few-shot object detection model FRW, which mainly uses the feature reweighting module to make full use of the characteristics of the base class. It extracts the generalized meta-features to detect novel objects. We also compare our method with other object detection models, such as EfficientDet [44], CenterNet [45], RetinaNet [46], and Meta R-CNN [47].

4.4. Results and Comparisons

Results of EAOD. The quantitative results are tabulated in Table 1, and the detection samples are shown in Figure 6.
Table 1. Few-shot detection performance (mAP) on the endangered-animal categories of the EAOD. (* indicates remove spatial constraints in the mixture).

<table>
<thead>
<tr>
<th>Method/Shot</th>
<th>1-Shot</th>
<th>2-Shot</th>
<th>3-Shot</th>
<th>5-Shot</th>
<th>10-Shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>EfficientDet-ft [44]</td>
<td>0.07</td>
<td>0.34</td>
<td>2.61</td>
<td>7.52</td>
<td>18.74</td>
</tr>
<tr>
<td>CenterNet-ft [45]</td>
<td>0.13</td>
<td>0.95</td>
<td>3.64</td>
<td>8.79</td>
<td>19.59</td>
</tr>
<tr>
<td>CenterNet-ft-full [45]</td>
<td>0.89</td>
<td>5.31</td>
<td>15.37</td>
<td>23.54</td>
<td>42.76</td>
</tr>
<tr>
<td>RetinaNet-ft [46]</td>
<td>0.26</td>
<td>1.29</td>
<td>4.15</td>
<td>7.43</td>
<td>21.31</td>
</tr>
<tr>
<td>RetinaNet-ft-full [46]</td>
<td>1.48</td>
<td>6.75</td>
<td>14.47</td>
<td>22.21</td>
<td>44.38</td>
</tr>
<tr>
<td>YOLOv4-joint [43]</td>
<td>0.00</td>
<td>0.00</td>
<td>0.29</td>
<td>0.86</td>
<td>19.76</td>
</tr>
<tr>
<td>YOLOv4-ft [43]</td>
<td>0.00</td>
<td>0.42</td>
<td>5.84</td>
<td>8.34</td>
<td>25.81</td>
</tr>
<tr>
<td>YOLOv4-ft-full [46]</td>
<td>1.31</td>
<td>7.93</td>
<td>17.04</td>
<td>24.93</td>
<td>49.93</td>
</tr>
<tr>
<td>FRW [34]</td>
<td>25.51</td>
<td>48.15</td>
<td>55.07</td>
<td>65.01</td>
<td>73.08</td>
</tr>
<tr>
<td>Meta R-CNN [47]</td>
<td>21.13</td>
<td>46.37</td>
<td>56.92</td>
<td>67.43</td>
<td>75.13</td>
</tr>
<tr>
<td>FRW-ACA(Intra, Ours)</td>
<td>42.39</td>
<td>53.60</td>
<td>60.23</td>
<td>70.06</td>
<td>78.56</td>
</tr>
<tr>
<td>FRW-ACA(Inter *, Ours)</td>
<td>43.18</td>
<td>54.51</td>
<td>61.49</td>
<td>71.18</td>
<td>80.42</td>
</tr>
<tr>
<td>FRW-ACA(Inter, Ours)</td>
<td>43.18</td>
<td>54.51</td>
<td>61.49</td>
<td>71.18</td>
<td>80.42</td>
</tr>
</tbody>
</table>

Figure 6. Detection samples of our 10-shot detection on endangered animals, including bounding boxes, categories, and confidence scores.

Table 1 shows our method with various baseline detection performances (mAP) on the EAOD dataset. To fully demonstrate the performance of all procedures in endangered-animal detection, we adopted five few-shot settings for the experiments, namely, 1-shot, 2-shot, 3-shot, 5-shot, and 10-shot. Table 1 summarizes the results, demonstrating that our method is superior to other baselines under few-shot settings, especially in the set of 1-shot. From another perspective, the results verify the robustness of our model for novel samples, which is particularly prominent in extreme few-shot scenes. The YOLOv4-joint performance is inadequate, especially in the first three-shot settings. In addition, the result shows that it is difficult to obtain a generalized model when the base samples and the novel samples are trained simultaneously in the few-shot scene, such as detecting endangered animals. It also shows that our two-phase training scheme is better, especially with spatial constraints. In addition, Figure 6 shows some qualitative results on EAOD using our FRW-ACA model with spatial dependency.

To evaluate the performance more comprehensively, we propose a comparison of P-R curves (Figure 7). Compared with other methods, the significant difference between ours and those mentioned above is that it performs adaptive actions that respond to environmental changes. Furthermore, our approach significantly improves the performance, showing the best performance on the EAOD dataset.
that the EAOD dataset constructed by us has better applicability in the object detection scenario of endangered animals.

YOLOv4, the index continuously rises, and more iterations are required to adapt the novel ability and adaptive context-aware ability in the object detection scene of endangered animals.

Figure 7. Precision–recall curves of our model and other baselines on the EAOD dataset. (* indicates remove spatial constraints in the mixture).

Time-Cost. Figure 8 shows the learning speed from different methods. Intuitively, our system may exhibit more time because it produces many new samples containing additional semantic information during training, which the network had never seen before. However, the result shows that our model still maintains a fast learning ability based on FRW, and only a few epoch iterations are needed to approach the convergence value. On YOLOv4, the index continuously rises, and more iterations are required to adapt the novel scene. Here, we only use the single curve of FRW-ACA because our model fully uses the knowledge learned in the base training phase. Thus, the model converges quickly in the endangered animals’ training phase; there is no significant difference in learning speed among the three adaptive strategies.

Figure 8. Comparison of learning speed. We plot the normalized AP against the number of training epochs.

Cross-dataset Evaluation. In addition, to demonstrate our model’s generalization ability and adaptive context-aware ability in the object detection scene of endangered animals, we also use the dataset benchmark VOC widely used in object detection to evaluate the model on endangered-animal categories. Specifically, we first used the images in the VOC dataset for base training and then used the pictures of endangered animals for fine-tuning training under few-shot settings. Finally, we evaluated the performance of endangered-animal categories on the EAOD dataset. The number of mAP for each few-shot detection method varied somewhat due to shot numbers, as shown in Table 2; our model enables high precision with few shots.
Table 2. Few-shot detection performance (mAP) for cross-dataset evaluation. (* indicates remove spatial constraints in the mixture).

<table>
<thead>
<tr>
<th>Method/Shot</th>
<th>1-Shot</th>
<th>2-Shot</th>
<th>3-Shot</th>
<th>5-Shot</th>
<th>10-Shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>EfficientDet-ft [44]</td>
<td>0.04</td>
<td>0.28</td>
<td>1.06</td>
<td>3.69</td>
<td>10.48</td>
</tr>
<tr>
<td>EfficientDet-ft-full [44]</td>
<td>0.12</td>
<td>1.37</td>
<td>5.52</td>
<td>12.16</td>
<td>28.63</td>
</tr>
<tr>
<td>CenterNet-ft [45]</td>
<td>0.09</td>
<td>0.52</td>
<td>1.48</td>
<td>4.72</td>
<td>12.09</td>
</tr>
<tr>
<td>CenterNet-ft-full [45]</td>
<td>0.15</td>
<td>2.84</td>
<td>7.09</td>
<td>17.12</td>
<td>30.23</td>
</tr>
<tr>
<td>RetinaNet-ft [46]</td>
<td>0.12</td>
<td>0.39</td>
<td>1.27</td>
<td>4.93</td>
<td>12.64</td>
</tr>
<tr>
<td>RetinaNet-ft-full [46]</td>
<td>0.18</td>
<td>2.67</td>
<td>7.22</td>
<td>16.43</td>
<td>33.19</td>
</tr>
<tr>
<td>RetinaNet-ft-full [46]</td>
<td>0.00</td>
<td>0.66</td>
<td>1.51</td>
<td>3.83</td>
<td>17.18</td>
</tr>
<tr>
<td>RetinaNet-ft-full [46]</td>
<td>0.00</td>
<td>4.51</td>
<td>10.98</td>
<td>22.05</td>
<td>42.61</td>
</tr>
<tr>
<td>YOLOv4-ft [43]</td>
<td>10.17</td>
<td>32.86</td>
<td>42.03</td>
<td>53.86</td>
<td>62.95</td>
</tr>
<tr>
<td>YOLOv4-ft-full [43]</td>
<td>7.38</td>
<td>28.91</td>
<td>44.97</td>
<td>57.23</td>
<td>66.42</td>
</tr>
<tr>
<td>Meta R-CNN [47]</td>
<td>26.32</td>
<td>38.26</td>
<td>50.09</td>
<td>60.83</td>
<td>71.45</td>
</tr>
<tr>
<td>FRW-ACA(Intra, Ours)</td>
<td>26.91</td>
<td>39.05</td>
<td>51.27</td>
<td>62.34</td>
<td>74.91</td>
</tr>
<tr>
<td>FRW-ACA(Intra, Ours)</td>
<td>26.32</td>
<td>38.26</td>
<td>50.09</td>
<td>60.83</td>
<td>71.45</td>
</tr>
<tr>
<td>FRW-ACA(Inter *, Ours)</td>
<td>26.91</td>
<td>39.05</td>
<td>51.27</td>
<td>62.34</td>
<td>74.91</td>
</tr>
</tbody>
</table>

As a result, our model still has the best performance index. However, we observed that the mAP values of our model and other baselines decreased to varying degrees compared to the EAOD dataset. The result is mainly because the image categories in the VOC dataset are quite different from those of endangered-animal image categories. Therefore, the model cannot fully use the features learned in the primary stage. However, it also shows that the EAOD dataset constructed by us has better applicability in the object detection scenario of endangered animals.

4.5. Analysis

Our research provides evidence that spatial constraints might permit a more accurate data augmentation, and the images’ vision characteristics can provide helpful information on the extent of spatial similarities. Furthermore, our method improves detection precision from the overall experimental results, mainly due to the adaptive context-aware module and the EAOD dataset. The adaptive context-aware module helps the framework obtain more context semantics with low samples. Then, the model has greater generalizability and adaptability in novel scenarios. Furthermore, the EAOD dataset compensates for the context gap between ordinary datasets and examples in endangered-animal scenes. As a result, the model can fully use the features learned in the primary training stage.

5. Conclusions and Future Work

The data explosion has posed challenges and opportunities to the geographical information community. GIS needs to be extended to accommodate sensors’ dynamic observations, including volunteered geographic information. By incorporating the technologies emerging from geographical data science and computer vision, we can turn big data into useful information and knowledge that more efficiently serves biodiversity research.

Overall, the methodology presented here opens interesting paths to analyzing biodiversity data. Unlike entirely data-driven automation methods, our method is based on knowledge-driven and data-driven strategies. It also provides image primitives to produce a rich set of examples by incorporating contextual detail, which can be valuable for boosting learning sample efficiency, especially for endangered-animal detection. Furthermore, the adaptive embedding network can offer valuable insights into the generative learning framework for few-shot learning, leading to adaptive, more capable, and efficient processing. Such an approach should also serve as an embedding building block that is flexibly usable in any architecture.

There are some limitations to our study, notably the size of our dataset. Another limitation concerns the fact that, for individual-level recognition, our method is heavily reliant on the detection performance of the prominent parts. For example, the detector often fails to detect animal infants. In the big data era, the role of geospatial data service
needs to change from data warehouses to smart information providers [48]. Therefore, future directions to improve our framework include adopting multiple variables and data augmentation to enhance accuracy and generalizability and extending traditional GIS and spatial analysis in biodiversity research. Furthermore, few-shot detection that is distinctive exists in various domains. We envisage possible applications for our framework in, for example, wild animal detection for video surveillance, automated behavior recognition, etc.
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