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Abstract: With the rapid development of the internet and social media, extracting emergency events
from online news reports has become an urgent need for public safety. However, current studies on
the text mining of emergency information mainly focus on text classification and event recognition,
only obtaining a general and conceptual cognition about an emergency event, which cannot effectively
support emergency risk warning, etc. Existing event extraction methods of other professional fields
often depend on a domain-specific, well-designed syntactic dependency or external knowledge base,
which can offer high accuracy in their professional fields, but their generalization ability is not good,
and they are difficult to directly apply to the field of emergency. To address these problems, an end-
to-end Chinese emergency event extraction model, called EmergEventMine, is proposed using a deep
adversarial network. Considering the characteristics of Chinese emergency texts, including small-
scale labelled corpora, relatively clearer syntactic structures, and concentrated argument distribution,
this paper simplifies the event extraction with four subtasks as a two-stage task based on the goals of
subtasks, and then develops a lightweight heterogeneous joint model based on deep neural networks
for realizing end-to-end and few-shot Chinese emergency event extraction. Moreover, adversarial
training is introduced into the joint model to alleviate the overfitting of the model on the small-scale
labelled corpora. Experiments on the Chinese emergency corpus fully prove the effectiveness of the
proposed model. Moreover, this model significantly outperforms other existing state-of-the-art event
extraction models.

Keywords: text mining; event extraction; deep adversarial training

1. Introduction

Over the past few years, internet and mobile communication technologies have been
radically transformed. Massive emergency information [1], especially online news, has been
generated on various social media platforms. It is involved with both natural emergency
events, such as fires and earthquakes, and man-made emergency events, such as traffic
accidents, epidemics, and terrorist attacks, which often trigger heated discussions among
netizens. The dissemination of emergency information affects public psychology and
behavior, and then promotes the occurrence and evolution of emergency events. Therefore,
collecting and analyzing emergency events on time is an important and urgent need for
public safety, in which emergency event extraction is the key first step. However, the
internet and the mobile internet are full of all kinds of disorderly emergency event news,
which is intermingled with other news, and other news will hinder the clear cognition
of users about an emergency event and relevant researchers’ work in classification and
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storage [2]. Moreover, the unstructured emergency information data are rich in content,
diversified in form, multi-source, and heterogeneous [3]. Hence, efficient, accurate, and
complete emergency event extraction is also a challenging text mining task.

At present, studies on emergency information mining mainly focus on text classifica-
tion and event recognition. Although these studies have achieved satisfactory results, the
limitations of mining tasks resulted in that they can only obtain the general and conceptual
cognition of emergency events, such as category tag [4] or event type [5], which cannot
meet the requirements of emergency risk warning based on event extraction results [6,7].
Different from text classification and event recognition, event extraction can obtain more
detailed and structured content. An event extraction task usually includes four subtasks:
trigger detection, trigger/event type identification, argument detection, and argument role
classification. There are many state-of-the-art event extraction models in other professional
fields, such as biomedical fields [8,9] and financial fields [10,11]. However, they cannot
be applied directly to the emergency field. On the one hand, these models often depend
on the domain-specific, well-designed syntactic dependency [12] or external knowledge
base [8]. They have high accuracy in their professional fields, but the generalization ability
is not good, and they are difficult to transfer to other fields. On the other hand, recent
professional event extraction models have mainly focused on developing sophisticated
networks to capture deep features in specialized language for improving the effect of
event extraction, resulting in an increased demand for large-scale labelled corpora. How-
ever, existing Chinese emergency corpora, such as the Chinese Emergency Corpus (CEC,
https://github.com/shijiebei2009/CEC-Corpus, accessed on 15 July 2021), are small-scale.
There are often fewer than 200 instances of each event type. Therefore, it is impossible
to realize emergency event extraction directly using these professional event extraction
models. In fact, because of servicing the public, Chinese emergency information has a
clearer syntactic structure compared with other specialized expressions in scientific arti-
cles or reports. Figure 1 gives a comparison between the genetics event mention and the
emergency mention. Figure 1a shows a genetics event mention from the BioNLP Shared
Task (BioNLP-ST) 2013 Cancer Genetics task. Green and orange denote entities and red
denotes event triggers. A blue connection denotes the argument role. Event structures
are constructed by an event trigger and one or more arguments. Although very brief,
this genetics event mention has a nest event structure, containing one flat event and one
nested event. The flat event, transformed erythroid cells, has only one entity as its argument.
The nested event, erbA/myb IRES transformed erythroid cells, has the entity erbA/myb IRES
and the flat event transformed erythroid cells as its arguments. Figure 1b is a seismic event
in the CEC corpus which contains different categories of arguments, marked as orange,
blue, green, and gray, respectively, and a trigger marked as red. The blue connecting lines
denote the roles of the arguments. The whole event structure is simple and clear. Aiming
at this characteristic of emergency texts, it is necessary to develop a new, lightweight
model for emergency event extraction instead of directly using existing professional event
extraction models.

Some open-domain event extraction methods [13,14] have been tested on multiple
fields of datasets, often including emergency corpora, but their results often exhibit un-
certainties and are relatively poor. The trade-off between the precision and recall rates is
also a big challenge to open-domain event extraction. Therefore, these open-domain event
extraction methods are also unsuitable for emergency event extraction, which has the clear
event classification and definition, and a high requirement for the integrity, accuracy, and
recall of the extraction results.

https://github.com/shijiebei2009/CEC-Corpus
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Figure 1. An example comparison between the genetics event mention and the Chinese emergency
event mention.

Based on the above observations, this paper proposes an end-to-end Chinese emer-
gency event extraction model, called EmergEventMine, using a deep adversarial network.
The main contributions can be summarized as follows:

1. Firstly, this paper simplifies the event extraction with four subtasks as a two-stage
task based on the goals of subtasks, and then develops a heterogeneous deep joint
model for realizing the end-to-end Chinese emergency event extraction. The argument
identification adopts the classic BiLSTM-CRF (Long Short-Term Memory-Conditional
Random Fields) model, and the argument role classification is realized as a multi-head
selection task. Compared with existing professional event extraction joint models, this
model is a lightweight model, which does not depend on external syntactic analysis
tools and has a simpler network structure for accelerating the convergence of the
model on a small training data set.

2. Secondly, this paper integrates adversarial training, based on Free Adversarial Train-
ing (FreeAT) [15], into the joint model of event extraction. By adding small and
persistent disturbances to the input of joint model, the overfitting of the model caused
by the small training data set and simple network structure can be alleviated to
improve the robustness and generalization of the model.

3. Thirdly, different from existing text mining studies based on the public CEC data
set, XML format labels were removed from the standard CEC data set to fit the real
application scenario. Experiments were performed on this restored CEC data set.
Experimental results show that the proposed model can extract emergency events
from online news texts more effectively and comprehensively compared with existing
state-of-the-art event extraction models.

2. Related Work
2.1. Text Mining of Emergency Information

The text mining of emergency information has been a concern for a long time. Early
research often considered topics from emergency information and then adopted shal-
low machine learning methods to classify emergency texts based on the obtained topics.
Wang et al. [16] established a real-time classification model of emergency Weibo texts
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combining the latent Dirichlet allocation (LDA) algorithm and support vector machine
(SVM) algorithm. The LDA was used to identify topics from the original Weibo texts,
and the identified topics were then used as the inputs of SVM for the Weibo classification.
Han et al. [17] constructed a Weibo classification model based on the LDA algorithm and
random forest (RF) algorithm. LDA was used to divide flood-related Weibo texts into
six topics, and RF was used to classify Weibo texts based on the results of topic learning.
With the development of deep learning, the effectiveness of deep neural networks in text
mining has been widely recognized. Many emergency text classification methods based
on deep learning have been developed. Yu et al. [18] integrated convolutional neural
network (CNN), SVM, and logistic regression (LR) to classify tweet texts related to different
hurricanes (Sandy, Harvey, Irma). Kumar et al. [19] used long short-term memory (LSTM)
to classify tweet texts into different disasters, including Hurricane Harvey, the Mexico
earthquake, and the Sri Lanka Floods. By using various deep neural networks, the hidden
characteristics of emergency texts were effectively extracted to realize more effective text
classification.

Emergency text classification can only obtain coarse-grained category tabs from emer-
gency texts and cannot effectively recognize various natural or man-made emergency
events. To address this problem, emergency event recognition has gradually gained atten-
tion. Zhang et al. [20] proposed the Chinese emergency event recognition model based on
deep learning (CEERM), which obtained deep semantic features of words by training a
feature vector set using a deep belief network, then identified triggers by means of a back
propagation neural network. Li et al. [21] combined deep convolutional neural networks
(DCNNs) and LSTM networks to develop the DCNNS-LSTM model for emergency event
recognition on Uyghur texts. Naseem et al. [22] proposed a disaster event recognition
method by using hierarchical clustering, in which the main events in Tweets were found
by clustering, and then related sub-events were identified by clustering again according
to spatio-temporal and semantic relationship information. Yin et al. [5] proposed a neural
network model Conv-RDBiGRU (Convolution-Residual Deep Bidirectional Gated Unit),
which extracted deep context semantic features through RDBiGRU and then activated
them using the softmax function for identifying Chinese emergency events. These emer-
gency event recognition methods can identify different types of emergency events from
emergency texts. Therefore, emergency event recognition can often provide more detailed
cognition about emergency information compared with emergency text classification.

However, both emergency text classification and emergency event recognition can
only obtain a general and conceptual cognition of emergency events, i.e., category tag or
event type. The in-depth emergency analysis and management, such as emergency risk
warning [6,7], need to not only detect the occurrence of events, but also obtain the key
elements of events, such as subject, time, and location. Therefore, it is necessary to develop
an emergency event extraction model.

2.2. Event Extraction

Event extraction is an important research direction in the field of intelligent information
processing, aiming at extracting specific types of events and elements from unstructured
texts quickly [23]. It has been widely applied in data mining [24], information retrieval [25],
question answering systems [26], and other fields.

Event extraction is a challenging work and consists of four subtasks [27]. These
subtasks can be executed in a pipeline manner, where multiple independent classifiers are
constructed separately and the output of one classifier can also serve as a part of input
to its successive classifier. The classic pipeline-based event extraction model is DMCNN
(dynamic multi-pool convolutional neural network) [28], in which the event extraction task
is formulated as two stages. A DMCNN identifies the triggers, and then another similar
DMCNN is used to identify arguments and their roles.

The pipeline manner for event extraction has some important shortcomings, including
the error propagation [29], lack of subtask interaction [30], etc. Therefore, the joint manner,
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where one classifier performs multi-task classification and directly outputs multiple sub-
tasks’ results, has become the recent research focus of event extraction. Many state-of-the-art
joint models have been developed for event extraction in different professional fields.

Nguyen et al. [31] proposed a joint event extraction model based on RNNS which used
a memory matrix to capture the dependency between trigger and arguments for improving
the representations of event mentions. Sha et al. [32] proposed a joint event extraction
model which captured dependency bridges among words and the potential interactions
between arguments for enhancing the representations of event mentions. Li et al. [8]
proposed a knowledge base-driven tree-structured long short-term memory networks
(KB-driven Tree-LSTM) model, which incorporated dependency structures of contexts and
entity properties from external ontologies to realize Genia event extraction. Liu et al. [12]
proposed a hierarchical Chinese financial event extraction model (SSA-HEE) based on the
entity structure dependency of trigger and arguments, and pre-defined eight types of entity
dependency. By capturing syntax dependency information, the model effectively improved
the ability to identify the relevance between trigger and arguments of financial events.
However, these models depend on a domain-specific, well-designed syntactic dependency
or external knowledge base, resulting in the low generalization ability of the model. They
are also difficult to transfer to the field of emergency.

The small-scale labelled corpus set is another important challenge for Chinese emer-
gency event extraction. At present, those state-of-the-art joint models for professional
event extraction mainly focus on developing sophisticated networks to capture deep fea-
tures in specialized language for improving event extraction. For example, the KB-driven
Tree-LSTM model [8] designed the Tree-LSTM to learn hidden features from KB concept em-
bedding. The BERT-BLMCC model [33] used the multi-CNN of different scale convolution
kernels to extract local features from contexts. Zhao et al. [34] used a dependency-based
graph convolutional network (GCN) to model local context, effectively capturing semanti-
cally related concepts in sentences through a syntactic dependency tree. The increasingly
complex network structure brings an increased demand for large-scale labelled corpora.
However, existing Chinese emergency corpora, such as the Chinese Emergency Corpus,
are small-scale. There are often fewer than 200 instances of each event type. Experi-
ments in [20] showed that, only for the event recognition subtask on CEC, the recognition
performance deteriorated when the layer number of the restricted Boltzmann machine
exceeded five. Yin et al. [5] pointed that “CEC has little data, which may lead to insufficient
model training”.

In order to effectively extract events from small-scale labelled corpora, existing stud-
ies have mainly adopted the event generation approaches to produce additional events
for model training. According to different data labelled manners, these approaches can
be divided into three types, including manual labelling [5], distant supervision-based
methods [35,36], and bootstrapping-based methods [37,38]. Yin et al. [5] crawled 43,851 un-
structured texts from we-media on the internet and manually labelled them to expand
training corpora. Because manual labeling corpora is time-consuming and the reliabil-
ity of the results is also difficult to evaluate objectively, distant supervision-based and
bootstrapping-based automatic labeling methods are the research focuses. Chen et al. [36]
proposed a soft distant supervision (SDS) method to automatically label the training exam-
ples of event extraction. SDS assigns key arguments and corresponding triggers to each
event type through world knowledge (Freebase), and then uses the external knowledge
base (FrameNet) to filter the triggers with noise for realizing large-scale event data labeling.
Yang et al. [13] proposed a bootstrapping-based event generation method to automatically
obtain new event sentences by using argument replacement and adjunct token rewrite. Fer-
guson et al. [35] proposed a bootstrapping-based event generation method to automatically
identify new event instances by using paraphrase clustering. Yang et.al [37] proposed a
bootstrapping-based method to automatically generate labelled event samples by editing
prototypes and screening out generated samples by ranking the quality.
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However, distant supervision-based methods need high-quality external resources,
which is inconsistent with the technical route of this study, and they can easily bring noise.
The bootstrapping process faces the difficulties of the similarity threshold setting and noise.
Therefore, these event generation approaches are not suitable for few-shot emergency event
extraction. It is necessary to develop a new few-shot emergency event extraction method
following the approach of model optimization.

Besides the above close-domain methods, there are some open-domain methods for
event extraction. Without predefined event schemas, open-domain event extraction aims at
detecting events from texts and, in most cases, also clustering similar events via extracted
event keywords [27]. Some open-domain event extraction methods have been tested on
emergency corpora. Kunneman et al. [13] clustered tweets with overlapping mentions
based on obtained time expressions and entity mentions and took the result of clustering
as the event description. Liu et al. [14] extracted events from news reports by using three
complex unsupervised generation models, which introduced latent variables generated
by neural networks. However, extracted events of open-domain methods often exhibit
uncertainties and incompleteness. Their precision and recall rates are also relatively poor.
Moreover, because open-domain event extraction methods often need to set the thresholds
for ranking or clustering, the trade-off between the precision and recall rates is also a big
challenge. Therefore, these open-domain event extraction methods are also unsuitable for
emergency event extraction, which has the clear event classification and definition, and a
high requirement for the integrity, accuracy, and recall of extraction results.

3. Methods
3.1. Emergency Event Definition

According to content of CEC, this paper defines the emergency event as follows:
An emergency event is a natural or man-made disaster activity that takes place in a specific

time and region, is participated in by one or more roles, and shows a series of action characteristics.
It can be defined as a five-tuple:

EmerEvent = (Subject, Object, Time, Location, Trigger) (1)

where both Subject and Object refer to participants of events, Time refers to the time or
period when an event occurs, Location refers to the place where the event occurred, and
Trigger refers to a key action, which can indicate specific changes and features in the process
of event occurrence. Figure 2 gives an example of an emergency event. Emergency event
extraction involves finding the event, identifying the type of event, and comprehensively
extracting the above five-tuple event content from unstructured emergency texts.

Figure 2. The five tuples of an emergency event.

3.2. Data and Pre-Processing

This paper adopts the CEC established by the semantic intelligence laboratory of
Shanghai university. Corpus data were crawled from news reports of emergency events
on the internet and we-media data. The corpus contains five types of emergency events:
earthquake, fire, traffic accident, terrorist attack, and food poisoning. Table 1 gives the basic
information of CEC.
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Table 1. Basic information of CEC.

Event Category Articles Event
Sentences Events Event Triggers Event

Arguments

earthquake 62 401 1002 1002 1290
fire 75 433 1216 1216 1609

traffic accident 85 514 1802 1802 2175
terrorist attack 49 323 823 823 1534
food poisoning 61 392 1111 1111 1100

total 332 2064 5954 5954 7708

Because CEC is in the XML language format, the text features are still obvious and
easier to extract and train after preprocessing [5]. In order to better fit the actual event
extraction scene, this study firstly restored corpora to the original news texts, as shown
in Figure 3. After conducting word segmentation processing by using the jieba word
segmentation tool, event elements and roles were annotated automatically according to the
XML tags of CEC.

Figure 3. An example of CEC corpus in the XML language format.

Triggers and arguments were annotated by using the mode of “B/I/O Category
abbreviation”. The “B/I/O” is the BIO annotation mode [39], in which “B” indicates the
beginning of entity, “I” stands for the middle or end of entity, and “O” stands for other.
Category abbreviations are involved with argument categories and trigger categories. As
shown in Table 2, “May 1” represents the argument of time type, “May” is identified as
“B-Tim”, and “1” is identified as “I-Tim”. “check” belongs to the trigger of operation type
and is identified as “B- operation”.

Table 2. Event Element Annotation.

Annotation Example

word 5月
(May)

1日
(1) ,

地震局
(seismological

bureau)

工作人员
(staff)

将
(will)

annotation B-Tim I-Tim O B-Sub I-Sub O

word 继续
(continue to)

在
(be) 据

震中
(epicenter)

较近的
(near)

自然村
(natural village)

annotation O O O O O B-Loc

word , 核查
(check)

有无
(whether)

灾情
(disaster) 。

annotation O B-operation O B-Obj O
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The annotation of event roles and attributes is based on triggers. As shown in Table 3,
the first column is the position of the word and the second column is the corresponding
word. If the word is a trigger, the third column is labelled as “Trigger” and the fourth
column is labelled as “[Argumentposition1, Argumentposition2 ,..., Argumentpositioni ,...]”,
where Argumentpositioni is the end position of the corresponding argument in the rolei. If
the word is an argument, its third column is labelled with the corresponding role type and
its fourth column is empty.

Table 3. Event Role Annotation.

Position Word Event Role Role Position

1 5月 (May)
2 1日 (1) Time
3 ,

4
地震局

(seismological
bureau)

5 工作人员 (staff) Subject
6 将 (will)
7 继续 (continue to)
8 在 (be)
9 据
10 震中 (epicenter)
11 较近的 (near)

12 自然村 (natural
village) Location

13 ,
14 核查 (check) Trigger [2,5,12,16]
15 有无 (whether)
16 灾情 (disaster) Object
17 。

3.3. EmergEventMine

This paper proposes an end-to-end Chinese emergency event extraction model, called
EmergEventMine. The whole process of event extraction is simplified as a two-stage
task, including argument identification and argument role classification, based on the
goals of subtasks, and then performed synchronously by a heterogeneous deep joint
model. Furthermore, FreeAT-based adversarial training is integrated into the joint model
to alleviate overfitting of model caused by the small training data set. Figure 4 shows
the overall structure of the model, which consists of four compounds, including a text
vectorization layer, argument identification layer, argument role classification layer, and
adversarial training mechanism.

3.3.1. Text Vectorization Layer

The text vectorization layer encodes input emergency texts as sentence vectors. In
order to develop a thorough end-to-end model and avoid the dependency on external
syntactic analysis tools, this paper only adopts word embedding based on word2vec [40] to
construct sentence vectors. For a given sentence S = [w1, w2, . . . , wt, . . . , wn], its sentence
vector is as follows:

vS = [v1, v2, . . . , vt, . . . , vn] (2)

where vt represents the word vector of wt.
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Figure 4. The model structure of EmergEventMine.

3.3.2. Argument Identification Layer

The argument identification layer predicts the potential event elements (argument and
trigger) based on input sentence vectors. Argument identification is essentially a named
entity recognition task, so we construct this layer by using the BiLSTM-CRF model, which is
the most classic named entity recognition model in multiple text mining competitions [41].

As stated above, existing state-of-the-art joint models for professional event extraction
mainly focused on developing sophisticated networks to capture deep features in texts,
resulting in an increased demand for large-scale labelled corpora. However, Chinese emer-
gency texts need a lightweight model because of their relatively clear syntactic structure and
centralized parameter distribution, as well as the small-scale labelled corpora. Therefore,
this paper only adopts the BiLSTM to capture global features of word tags. The process can
be defined as follows:

ht = [
→

LSTM(vt),
←

LSTM(vt)], t ∈ [1, n] (3)

where vt is combination vector of the word wt,
→

LSTM(vt) is the forward hidden layer

output,
←

LSTM(vt) is the backward hidden layer output, and ht is a word representation of

the combination vector of
→

LSTM(vt) and
←

LSTM(vt).
Based on the output of the BiLSTM, the CRF is used to perform the sequence labeling

task for predicting event elements. In the CRF layer, the global optimal solution can be
obtained by considering the relationship between adjacent tags. We calculate the score of
each word wt for each event element tag:

St(ht) = V f (Uht) , t ∈ [1, n] (4)
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where f (·) is an activation function, V ∈ Rp×l , U ∈ R2d×l , p is the number of event element
tag set, l is the width of LSTM layer, and d is the hidden size of LSTM layer. Therefore, given
the sequence of score vectors S1, S2, . . . , Sn and the vector of tag predictions y1, y2, . . . , yn,
the linear-chain CRF score can be calculated as follows:

S(y1, y2, . . . , yn) =
n

∑
t=0

st,yt +
n−1

∑
t=1

Tyt ,yt+1 , t ∈ [1, n] (5)

where yt is the tag of wt, st,yt is the predicted score of wt given a tag yt, and T is the
transition matrix. Then, calculate the probability of the given tag sequence over all possible
tag sequences in the input sentence s as follows:

Pr = (y1, y2, . . . , yn|s) =
eS(y1,y2,...,yn)

∑ ỹ1,ỹ2, . . . , ỹn
S(ỹ1,ỹ2,...,ỹn)

(6)

In the process of training, the BiLSTM-CRF layer minimizes the cross-entry loss LNER:

LNER =
n

∑
t=0
− log Pr(yt|wt; θ) (7)

where θ is a set of parameters.

3.3.3. Argument Role Classification Layer

The argument role classification layer recognizes the roles of arguments, i.e., the
relations between the trigger and arguments, based on the predicted event elements. The
trigger in events usually corresponds to multiple arguments, which is a one-to-many
relation. Therefore, this paper models the argument role classification task as a multi-head
selection problem [42]. For a given role tag rk, the predication score between wt and wj can
be calculated as follows:

Y
(
ht, hj, rk

)
= X f

(
Mht + Whj

)
(8)

where f (·) is an activation function, hi is the output of hidden state of LSTM corresponding
to wi, X ∈ Rl , l is the hidden size of LSTM M ∈ Rl∗2d, W ∈ Rl∗2d, and d is the hidden size
of LSTM layer. Then, the probability of wj to be selected as the head of wt with the role tag
rk between them can be calculated as follows:

Pr
(
head = wj, tag = rk

∣∣wt, θ
)
= σ

(
Y
(
ht, hj, rk

))
(9)

where σ(·) is the sigmoid function.
In the process of training, this paper minimizes the cross-entry loss Lrel :

Lrel =
n

∑
t=0

m

∑
j=0
−Pr

(
head = yt,j, relation = rk

∣∣wt
)

(10)

where yt is the ground truth vector, yt ⊆ s and rk ⊆ R and m (m < n) is the number of
associated heads of wt. During decoding, the most probable heads and roles are selected
using threshold-based prediction.

Finally, for the joint event extraction task, the joint model minimizes the final objective
in the process of training:

Ljoint(W, θ) = LNER + Lrel (11)

3.3.4. Adversarial Training Mechanism

The simpler network structure of the joint model accelerates the convergence of the
model on the small training data set, but it can also easily lead to over fitting. Adversarial
training adds perturbation into current model inputs for updating model parameters during
model training. Although the output distribution of the model is basically consistent with
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the original distribution, the generalization and robustness of the model are enhanced [38].
Therefore, this paper integrates the adversarial training based on FreeAT [15] into the joint
model of event extraction. The following worst-case perturbation is added into the original
embedding to maximize the loss function:

radv m+1 = radv m + ε
∇wL(w; θ̂)

‖∇wL(w; θ̂)‖
(12)

where radv is the worst-case perturbation, m is the number of inner iterations, θ̂ is a copy of
the current model parameter, and ε = α

√
D is a perturbation hyperparameter, where α is

the factor and D is the dimension of the embeddings xi.
Finally, by combining the original inputs and the confrontation inputs produced by

model adversarial training, the final loss of the joint model is as follows:

L(w, θ̂) = Ljoint(x; θ̂) + Ljoint(x + radv; θ̂) (13)

where θ̂ is the current value of the model parameter.

3.4. Evaluation

The precision rate P, the recall rate R, and the F1 value [43] were adopted to evaluate
the results of emergency event extraction. They can be calculated as follows:

Precision =
|TP|

|TP + FP| (14)

Recall =
|TP|

|TP + FN| (15)

F1 =
2× Precision× Recall

Precision + Recall
(16)

where TP represents the number of events whose all arguments and roles are correctly
recognized, |TP + FP| represents the number of recognized events, i.e., sentences in which
an event argument is recognized, and |TP + FN| represents the number of events in
the dataset.

4. Experiments and Results
4.1. Experimental Settings

The CEC data set was divided into the training set, the evaluation set, and the test set
according to 8:1:1. Then, we obtained the mean P, R, and F1.

In this experiment, the dimension of word vectors is set to 50, the number of iterations
is 100, the hidden dimension is 64, and the layer of LSTM is 3. The learning rate is set
to 1 × 10−3, the activation function is tanh, and the adversarial disturbance parameter α
is 0.01.

4.2. Result
4.2.1. Baseline Methods

This paper compared the proposed EmergEventMine model with the following state-
of-the-art event extraction models:

• DMCNN [28]: It is a pipeline-based event extraction model with two-stage tasks,
including trigger recognition and argument detection.

• JRNN [32]: It is a joint event extraction model based on RNNS, which enriches sentence
representations by capturing the dependence between triggers and parameters.

• dbRNN [33]: It is a joint event extraction model which enriches sentence representa-
tions by capturing dependency bridges among words and the potential interactions
between arguments.
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• BERT-BLMCC [33]: It is a joint event extraction model with the sophisticated network,
in which multi-CNN and BiLSTM are integrated to mine the depth features of spe-
cialized languages. This model adopts a joint feature vector consisting of the output
of the BERT model, POS-feature, and entity-feature, and the output of the semantic
coding layer.

• PLMEE [37]: It automatically generates labelled event samples by editing prototypes
and screening out generated samples by ranking the quality, in order to solve the
problem of insufficient training data.

4.2.2. Results Analysis

Experimental results are shown in Table 4 (The original source codes of DMCNN and
PLMEE were downloaded from https://github.com/nlpcl-lab/event-extraction (20 Novem-
ber 2021) and https://github.com/boy56/PLMEE (16 December 2021). In this study,
they are re-executed using default parameter settings. The experimental results of JRNN,
dbRNN, and BERT-BLMCC are cited from reference [33]). The proposed EmergEventMine
model achieves the best performance. Its precision, recall, and F1 values are 92.73%, 89.91%,
and 91.81%, respectively.

Table 4. Overall Performance.

Model Precision Recall F1

DMCNN (2015) 71.09% 76.23% 73.57%
JRNN (2016) 78.82% 81.44% 80.11%

dbRNN (2018) 82.15% 79.98% 81.05%
PLMEE (2019) 80.91% 83.01% 81.94%

BERT-BLMCC (2020) 88.83% 90.91% 89.86%
EmergEventMine-

NoAT 90.51% 88.97% 89.73%

EmergEventMine 92.73% 89.91% 91.81%

The results in Table 4 show that all evaluation indicators of DMCNN are almost the
lowest, which indicates that the pipeline model is really not suitable for the emergency
event extraction task. Compared with DMCNN, the performance improvement of JRNN
and dbRNN is very limited. This confirms our previous judgment, namely that domain-
specific, well-designed syntactic dependency information cannot effectively improve the
performance of event extraction models on the Chinese emergency information with a
simple and clear syntactic structure. BERT-BLMCC achieves the best result in all baseline
methods. This indicates that the joint feature vector can effectively enrich the feature
representation of sentences for the training of sophisticated networks, which can reduce the
dependence of the model on large-scale samples. However, the acquisition of features, such
as the POS-feature, often depends on external syntactic analysis tools and makes it difficult
to achieve end-to-end event extraction. In addition, BERT-BLMCC adopts convolution
kernels with scales of 1, 3, and 5 to learn semantic information. This kind of complex
network often means a high demand for computing resources, which seems unnecessary for
Chinese emergency extraction with a simple and clear syntactic structure. PLMEE achieves
the second-best result in all baseline methods. This shows that producing additional events
for model training can make up for the lack of labelled samples to a certain extent, but
it may bring disadvantages such as noise. Therefore, those event generation approaches
are not suitable for few-shot emergency event extraction, as we mentioned earlier. Finally,
the proposed EmergEventMine achieves the best performance on all evaluation indicators.
Furthermore, EmergEventMine has a simpler structure which requires fewer labelled data
and lower computing resources than the joint model with the complex structure, such as
BERT-BLMCC.

The proposed EmergEventMine adopts a lightweight structure to accelerate the con-
vergence of the model on small-scale training samples. However, this may lead to over

https://github.com/nlpcl-lab/event-extraction
https://github.com/boy56/PLMEE
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fitting of the model on the training set. Therefore, this study introduces FreeAT [15] based
adversarial training into the joint model of event extraction. EmergEventMine-NoAT is an
ablation study for verifying the effectiveness of adversarial training. As shown in Table 4,
the precision rate of EmergEventMine is 2.22% higher than that of EmergEventMine-NoAT,
which is EmergEventMine without the adversarial training module. Its recall rate is almost
1% higher than those of EmergEventMine-NoAT, and its F1 value is 2.08% higher than that
of EmergEventMine-NoAT. This indicates that adding adversarial training can effectively
improve the generalization ability of the model.

4.3. Discussion
4.3.1. Analysis on the Performance of Subtasks

Event joint extraction is involved with two subtasks, “argument identification” and
“argument role classification”. This section will analyze their performances separately.
Figure 5 shows the good performance of the proposed EmergEventMine on argument
identification. The identification effect of trigger and time argument is the best. However,
the identification effects of location and object arguments are poor. The main reason for
this is that long arguments, such as the object argument “北京市119指挥中心” (Beijing
119 Command) and the location argument “尼加拉瓜西南部太平洋沿岸” (the Pacific coast
in southwestern Nicaragua), make identification difficult.

Figure 5. The results of argument identification.

Figure 6 shows the results of argument role classification. It can be seen that our model
has achieved relatively good results. The classification results of the roles Trigger-Object and
Trigger-Location are poor, which are also caused by the long object and location arguments.

4.3.2. Analysis on the Effectiveness of Emergency Event Extraction

As stated above, the existing emergency text mining mainly focuses on event recog-
nition and text classification and can only obtain rough category labels. Figure 7 gives an
example of the CEC corpus, which is a piece of news titled “a magnitude 6.6 earthquake
occurred along the Pacific coast of Nicaragua”. Different colored boxes represent different
event types and different colored lines represent different argument types. From this piece
of news, the method proposed by [44] can only obtain the category label “earthquake,
casualties, loss or rescue”.
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Figure 6. The results of argument role classification.

Figure 7. An example of CEC corpus.

Different from event recognition and text classification, EmergEventMine can extract
eight emergency events, as shown in Figure 8. Circles represent triggers and boxes represent
arguments. We can see that the trigger and the four types of arguments, including “Time”,
“Location”, “Subject”, and “Object” can be accurately recognized. Their relations can also
be extracted to integrate the trigger and relevant arguments into different emergency events.
Based on these emergency events, we can grasp the main content of news. Such a result is
significantly better than the category label “earthquake, casualties, loss or rescue”. More
importantly, it can provide a more detailed and structured representation of this piece of
news, for supporting further emergency information statistics and mining.
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Figure 8. An example of event extraction results of EmergEventMine.

5. Conclusions

The purpose of this paper is to develop a practical method to extract emergency events
from Chinese emergency texts. EmergEventMine is proposed to realize an end-to-end
emergency event extraction, which does not require custom rules, feature engineering, and
external syntactic analysis tools, and can automatically recognize and organize various
event elements. Aiming to address the lack of large-scale label data and relatively simple
emergency information, it adopts a lightweight deep joint model to accelerate the conver-
gence of the model on a small training data set. The adversarial training is also integrated
into the joint model to alleviate overfitting of the model caused by the small training
data set and simple network structure for improving the robustness and generalization
of the model. Experiments were performed on the restored CEC data set to fit the real
application scenario. Experimental results show that EmergEventMine can obtain better
event extraction results based on small-scale labelled data than existing state-of-the-art
event extraction models.

In future work, we will focus on extracting the multi-dimensional relations between
events to construct the event knowledge graph of an emergency. Based on this event
knowledge graph, we will also study event-based emergency information mining, such as
event tracing and causal analysis.
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