Forecasting Short-Term Passenger Flow of Subway Stations Based on the Temporal Pattern Attention Mechanism and the Long Short-Term Memory Network
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Abstract: Rational use of urban underground space (UUS) and public transportation transfer underground can solve urban traffic problems. Accurate short-term prediction of passenger flow can ensure the efficient, safe, and comfortable operation of subway stations. However, complex and nonlinear interdependencies between time steps and time series complicate such predictions. This study considered temporal patterns across multiple time steps and selected relevant information on short-term passenger flow for prediction. A hybrid model based on the temporal pattern attention (TPA) mechanism and the long short-term memory (LSTM) network was developed (i.e., TPA-LSTM) for predicting the future number of passengers in subway stations. The TPA mechanism focuses on the hidden layer output values of different time steps in history and of the current time as well as correlates these output values to improve the accuracy of the model. The card swiping data from the Hangzhou Metro automatic fare collection system in China were used for verification and analysis. This model was compared with a convolutional neural network (CNN), LSTM, and CNN-LSTM. The results showed that the TPA-LSTM outperformed the other models with good applicability and accuracy. This study provides a theoretical basis for the pre-allocation of subway resources to avoid subway station crowding and stampede accidents.
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1. Introduction

The development and utilization of urban underground space (UUS) can optimize urban spatial structure, improve urban infrastructure, and effectively solve urban traffic congestion and other urbanization problems [1–5]. Therefore, recently, the interest in the utilization of UUS, due to its considerable contribution to sustainable urban development, has been growing [6–9].

With the continuous urbanization in China, underground infrastructure has gained great importance in urban space use because of limited land resources [10–14]. Underground subway systems occupy a significant position in urban underground infrastructure and have gradually become an irreplaceable public transportation tool [15–18].

According to statistics released by the China Urban Subway Association, by June 2021, 40 cities in China had opened subway lines, with a total of 6641.73 km of lines in operation. However, owing to factors such as people’s travel time and geographical location of the subways, oversaturation of stations’ populations often occurs [19], resulting in congestion and retention of people in stations. Consequently, this causes disharmony of resource ratio and huge potential safety problems [20,21]. For a reasonable allocation of vehicle shifts and adjustment of personnel scheduling, it is important to conduct research to forecast the passenger flow in subway stations [22,23].
Short-term patronage forecasting at subway stations is the advance estimation of patronage for a future period [24], and different methods have been used to address this problem. Ke et al. constructed a short-term passenger demand forecasting model based on long short-term memory (LSTM) [25]. The proposed predictive model is composed of multiple memory cells and has a better prediction effect than other types of prediction models. Although multiple factors are comprehensively considered for passengers, the time factor of passengers has not yet been fully analyzed and utilized. Li et al. combined the autoregressive integrated moving average model based on symbolic regression and achieved a better short-term prediction accuracy than traditional models under real conditions [26]. Chen et al. used a combination of seasonal-trend decomposition based on loess and LSTM to reduce the impact of data fluctuations [27]. The above methods include neural network, machine learning, and hybrid models [28,29], all of which aim to drive the rapid development of passenger flow forecasting.

The passenger flow data of subway stations have a chronological character and are closely linked to external time characteristics, such as workdays and weekends. Considering the characteristics of subway station passenger flow data, in this study, we integrate the time series mode attention mechanism based on the LSTM neural network, which captures the long-term dependence of the data and analyzes the short-term time series features. The contributions of this study can be listed as follows:

1. The prediction model temporal pattern attention (TPA)-LSTM, combining the time series mode attention mechanism and LSTM, was used to forecast the passenger flow of subway stations. The drawback of the disappearing LSTM gradient was avoided, and the prediction accuracy and stability was better.
2. In predicting the short-term passenger flow of TPA, instead of selecting the relevant passenger flow time steps as in the typical attention mechanism, the prediction model learns to select the relevant passenger flow time series. Considering the long- and short-term time dependences of subway passenger flow, the dependence and correlation of passenger flow data can be deeply mined and the prediction accuracy can be further improved.
3. According to the analysis of weekdays, weekends, and different types of passenger flows, the applicability of the model in subway station passenger flow prediction was verified by considering the Hangzhou Metro in China as an example.

The rest of this paper is organized as follows. Section 2 introduces the methods and research status of subway station passenger flow prediction in detail. Section 3 presents the problem of passenger flow forecasting in subway stations. Section 4 introduces the methods and process of the subway station passenger flow forecasting model in this study. Section 5 presents the model parameter setting and evaluation indexes of prediction results. Section 6 presents the forecast results and their analysis. Finally, the research content and the direction of improvement in the future are summarized in Section 7.

2. Literature Review

The short-term passenger flow forecasting methods include traditional statistical, machine learning, neural network, and other forecasting models. Traditional statistical models include the time series model [30] and Kalman filter model [31]. These models can predict the change in the number of passengers in the next period based on historical passenger flow data. Although traditional statistical models can process passenger flow data in different periods, they have high requirements in terms of data types and consistency. Furthermore, the accuracy of static and short-term predictions is considerably lower. In the past, scholars have used machine learning models to predict passenger flow. Machine learning models include the grey model (GM) [32] and the regression model [33]. Benitez et al. used the GM to build a passenger demand forecast model for the air transport industry [34], and Jiang et al. built a short-term forecast model for high-speed rail passenger flow using a grey support vector machine [35]. Owing to the increase in the amount of data and improvement in computing power, neural networks have gradually become an
important method for processing big data. For the past decade, different algorithms have continuously been developed, and many passenger flow predictions have been studied using neural networks [36]. Researchers have used deep learning methods to build subway station passenger flow prediction models, including back propagation (BP) networks [37], convolutional neural networks (CNNs) [38], and LSTM networks [39]. Chen et al. used the travel time of passenger flow as the research object and employed a BP neural network to forecast the travel time of passengers [40]. Zhang et al. [41] used an LSTM network for prediction and then employed a CNN to build a prediction model for the subway [42]. The results of these studies show that deep learning models achieve good passenger flow prediction performance.

Owing to the ability of long- and short-term neural networks to capture nonlinear interdependence, relevant research has achieved good results in recent years. The long short-term neural network was proposed by Hochreiter et al. [43]; it is a variant of a recurrent neural network (RNN) and can be used to memorize relatively long-term patterns. However, in practical applications, LSTMs cannot memorize interdependencies for a long time owing to training instability and vanishing gradient problems [44]. Based on LSTM, Jing et al. combined the LightGBM algorithm and the DRS local optimal fusion method to construct an LGB-LSTM-DRS model [45]. Compared with logistic regression, random forest, gradient boosting decision tree, and other prediction models, it has a better prediction effect. Yang et al. constructed an improved model based on an LSTM (namely, the enhanced long-term features based on LSTM prediction model), which overcomes the limitation of insufficient learning of long-term dependencies owing to the time lag [46]. Zhang et al. constructed the ResLSTM prediction model, which is a deep learning model combining a residual network, graph CNN, and LSTM [47]. Compared with other advanced prediction models, the ResLSTM has better prediction accuracy and robustness. Chen et al. built a Conv-LSTM prediction model, which can capture network spatial and temporal features [48]. Thereafter, they verified the effectiveness of the method by considering Chongqing Rail Transit as an example. The above methods can enhance the prediction accuracy of subway station passenger flow, which is significant for constructing accurate prediction models. However, these methods cannot deeply explore the long-term and short-term dependence of the subway station passenger flow prediction problem and the relationship between the correlation and prediction accuracy. If the temporal characteristics are deeply explored, the prediction accuracy can be further improved.

According to the above analysis, this study introduces the TPA-LSTM prediction model, which combines the TPA mechanism based on LSTM. Compared with traditional attention mechanisms, TPA is more conducive to the processing of subway station passenger flow data with time series characteristics [49]. Compared with the traditional LSTM, TPA-LSTM has the following advantages: (1) It avoids the problem of a vanishing gradient of LSTM and has better prediction accuracy and stability. (2) Considering the long- and short-term time dependencies of subway station passenger flow, it can deeply mine the dependence and correlation of passenger flow data. (3) Compared with LSTM, the improved TPA-LSTM model can learn longer historical data features without increasing the time complexity.

3. Problem Statement

Subway passenger flow forecasting is a complex and critical field of research that requires the use of high-precision and efficient forecasting methods based on historical passenger flow data. Efficient and accurate passenger flow forecasting of subway stations is significant to the organization of subway station passenger flow, which helps to rationally arrange operating shifts, improve passenger travel efficiency, and avoid station overcrowding, especially for hub sites in the subway network, as shown in Figure 1.
Analyzing the temporal characteristics of subway station passenger flow is a necessary step for prediction. From the perspective of time, passenger traveling is affected by weekends and holidays. Considering Jinjiang subway station of Hangzhou City in China as an example, the number of passengers fluctuates significantly with the date. The passenger flow on weekdays shows a notable peak in the morning and evening, while this peak decreases on weekends, which is closely related to the commutes of people to work, as shown in Figure 2. There are different trends in the number of passengers on different days and at different stops. Consider Metro Line 1 in Hangzhou City, China as an example. Line 1 spans the Qiantang River and the Beijing–Hangzhou City Canal. The passenger flow is compared horizontally, as shown in Figure 3. The passenger flow of the first station, last station, and intermediate station (not first, last, or transfer station) is small, while the passenger flow at the transfer station is significantly higher than that at other types of stations. The passenger flow is strongly dependence on the change characteristics of its historical data.

This study employs the unique time characteristics of the historical data of the subway station passenger flow to predict passenger flow, alleviating the congestion problem of passenger flow in subway station. Accordingly, the input of the prediction model is the existing historical observation value of passenger flow of each site, and its mathematical expression is defined as \( \{ X_n | n = t - 1, \ldots , t - x + 1, t - x \} \) (where \( n \) is the time step number, \( t \) is the time step length, and \( X \) is the number of passengers of the first \( n \) time steps). \( Y_t \) is the prediction model output value, and its mathematical expression is defined as \( \{ Y_n | n = t, \ldots , t + m \} \) (where \( m \) is the predicted time step, and \( Y \) represents the predicted passenger flow of \( m \) steps).
Figure 2. Passenger flow of Hangzhou Metro Jinjiang station on weekdays and weekends.

Figure 3. Passenger flow of Hangzhou Metro Line 1 at different stations. FS: first station, LS: last station, TS: transit station, IS: intermediate station (not FS, LS, or TS).

4. Methodology

In machine learning, deep learning is used to learn the inherent rules of sample data; it is widely used in word recognition, image recognition, and sound processing. Deep learning can be an effective tool for analyzing and processing big data. In this section, we
elaborate on the methods involved in subway passenger flow prediction model, including the LSTM, sequential mode attention mechanism, and TPA-LSTM prediction model.

4.1. LSTM

LSTM is an improved form of an RNN that has the function of short and long-term memory, which can deal with time series problems. The traditional RNN faces challenges in connecting the prediction results with relevant information beyond a certain distance. The RNN cannot effectively process big data with time series nature, such as subway passenger flow data [50]. To overcome the defects of the RNN, Hochreiter et al. proposed an LSTM neural network in 1997, which added an RNN-based memory module and replaced the RNN of the hidden layer with an LSTM unit, imparting long-term memory ability [43]. When new information is input, the LSTM screens out important information and saves it into long-term memory and thus avoiding the problem of gradient disappearance in the training process of the RNN. Therefore, LSTM is more suitable for the study of such problems.

LSTM adopts a gated network structure and includes the forget gate, input, and output gates (Figure 4). For the processing of passenger flow data in a subway station, the working steps are as follows:

Step 1: When the LSTM unit receives new historical passenger flow data, the forget gate determines the information forgotten at the last moment, and it is expressed as

$$f_t = \sigma(\omega_f x_t + a_f h_{t-1} + b_f),$$ (1)

where $f_t$ represents the forget gate status value in the LSTM unit, $\sigma$ represents the sigmoid activation function, $x_t$ is the input value of passenger flow at the current moment, $h_{t-1}$ is the output value of the passenger flow at the last moment, $\omega_f$ is the input weight, $a_f$ is the cyclic weight of the forget gate, and $b_f$ is the bias of the forget gate.

Step 2: The input gate determines whether to store the new passenger flow information in memory; that is, whether the input value and neuron state of the previous time step are updated to the neural unit of the next time step. Thus, it avoids memorizing the current unimportant information. The equation is as follows:

$$i_t = \sigma(\omega_i x_t + a_i h_{t-1} + b_i),$$ (2)

where $i_t$ is the state value, $a_i$ is the cyclic weight, and $b_i$ is the bias of the input gate.

Step 3: The sigmoid function is used to calculate the final output, and it is expressed as

$$o_t = \sigma(\omega_o x_t + a_o h_{t-1} + b_o),$$ (3)

$$h_t = o_t \cdot \text{Tanh}(c_t),$$ (4)

where $o_t$ is the state value, $\omega_o$ is the input weight, $a_o$ is the cyclic weight, $b_o$ is the bias, $h_t$ is the state of the hidden layer, and $\cdot$ is the operation of the Hadamard product.

4.2. TPA

The attention mechanism was first used in image and natural language processing. Its function is to ensure the model focuses on important information in the historical data. In
addition, it helps generate output by reviewing the information of each time step before the current time step and focusing on relevant information. However, the traditional attention mechanism cannot capture the time pattern across multiple time steps; thus, it cannot handle the periodic subway passenger flow data well. To overcome this defect, Shih et al. proposed a model of temporal attention mechanism (i.e., temporal pattern attention mechanism (TPA)) in 2019 [49]. This model can capture data across multiple time steps and patterns according to the score function to determine the value of different time patterns. The output value is determined by the weight value. The sequential mode attentional mechanism module is shown in Figure 5.

For the processing of subway passenger flow data, the working principle of TPA can be divided into the following three steps.

Step 1: Set \( h = \{ h_{m, w+1}, \ldots, h_{m, w} \} \) as the subway passenger flow data sequence inputting TPA, where \( w \) is the length of the sequence and \( m \) is the dimension of a single data sequence. \( C = \{ C_1, C_2, \ldots, C_T \} \) is the CNN filter, where \( T \) represents the maximum length of the attention mechanism. We set \( w = T \); that is, the sequence length is consistent with the maximum length obtained by the attention mechanism. Different timing patterns can be obtained by the convolution operation of \( h \) and \( C \), which can be expressed as

\[
H^C_{i,j} = \sum_{l=1}^{w} h_{i,(w+1+l)} \times C_{j,T-w+l} \tag{5}
\]

Step 2: Weight calculation

Calculate the weight of each time step data by defining a score function, which is expressed as

\[
f\left( H^C_i, h_{m,t} \right) = \left( H^C_i \right) W_a h_{m,t} \tag{6}
\]

where \( H^C_i \) represents the \( i \)th row vector of \( H^C \), \( W_a \in R^{k \times m} \). Therefore, the attention weight is zero.

\[
\alpha_i = \text{sigmoid}(f\left( H^C_i, h_{m,t} \right)) \tag{7}
\]

In Equation (7), \( \text{sigmoid} \) is the activation function used for weight normalization.

Step 3: TPA output

Define the context vector as shown in the following equation:

\[
V_t = \sum_{i=1}^{n} \alpha_i H^C_i \tag{8}
\]

The weight of the hidden layer at time \( t \) obtained through the attention mechanism is as follows:

\[
h'_{m,t} = W_h h_{m,t} + W_V V_t \tag{9}
\]

According to Equation (9), \( W_h \in R^{m \times m}, W_V \in R^{m \times k} \).
Therefore, the output of TPA is:

\[ Y_t = W_{ht} h'_{m,t} \]  \hspace{1cm} (10)

According to Equation (10), \( W_{ht} \in \mathbb{R}^{n \times m} \), and \( Y_t \) is the output value at time \( t \).

4.3. TPA-LSTM

LSTM is significantly affected by computing power and optimization algorithms during the operation; therefore, we introduced a TPA-LSTM prediction model that combines the time series attention mechanism and LSTM network; thus, avoiding the pitfalls of LSTM.

TPA-LSTM model uses the TPA mechanism to calculate the output value of the LSTM model. Compared with the LSTM model, this model can simultaneously focus on the output value at different time steps in history as well as at the current time [49]. In addition, the TPA-LSTM model can combine these output values to make the output values more accurate. The structure of the TPA-LSTM model is shown in Figure 6. The input of the model in the figure is the historical passenger flow data at the first \( x \) moments, and the output is the predicted value.

![Figure 6. Temporal pattern attention (TPA)-LSTM model.](image)

5. Case Study

5.1. Dataset Description

In this study, we considered the Hangzhou City automatic fare collection system passenger card data as the validation dataset, which included data related to the users: name, card number, credit card information, and the time and location of card use. According to privacy regulations, users’ private information was hidden. In 2019, Hangzhou City only opened three subway lines, with a total of 81 stations. The basic information is as follows: Hangzhou Metro Line 1 has 34 stations, with Xianghu station and Xiashajiangbin station as...
the first and last stations, respectively. Hangzhou Metro Line 2 has 33 stations, starting and ending at Liangzhu station and Chaoyang station, respectively. Hangzhou Metro Line 4 has 14 stations, with Puyan station and Pengbu station as the first and last stations, respectively. In this study, we selected the ticket checking system data from 1 January to 26 January 2019 as the experimental sample, with a total of 70 million rows of data.

Based on the interval of the historical data of 10 min, the passenger volume within a certain time interval is represented by \( \{ X_n | n = t - 1, \ldots, t - x + 1, t - x \} \), where \( n \) represents the time step number, \( t \) represents the time step length, and \( x \) represents the passenger flow of the first \( n \) time steps. The predicted passenger flow value is expressed as \( \{ Y_n | n = t, \ldots, t + m \} \), where \( m \) is the predicted time step, and \( Y \) is the predicted passenger flow of \( m \) time steps. The prediction process is shown in Figure 7.

![Figure 7. Data entry and forecasting.](image)

### 5.2. Methods for Comparison

Experiments were mainly run on a GPU platform with an NVIDIA GeForce MX150 graphics card, whose detailed information is shown in Table 1. Python libraries, including TensorFlow, Numpy, Keras, Pandas, and Numpy, were used to build our model.

<table>
<thead>
<tr>
<th>Items</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>Windows 10</td>
</tr>
<tr>
<td>Memory</td>
<td>16 GB</td>
</tr>
<tr>
<td>CPU</td>
<td>Intel(R) Core(TM) i7-8550U CPU @ 1.80 GHz</td>
</tr>
<tr>
<td>GPU</td>
<td>NVIDIA GeForce MX150</td>
</tr>
<tr>
<td>TensorFlow version</td>
<td>2.11.0</td>
</tr>
<tr>
<td>Numpy version</td>
<td>1.23.4</td>
</tr>
<tr>
<td>Keras version</td>
<td>2.11.0</td>
</tr>
<tr>
<td>Pandas version</td>
<td>1.5.2</td>
</tr>
<tr>
<td>Numpy version</td>
<td>1.24.1</td>
</tr>
<tr>
<td>Training time</td>
<td>1060 s</td>
</tr>
</tbody>
</table>

In the TPA-LSTM model established in this study, LSTM was set as three layers, and each layer had 40 LSTM neurons. The activation function was the sigmoid function; we selected mean squared error as the loss function of the model and stochastic gradient descent as the optimization algorithm. In the process of model training, the learning rate and number of iterations were 0.001 and 20, respectively. The parameter settings of the TPA-LSTM subway passenger flow prediction model are shown in Table 2.
Table 2. Parameter Settings of the TPA-LSTM model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Instructions</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activation</td>
<td>The activation function</td>
<td>Sigmoid</td>
</tr>
<tr>
<td>Loss</td>
<td>Loss function</td>
<td>MSE</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Optimization algorithm</td>
<td>Sgd</td>
</tr>
<tr>
<td>Lr</td>
<td>Vector</td>
<td>0.001</td>
</tr>
<tr>
<td>Num_epochs</td>
<td>The number of iterations</td>
<td>20</td>
</tr>
</tbody>
</table>

In this study, we compared the TPA-LSTM prediction model with some traditional prediction models. The three models for comparison were CNN, LSTM, and CNN-LSTM, and the parameters of these models were as follows:

CNN: The convolution kernel size of $3 \times 3$ was adopted, convolution time step was set to 5, and the pooling mode was set to maximum pooling.

LSTM: 40 LSTM neurons with three layers were set. In the process of model training, the learning rate and iteration times were consistent with the TPA-LSTM model.

CNN-LSTM: We set parameters consistent with those of the CNN and LSTM models.

5.3. Evaluation of Forecast Results

In this study, the following four evaluation indicators, including the mean absolute error (MAE), root mean square error (RMSE), mean absolute percentage error (MAPE), and coefficient of determination ($R^2$), were used to analyze the accuracy of the model.

\[
MAE = \frac{1}{n} \times \sum_{t=1}^{n} |A_t - Y_t| \tag{11}
\]

\[
RMSE = \sqrt{\frac{1}{n} \times \sum_{t=1}^{n} (\log(A_t + 1) - \log(Y_t + 1))^2} \tag{12}
\]

\[
MAPE = \frac{1}{n} \times \sum_{t=1}^{n} \left| \frac{A_t - Y_t}{A_t} \right| \times 100\% \tag{13}
\]

\[
R^2 = \frac{\sum_{t=1}^{n} (A_t - Y_t)^2}{\sum_{t=1}^{n} (A_t - A_{ta})^2} \tag{14}
\]

Here, $A_t$ is the actual value of subway passenger volume, $A_{ta}$ is the average value of the actual passenger volume, $Y_t$ is the predicted value of subway passenger volume, and $n$ is the sample number of subway passenger volume.

6. Results Analysis

6.1. Prediction Results

Considering Linping station of Hangzhou Metro Line 1 as an example, the prediction results of 25 and 26 January can be obtained by considering the historical passenger flow data from 1 January to 24 January as the input value. To test the prediction accuracy of each model, we specifically analyzed the prediction results on 25 January, as shown in Figure 8. The figure contains the prediction results of the four prediction models: CNN, LSTM, CNN-LSTM, and TPA-LSTM.
Figure 8. Comparison of passenger flow forecast of various models (Linping station, January 25).

It can be observed from Figure 8 that (1) all prediction models exhibit good capture of morning and evening peaks in the passenger flow prediction of Linping station of Hangzhou Metro Line 1. Both the CNN and LSTM models can predict the fluctuation trend of passenger flow. In a detailed analysis, the TPA-LSTM prediction model has good applicability to Hangzhou Metro passenger flow prediction and can accurately predict the peak of passenger flow. Therefore, the TPA-LSTM prediction model has high prediction accuracy and strong learning ability. (2) Although the CNN and LSTM models in the figure can accurately predict the general trend of Hangzhou City subway passenger flow change on 25 January, compared with CNN-LSTM and TPA-LSTM prediction models, their fitting degree is slightly worse. This result also verifies the limitation of the single structure of the two prediction models, while the hybrid prediction model has higher accuracy for subway passenger flow prediction. (3) In most cases, the prediction effect of CNN-LSTM is close to that of the TPA-LSTM model; however, TPA-LSTM is closer to the measured value in peak and peak phases. This is because the TPA mechanism plays an important role in capturing time patterns across multiple time steps. Moreover, it determines the weights of different time patterns according to the scoring function to generate the output value, making the TPA-LSTM model a better fitting model.

Table 3 contains various evaluation indicators of the prediction model. The indices of the mixed model are superior to those of the single model, and the TPA-LSTM prediction model adopted in this study is superior to other models. In terms of MAPE, the value of the TPA-LSTM was 6.8090%; that is, 1.1865% lower than that of the CNN-LSTM. Furthermore, the TPA-LSTM outperformed the other models in MAE, RMSE, and $R^2$. Therefore, it proves the superiority of the prediction model established in this study in the short-term prediction of subway passenger flow.
Table 3. Error analysis of prediction results of various models at Linping station.

<table>
<thead>
<tr>
<th>Model</th>
<th>The Evaluation Index</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>MAE</td>
<td>RMSE</td>
<td>R²</td>
</tr>
<tr>
<td>CNN</td>
<td>15.8189</td>
<td>18.8550</td>
<td>24.1583</td>
<td>0.9263</td>
</tr>
<tr>
<td>LSTM</td>
<td>8.6346</td>
<td>21.4699</td>
<td>27.5674</td>
<td>0.9041</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>7.9955</td>
<td>17.4831</td>
<td>22.9633</td>
<td>0.9334</td>
</tr>
<tr>
<td>TPA-LSTM</td>
<td>6.8090</td>
<td>17.0147</td>
<td>22.3449</td>
<td>0.9370</td>
</tr>
</tbody>
</table>

6.2. Performance during Workdays and Weekends

In the problem statement section, we indicated that there is a difference in the number of passengers on weekdays and weekends; thus, this section will forecast and analyze the passenger flow on workdays and weekends at the Linping station in Hangzhou Metro Line 1 in China. The historical passenger flow data from 1 January to 24 January was the input of the model; the forecast results of 25 and 26 January were analyzed, in which 25 (Friday) is a workday and 26 (Saturday) is a rest day.

Figure 9 shows the prediction results of each model. Several commuters take the subway in the peak period on weekdays, and the number of passengers in the morning peak is significantly higher than in the evening peak; however, this phenomenon is not obvious on weekends. Each model can reflect the change trend of the number of passengers at different times, but there are some differences in the accuracy of each model. The prediction curve of the CNN and LSTM models for Linping station on 26 January (Saturday) is relatively smooth. Although the LSTM can predict the change trend of passenger flow, it cannot capture the randomness of the data. Consequently, the prediction curve of the subway passenger flow on weekends is relatively smooth, and the rapid fluctuation within a small range cannot be accurately predicted. Compared with the LSTM prediction model, the TPA-LSTM prediction model constructed in this study is more accurate in predicting small fluctuations of passenger flow and can accurately predict multiple local passenger flow peaks on weekends. The peak hours on weekdays and weekends are similar. This is because some passengers need to commute during the weekends during peak hours. However, the number of passengers during peak hours on weekends will not be more than that during weekdays.

Therefore, we believe that the prediction model constructed in this study has a good ability to capture local peak values for the passenger flow data during weekends, which are scattered and have certain random fluctuations.

Table 4 contains the evaluation indicators of the prediction results. The error comparison results show that the TPA-LSTM model adopted in this paper is superior to the CNN, LSTM, and CNN-LSTM models. Compared with the other models, it can better capture the time characteristics of subway passenger flow and accurately predict the change trend between peak and nonpeak hours. Furthermore, this indicates that the TPA-LSTM and CNN-LSTM hybrid models are more suitable for solving the problem of passenger flow prediction of public transport than single models, such as CNN and LSTM.

Table 4. Error analysis of prediction results of each model on weekdays and weekends.

<table>
<thead>
<tr>
<th>Model</th>
<th>The Evaluation Index</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAPE (%)</td>
<td>MAE</td>
<td>RMSE</td>
<td>R²</td>
</tr>
<tr>
<td>CNN</td>
<td>16.0155</td>
<td>18.2653</td>
<td>24.1652</td>
<td>0.9193</td>
</tr>
<tr>
<td>LSTM</td>
<td>8.8547</td>
<td>20.3674</td>
<td>26.5563</td>
<td>0.9102</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>7.8976</td>
<td>17.5467</td>
<td>22.5839</td>
<td>0.9375</td>
</tr>
<tr>
<td>TPA-LSTM</td>
<td>6.9623</td>
<td>16.3247</td>
<td>21.8946</td>
<td>0.9402</td>
</tr>
</tbody>
</table>
6.3. Performance at Different Station Types

Owing to the differences and distribution in passenger flow among different stations, the first and last stations, as well as the intermediate and transfer stations, were selected for passenger flow prediction. To analyze the difference of passenger flow between different types of sites, this section compares and analyzes passenger flow between different types of sites on weekdays and weekends.

(1) Passenger flow prediction at the first and last station

Linping station is the first and last station of Line 1. Passenger flow on 25 January and 26 January has been predicted in the previous section, in which 25 is a weekday and 26 is a weekend. The forecast results show that the predicted value of passenger flow is typically consistent with the measured value. Passenger flow on weekdays shows significant morning and evening peaks, while weekend peaks are significantly lower than those on weekdays. The fluctuation of the predicted value is slightly larger in the flat peak period of weekends owing to the strong randomness of the variation of the passenger flow on weekends, and the fluctuation range of the predicted value also increases.

Compared with other models, the TPA-LSTM model has higher prediction accuracy and minimal error, displaying better prediction.

(2) Passenger flow prediction at an intermediate station

This study predicts the passenger flow of Xinfeng station on 25 (weekday) and 26 January (weekend), and Figure 10 shows the prediction results. Each model can well predict the data characteristics of intermediate stations on weekdays and weekends, which is typically consistent with the measured values. Compared with the weekday passenger flow, the fluctuation range of the predicted value increases owing to the stronger randomness of the variation in the weekend passenger flow; however, the peak value of the non-weekday passenger flow decreases.
Table 5 shows the error comparison results of each model. Both the single model CNN and hybrid model TPA-LSTM can predict the basic characteristics of passenger flow of Xinfeng station on weekdays and weekends; however, there is a large gap in accuracy between the models. The comparison results show that the MAPE, MAE, RMSE, and $R^2$ of TPA-LSTM are 20.6221%, 9.6947, 13.1371, and 0.9539, respectively. Compared with the other models, the TPA-LSTM model has higher prediction accuracy and better fitting.

Table 5. Error analysis of prediction results of each model in Xinfeng station.

<table>
<thead>
<tr>
<th>Model</th>
<th>MAPE (%)</th>
<th>MAE</th>
<th>RMSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>28.2893</td>
<td>11.3994</td>
<td>14.8537</td>
<td>0.9411</td>
</tr>
<tr>
<td>LSTM</td>
<td>27.3533</td>
<td>10.8343</td>
<td>14.2638</td>
<td>0.9456</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>21.0220</td>
<td>9.7496</td>
<td>13.6759</td>
<td>0.9500</td>
</tr>
<tr>
<td>TPA-LSTM</td>
<td>20.6221</td>
<td>9.6947</td>
<td>13.1371</td>
<td>0.9539</td>
</tr>
</tbody>
</table>

(3) Passenger flow prediction at an intermediate station

In this study, we used passenger data from Jinjiang station for transfer station prediction. The prediction days were 25 and 26 January. Compared with Linping and Xinfeng stations, the data of Jinjiang station are larger and the situation is more complicated. The passenger flow prediction results of each model at Jinjiang station are shown in Figure 11. Each model can well predict the characteristics of passenger flow at the Jinjiang station, which is typically consistent with the measured values. For weekends, the prediction results of Linping and Xinfeng stations have notable fluctuations.
Figure 11. Comparison of passenger flow prediction of different models at Jinjiang Station.

Table 6 shows the error analysis of prediction results of various models of Jinjiang station. The MAE, RMSE, and determination coefficient of TPA-LSTM are 34.3704, 48.4728, and 0.9636, respectively. Compared with other models, TPA-LSTM model has the better prediction effect. However, the prediction accuracy of TPA-LSTM model for transfer stations decreased owing to the greater volume of passengers at the interchange stations, complicating the situation.

Table 6. Error analysis of prediction results of various models at Jinjiang Station.

<table>
<thead>
<tr>
<th>Model</th>
<th>The Evaluation Index</th>
<th>MAPE (%)</th>
<th>MAE</th>
<th>RMSE</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td></td>
<td>65.4696</td>
<td>40.9921</td>
<td>56.7982</td>
<td>0.9500</td>
</tr>
<tr>
<td>LSTM</td>
<td></td>
<td>64.4587</td>
<td>38.4220</td>
<td>52.2657</td>
<td>0.9576</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td></td>
<td>63.7833</td>
<td>36.2154</td>
<td>49.8794</td>
<td>0.9614</td>
</tr>
<tr>
<td>TPA-LSTM</td>
<td></td>
<td>61.7694</td>
<td>34.3704</td>
<td>48.4728</td>
<td>0.9636</td>
</tr>
</tbody>
</table>

Based on the comprehensive analysis, the TPA-LSTM model adopted in this study is also suitable for passenger flow prediction of transfer stations. Compared with other prediction models, it has better training accuracy and a better prediction effect.

7. Conclusions and Future Work

In this study, the TPA-LSTM method, developed as a combination of a TPA mechanism and LSTM network, was used for short-term prediction of passenger flows at subway stations. The TPA mechanism can capture time patterns across multiple time steps, which cannot be achieved by traditional attention mechanisms. Compared with the traditional LSTM model, this model can simultaneously focus on the hidden layer output value of different time steps in history and the hidden layer output value of the current time. In addition, it can calculate the correlation between these output values and further improve the prediction accuracy. The following conclusions were drawn:
1. Based on the card swiping data of passengers in Hangzhou Metro, the validation results show that TPA-LSTM has good applicability and high precision for subway station passenger flow prediction. It can assist subway stations in formulating subway network planning and operation schemes and in reducing traffic accidents caused by mobility, such as stampedes.

2. In this study, the TPA-LSTM model was compared with three classical short-term prediction models of passenger flow at subway stations: CNN, LSTM, and CNN-LSTM. The short-term passenger flow prediction results for weekdays, weekends, and three types of stations show that the TPA-LSTM model had the best accuracy and stability, in terms of MAPE, MAE, RMSE, and $R^2$, among the four prediction models. Consequently, the TPA mechanism can further mine the temporal characteristics of the historical data of subway station passenger flow.

Some aspects of this paper can be improved upon. In this study, the time dependence and correlation of subway passenger flow data were explored. Limitations and tolerances of this study include: (1) the influence of external factors, such as weather and holidays, were not considered; (2) the time span of the datasets was only a few months, which may have resulted in not investigating some temporal external factors such as seasons. In future studies, the effects of external features, such as weather and holidays, on short-term passenger flow prediction of subway stations can be accommodated to improve the anti-interference of the proposed model. We will further study the application of the TPA-LSTM model in longer datasets.
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