Archaeological Predictive Modeling Using Machine Learning and Statistical Methods for Japan and China

Yuan Wang 1,*, Xiaodan Shi 1,2 and Takashi Oguchi 1,3

1 Graduate School of Frontier Sciences, The University of Tokyo, 5-1-5, Kashiwanoha, Kashiwa 277-8563, Japan
2 School of Business, Society and Technology, Mälardalens University, 72123 Västerås, Sweden
3 Center for Spatial Information Science, The University of Tokyo, 5-1-5, Kashiwanoha, Kashiwa 277-8568, Japan
* Correspondence: ouen@csis.u-tokyo.ac.jp

Abstract: Archaeological predictive modeling (APM) is an essential method for quantitatively assessing the probability of archaeological sites present in a region. It is a necessary tool for archaeological research and cultural heritage management. In particular, the predictive modeling process could help us understand the relationship between past human civilizations and the natural environment; moreover, a better understanding of the mechanisms of the human–land relationship can provide new ideas for sustainable development. This study aims to investigate the impact of topographic and hydrological factors on archaeological sites in the Japanese archipelago and Shaanxi Province, China and proposes a hybrid integration approach for APM. This approach employed a conditional attention mechanism (AM) using deep learning and a frequency ratio (FR) model, in addition to a separate FR model and the widely-used machine learning MaxEnt method. The models' outcomes were cross-checked using the four-fold cross-validation method, and the models' performances were compared using the area under the receiver operating characteristic curve (AUC) and Kvamme’s Gain. The results showed that in both study areas, the AM_FR model exhibited the most satisfactory performances.
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1. Introduction

A basic definition of archaeological predictive modeling (APM) was proposed by Kohler and Parker [1] as “a technique that, at a minimum, tries to predict the locations of archaeological sites or materials in a region, based either on a sample of that region or on fundamental notions concerning human behavior.” With further technological innovations, APM has now become an essential method for quantitatively assessing the probability of archaeological sites’ presence, and has been successfully applied in archaeological research and cultural resource protection in many areas of the world, including northwestern Belize [2], northeastern Romania [3], South Central Utah, USA [4], Israel, and Northeast China [5].

Willey’s [6] pioneering work in Viru Valley, USA, has played an essential role in the history of predictive modeling, influencing the development of subsequent analyses and methods. As the origin of directional settlement research, Willey’s work revealed that the location of human settlements is closely related to the characteristics of the natural environment. Subsequent studies by other scholars [7–11] further elucidated the relationship between archaeological sites and space: the locations of archaeological sites are non-random since spatial conditions limit human behaviors. As such, the realization that archaeological sites are closely related to the natural environment, coupled with the processual emphasis on quantitative methods, enabled the formulation of statistical models for predicting archaeological sites in a region. The input parameters are critical to the results of predictive modeling. Studies by other scholars [12–16] have shown that topographic factors and...
distance from bodies of water play an important role in the distribution of archaeological sites. However, topographic factors have not received sufficient attention in the existing research. In the current related studies, three or four topographic factors, such as elevation, slope, and curvature, are generally examined; however, these represent only a few topographic characteristics.

Since the APM was first proposed, the research subjects have become increasingly varied, and the research methods have continuously utilized innovative methods. For example, with the recent development of artificial intelligence, some machine learning models have been applied to APM [4,5]. However, as Verhagen and Whitley [17] point out, the predictive model as a cultural resource management (CRM) tool has achieved reasonable success, but it has not commanded much respect from academic scholars. This is due to the desire to use predictive models for minimizing field effort rather than for explaining the differential spatial patterning of archaeological sites. Indeed, much current research focuses on the study of the model itself but overlooks the relationship between archaeological sites and the surrounding natural environments.

In our quest to comprehend the key factors influencing past human landform utilization, we propose a hybrid integration approach for APM with a conditional deep learning attention mechanism (AM) and a frequency ratio (FR). This method intends to tackle the limitation that FR is a density transfer and is unable to accurately decide the importance of individual factors [18]. Furthermore, the original FR model and the MaxEnt method [4,5] were applied to the same data for comparison. Eight predictive input factors were selected for this study. These included elevation, slope, and distance from a river, which are commonly used, as well as several topographical factors rarely used in APM: roughness, relief degree of the land surface (RDLS), plan curvature, profile curvature, and cutting depth. Our proposed data-driven deep learning AM can model these inputs jointly to analyze how they interact with the locations of archaeological sites. In this process, the model learns the effect of all input factors on archaeological site locations and then automatically selects the most relevant factors under the class labels of archaeological sites. We focus on the model’s performance and the relationship between archaeological sites and environmental factors and offer explanations for the model’s results. This can help us understand the relationship between past human civilizations and the natural environment.

2. Materials

2.1. Study Area and Archaeological Background

The study explored the Japanese archipelago (Figure 1a) and Shaanxi Province, China (Figure 1b). These areas were selected because they represent two distinct topographies along an island arc and in a continent, which may affect the interactions between archaeological sites and topographic factors, as well as water availability. The analysis of such areas may provide insight into how past humans interacted with the natural environment under different environmental conditions.

Japan is an island country in East Asia located around the northwest Pacific Ocean, with 6852 islands covering 377,975 km². Approximately three-quarters of the country’s terrain is mountainous [19]. Kyoto and Nara are representative historical capitals, home to thousands of archaeological sites (monuments, rituals, burial sites, etc.) [20]. The Japanese archaeological sites considered in this study are burial tombs built in the Kofun period, from the 3rd to the 6th centuries CE [21] or between the middle of the 3rd and the early 7th centuries [22]. The Kofun era is named for the large earthen tombs that characterized and defined the period. The typical tomb type is called “Zempō-kōen fun” in Japanese from its characteristic shape: a square protrusion connects to a main circular hill, forming a keyhole shape [22,23]. Hence, the name “Keyhole-shaped tomb” is used in some related studies [24,25]. The scale of the tombs ranges from several meters to more than 400 m [26–28]; the tomb’s size is thought to represent the buried person’s power and status [29,30]. In addition, this keyhole-shaped tomb is unique to Japan [31].
Japan is an island country in East Asia located around the northwest Pacific Ocean, with 6852 islands covering 377,975 km$^2$. Approximately three-quarters of the country's terrain is mountainous [19]. Kyoto and Nara are representative historical capitals, home to thousands of archaeological sites (monuments, rituals, burial sites, etc.) [20]. The Japanese archaeological sites considered in this study are burial tombs built in the Kofun period, from the 3rd to the 6th centuries CE [21] or between the middle of the 3rd and the early 7th centuries [22]. The Kofun era is named for the large earthen tombs that characterized and defined the period. The typical tomb type is called "Zempō-kōen fun" in Japanese from its characteristic shape: a square protrusion connects to a main circular hill, forming a keyhole shape [22,23]. Hence, the name "Keyhole-shaped tomb" is used in some related studies [24,25]. The scale of the tombs ranges from several meters to more than 400 m [26–28]; the tomb's size is thought to represent the buried person's power and status [29,30]. In addition, this keyhole-shaped tomb is unique to Japan [31].

Shaanxi Province is an inland region located in Northwest China; it has a total area of 205,800 km$^2$. Approximately 45% of the area consists of plateaus, followed by mountains (36%) and plains (18%) [31]. The province is an important cradleland of the Chinese nation. For nearly 2000 years, from the establishment of the Western Zhou Dynasty to the fall of the Tang Dynasty, 14 successive dynasties established their capitals there [32]. Particularly notable is Xi’an, the current capital city of the province with a long and rich cultural history, where most previous dynasties established their capitals [33]. Moreover, the Silk Road, the historical network of Eurasian trade routes, originated in this region [34]. The Mausoleum of Qin Shihuang in Shaanxi Province is the largest tomb in Chinese
Shaanxi Province is an inland region located in Northwest China; it has a total area of 205,800 km². Approximately 45% of the area consists of plateaus, followed by mountains (36%) and plains (18%) [31]. The province is an important cradleland of the Chinese nation. For nearly 2000 years, from the establishment of the Western Zhou Dynasty to the fall of the Tang Dynasty, 14 successive dynasties established their capitals there [32]. Particularly notable is Xi’an, the current capital city of the province with a long and rich cultural history, where most previous dynasties established their capitals [33]. Moreover, the Silk Road, the historical network of Eurasian trade routes, originated in this region [34]. The Mausoleum of Qin Shihuang in Shaanxi Province is the largest tomb in Chinese history. Xi’an also has the Terracotta Warriors and Horses in a mausoleum, China’s earliest World Heritage Site. There are many ground-level and underground ruins near the mausoleum [35]. Because of its diverse cultural history, the Shaanxi dataset contains a variety of archaeological monuments, such as tombs, temples, and palaces, spanning over 2000 years (1046 BC–907 AD).

2.2. Archaeological Data

The archaeological site data included archaeological or historical monuments and tombs in Japan (n = 1367) and Shaanxi, China (n = 200) (for details, see supplementary). For Japan, these data were collected from an open-access database named the Kofun database, compiled by researchers at Osaka Electro-Communication University. This database lists specific attributes of the archaeological sites, including location, direction, and construction time. For China, the archaeological site data were collected from the Chinese Archaeology website provided by the Institute of Archaeology, the Chinese Academy of Sciences. Initially, archaeological site data from the mentioned publication and database could not be input directly into the ArcGIS 10.6 platform, as the data did not include geographical coordinates. To this end, we vectorized the archaeological sites and stored them in the digital geographic database as point data (Figure 1); these points are mainly located in the centers of the archaeological sites. The same amount of absence data was randomly generated under a restriction of 10 km outward from the archaeological sites.

2.3. Geomorphological Predictive Factors

Archaeological site predictive factors, which may influence site occurrence or absence, need to be selected as explanatory or independent variables for APM [4,13,36]. In research about the relationship between archaeological/historical sites and their surrounding terrain, topography is often regarded as one of the most influential parameters [37]. In addition, the existing research results [12–16] have shown that topographic factors, as well as the distance from bodies of water, play an important role in the performance of the predictive model. To consider the influence of these factors, seven topographic factors and one hydrological factor were selected for this study, as explained below.

This study utilizes Digital Elevation Models (DEMs) to understand topographic conditions. DEMs for Japan are provided by the Geospatial Information Authority of Japan, with an original resolution of 10 m. To facilitate the comparison with China, we re-sampled the DEMs at a resolution of 30 m and rectified them to the northern Universal Transverse Mercator projection zone 54. For China, the 30 m-resolution ASTER GDEMs are used and projected as World Geodetic System 1984 Albers.

Generally, using the topographic data of an original point to represent that of a region offers a one-sided view. Considering that the archaeological sites in both study areas range in size from several meters to hundreds of meters, and the detailed outline of each archaeological site is unavailable, we used the ArcGIS 10.6 focal statistics tool to obtain the topographic factors for each site. The tool employs overlapping neighborhoods to calculate a statistic for the cells within a specified neighborhood around each input cell [38]. In our case, the topographic data for each archaeological site were calculated as the mean of factor values in a 3 × 3 neighborhood around the central point of each archaeological site in an input raster. In this way, the one-sidedness caused by calculating topographic data from a point can, to some extent, be avoided.
This study has selected seven topographic factors to explore the relationship between the locations of ancient sites and topography. These factors are elevation, slope, roughness, RDLS, plan curvature, profile curvature, and cutting depth (Figures 2 and 3). Elevation and slope are fundamental properties applied in topography analysis, and the latter is calculated using the Slope Tool of ArcGIS software 10.6. Roughness reflects the degree of ground fragmentation in a macro-region, which is calculated as the ratio of the surface area of a cell to its projected area on the horizontal plane [39]. RDLS represents the difference between the highest and lowest values in the DEM around a central point within a specific neighborhood [40]. Plan curvature is determined as the contour curvature [40], perpendicular to the direction of the maximum slope. Profile curvature is slope profile curvature [40] parallel to the direction of the maximum slope. Both curvatures are computed using the Curvature Tool of ArcGIS 10.6. Cutting depth refers to the difference between average and minimum elevations in a given neighborhood, which reflects surface erosion [39]. In this study, the size of the neighborhood is set to 90 × 90 m, which is a moving window of 3 × 3 cells. Initially, several other topographic factors, such as the slope aspect and the variance coefficient in elevation, were also chosen and tested using statistical analysis; however, they were eliminated as they had almost no regularity with the distribution of archaeological sites.
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Figure 2. Maps of topographic factors for Japan: (a) elevation; (b) slope; (c) roughness; (d) RDLS; (e) plan curvature; (f) profile curvature; (g) cutting depth.

Figure 3. Cont.
Figure 3. Maps of topographic factors for Shaanxi, China: (a) elevation; (b) slope; (c) roughness; (d) RDLS; (e) plan curvature; (f) profile curvature; (g) cutting depth.

Data on major rivers in Japan were collected from the online database of MLIT (Ministry of Land, Infrastructure, Transport, and Tourism) of Japan. The data for Shaanxi, China, were obtained from the Resource and Environmental Science Data Center of the Chinese Academy of Sciences. To clarify the use of the hydrological factor, the fact that the waterways have changed constantly throughout history means that the main rivers are considered stable and can be explored in this research (Figure 4). These rivers are typically larger than other rivers and play an essential role in terms of river area and runoff. Here, we use the distance between the archaeological sites and the major river to evaluate the water availability and input this into the predictive model as a hydrological factor.
3. Methodology

3.1. Selection of Predictive Factors

To assess whether selected factors have a significant association with archaeological sites, we employ Pearson correlation analysis. Only factors that exhibit significant correlations (p < 0.05) are retained. Checking for multicollinearity among predictive factors is an essential step in predictive modeling but is often overlooked [4]. Strong collinearity between predictors can lead to an overestimation of the predictive power of the model [4]. Therefore, we employed the variance inflation factor (VIF) and tolerance (TOL) to detect collinearity between predictors. VIF values greater than 10 or TOL values close to 0.1 indicate the presence of strong multicollinearity [42,43]. Based on the result, we retained only meaningful factors for modeling.

3.2. Frequency Ratio (FR)

The FR model is a bivariate statistical method that can indicate the susceptibility of related factors under certain conditions based on quantitative statistical results [44]. Due to its conceptual simplicity and straightforward calculation of the susceptibility index, FR is widely used in geoscience, such as landslide susceptibility mapping [45–47] and mapping ground subsidence potential [48]. In our study, we employ the geometrical interval classification method offered by ArcGIS 10.6 to classify predictors and optimize them accordingly. The FR formula is as follows:

$$FR_{ij} = \frac{N_{pix}(S_{ij})/\sum_j N_{pix}(S_{ij})}{N_{pix}(N_{ij})/\sum_j N_{pix}(N_{ij})}$$

(1)

where $N_{pix}(S_{ij})$ is the number of pixels containing archaeological sites within class $j$ of factor $i$; $\sum_j N_{pix}(S_{ij})$ is the number of total pixels containing archaeological sites in the study area; $N_{pix}(N_{ij})$ refers to the number of pixels of class $j$ of factor $i$; and $\sum_j N_{pix}(N_{ij})$ is the number of total pixels in the study area.

The FR value represents the degree of the influence of each input factor on the occurrence of archaeological sites: $FR_{ij} > 1$ indicates a strong correlation with site occurrence, while $FR_{ij} < 1$ indicates a low correlation.
The summation of each factor’s ratio is used to calculate the site probability ($SP$) using the following Equation:

$$SP = \sum FR_i$$

where $FR_i$ is the FR value of different classes within factor $i$, and the $SP$ is an index of site probability.

### 3.3. Hybrid Model of Attention Mechanism and Frequency Ratio (AM.FR)

Deep learning using artificial neural networks with representation learning is a sub-field of machine learning. Deep learning methods perform automatic feature extraction from raw data and have had success in many areas, such as classification [49,50], prediction [51,52], and natural language processes (NLP) [53,54]. The attention mechanism was formally proposed in 2014 when Bahdanau et al. [55] first utilized it for machine translation in NLP [56]. Inspired by the human visual mechanism to focus on a specific area of an image in high resolution while perceiving surrounding areas in low resolution [56], the attention mechanism in the neural network pays more attention to relevant information while decreasing the concentration of irrelevant information. In this section, we propose a novel data-driven predictive model for archaeological site locations, as shown in Figure 5, which incorporates all input factors and jointly learns how these topographic and hydrological factors affect the locations of archaeological sites. The proposed model intuitively scores and selects the most relevant factors using an attention mechanism conditioned on class labels of archaeological sites.

![Figure 5. Overview of our model’s architecture. First, one-hot embedding [57, 58] is used to embed each topographic factor. Then, we utilize a conditional attention mechanism to learn the different weights of the input factors in relation to archaeological sites and estimate archaeological site locations. The whole model is trained end-to-end.](image)

#### 3.3.1. Problem Formulation

We assume there are $I$ sites in our dataset. For each site $i \in \{1, 2, \cdots, I\}$, the observation data are input factors $s_i = \{s_i^m | m = 1, 2, \cdots, M\}$ and class labels $y_i$. We aim to estimate the class labels of sites while learning the different weights of the input factors in relation to archaeological sites, considering the obtained topographic and hydrological
factors. To this end, we obtain the posterior distribution \( p(\hat{y}|s) \) through our conditional attention-based neural methods:

\[
p(\hat{y}|s) = \sum_i p(\hat{y}_i|s_i) = \sum_i p(\hat{y}_i|s_i, w_i) p(w_i|s_i, y_i)
\]

(3)

where \( w_i \) indicates how the input factors interact with the locations of archaeological sites.

### 3.3.2. Model Architecture

We conduct the one-hot encoding [57], utilizing the one-hot vector \( v_m^i \) to indicate each inputting factor \( s_i^m \). \( v_m^i \) is a vector of ones and zeros without an ordinal relationship, and its length is determined by the number of input factors. Likewise, we generate a one-hot vector \( u_i \) with a length of two for labels. Then, we embed \( v_m^i \) and \( u_i \), respectively.

\[
f^m_i = \phi_m(\tilde{v}_m \ast s^m_i; h^*_m; \omega^*_m)
\]

(4)

\[
h_i = \phi_0(u_i; \omega^0)
\]

(5)

Here, \( f^m_i \) is the feature of inputting factor \( s_i^m \), \( h_i \) is the feature of the class label, \( \tilde{v}_m \), \( \phi_m \), \( \phi_0 \), and \( \phi_0 \) are the fully connected layers; the latter two have a dropout value of 0.50 and ReLU non-linearity. \( h^*_m \), \( \omega^*_m \) and \( \omega^0 \) are their respective weights.

To determine the interactions between the archaeological sites and the input factors, we introduce an attention mechanism [59] conditioned on the class labels of archaeological sites to learn the different weights of the input factors. The attention feature \( a^m_i \) is derived from \( f^m_i \) and \( h_i \).

\[
a^m_i = \frac{\exp(S(f^m_i, h_i))}{\sum_m \exp(S(f^m_i, h_i))}
\]

(6)

Here, \( a^m_i \) is a tensor [60] with size \( M \) which indicates the weights of the input factors. \( S(\cdot) \) is the matrix product as follows:

\[
S(f^m_i, h_i) = (f^m_i)^T h_i
\]

(7)

Then, \( H_i \), a feature representing all input factors, is derived by multiplying \( a^m_i \) with \( f^m_i \).

\[
H_i = \sum_m a^m_i f^m_i
\]

(8)

\( H_i \) is the weighted average tensor over all the features \( f^m_i \). \( H_i \) is utilized to identify the probability of archaeological site occurrence as follows:

\[
\hat{y}_i = \Phi_1(H_i; \omega^*_\Phi_1)
\]

(9)

\[
\hat{y}_i = \epsilon(\Phi_2(\hat{y}_i; \omega^*_\Phi_2))
\]

(10)

where \( \Phi_1(\cdot) \) and \( \Phi_2(\cdot) \) are the fully connected layers with ReLU non-linearity, where the former also has a dropout value of 0.50; their weights are \( \omega^*_\Phi_1 \) and \( \omega^*_\Phi_2 \), respectively. \( \epsilon(\cdot) \) is a softmax function and \( \hat{y}_i \) is the probability distribution over the predicted class of the archaeological site. \( \hat{y}_i \) consists of two classes and sums to 1. The larger probability indicates whether the current location is an archaeological site.

### 3.3.3. Implementation

We utilize Binary Cross-Entropy [61], a distinction measurement between two possible distributions (ground truth and predicted distributions) used when the number of classes is two, as a loss function of our model. Our model is implemented using PyTorch under Ubuntu 16.04LTS with a GTX 1080GPU. The embedding size of \( \phi_m(\cdot) \) and \( \Phi_1(\cdot) \) is
set to 32, while that of the other fully connected layers is set to 64. The proposed method is trained for 1000 epochs with a batch size of eight. We train the model end-to-end with an AdaGrad optimizer at a learning rate of 0.01. We also clip the gradients of the model with a maximum threshold of five to stabilize the training process. Finally, the weight of each predictive input factor was obtained; this was then applied to the APM model as the index of weight.

As noted, we propose a weighted archaeological predictive model by integrating the conditional attention mechanism with the FR model and consider the weight of each classification within each factor, as well as the weight of all of these factors. This weighted calculation can be implemented in ArcGIS 10.6 using the tool for geographically weighted overlay analysis. The site probability is calculated by Equation (11):

\[
SP = \sum WFR_i
\]

where \( W \) is the weight of each factor generated from the proposed conditional attention mechanism neural network, \( FR_i \) is the frequency ratio of different classes within factor \( i \), and \( SP \) is an index indicating the probability of site occurrence.

3.4. MaxEnt

MaxEnt is a machine learning model that combines information theory and statistics to select the best model from all possible models [62,63]. MaxEnt identifies the model with the maximum entropy in the condition set that satisfies the site presence constraints (e.g., geomorphological factors in this study) [64]. The model can work with only known site data, making it ideal for cases with a presence-only feature. This study used MaxEnt software version 3.3.3k to model the probability of archaeological site presence based on geomorphological and hydrological factors. The mathematical steps of the modeling are as follows.

Assume \( C \) as the set of models satisfying all constraints \( f_i \):

\[
C = \{ P | EP(f_i) = E_P(f_i), i = 1, \ldots, n \}
\]

where \( P \) refers to experience distribution, and \( f_i \) is the feature function corresponding to the input factor \( n(=8 \text{ in this study}) \) on the presence of archaeological sites, defined as:

\[
f_i = \begin{cases} 1, & \text{if } \text{site present} \\ 0, & \text{if } \text{site absent} \end{cases}
\]

The model is constrained by the eight factors with setting the expectation from the observed data \( E_P(f_i) \) to be equal to the model’s expectation \( E_P(f_i) \) under the maximum entropy condition. Entropy, according to Phillips and Borda [63,65], is:

\[
H(P) = -\sum_{x \in X} \hat{P}(x) \ln \hat{P}(x)
\]

where \( x \) is a random location within the study area \( X \), and \( \hat{P} \) is the expected probability distribution. The logarithm function here makes independent sources to be additive (e.g., \( x \) within \( X \)). This equation sets the sum of probabilities to be one. The probability distribution of archaeological site presence \( P^* \) is as follows:

\[
P^* = \arg\max_{P \in C} H(P)
\]

3.5. Model Evaluation

The predictive performance of the two models for the two study areas is compared using the area under the receiver operating characteristic curve (AUC), a commonly used statistical parameter [66]. It measures the overall performance of a model across all possible classification thresholds. A higher AUC value close to 1 indicates that the model has a high
true positive rate and a low false positive rate and can accurately distinguish between positive and negative cases [67]. AUC is calculated for the training and test data, respectively.

To evaluate model performance, we also use Kvamme’s Gain, which gives a ratio of the precision of a model against its accuracy [68] as:

\[
\text{Kvamme’s Gain} = 1 - \left( \frac{\% \text{ of the area with high probability}}{\% \text{ of sites with high probability}} \right).
\]

(16)

This metric evaluates whether the probability area is small enough compared to its accuracy. A smaller probability area with more archaeological sites will generate a greater gain value close to 1, which suggests that the model has a good predictive ability. A zero-gain value indicates that the model’s predictions are no better than guesses.

4. Results

4.1. Selected Predictive Factors

Table 1 presents the results of Pearson correlation analysis of the predictors. The aspect factor is not strongly correlated with archaeological sites in both the Japanese and Shaanxi study areas, with \( p > 0.05 \), while all the other factors exhibit strong correlations. Consequently, the predictors used in the subsequent steps are those other than the aspect.

Table 1. Pearson correlations of predictors.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Japan</th>
<th>Shaanxi, China</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r )</td>
<td>( p )</td>
</tr>
<tr>
<td>Elevation</td>
<td>-0.512 *</td>
<td>0.000</td>
</tr>
<tr>
<td>Slope</td>
<td>-0.532 *</td>
<td>0.000</td>
</tr>
<tr>
<td>Roughness</td>
<td>-0.407 *</td>
<td>0.000</td>
</tr>
<tr>
<td>RDLS</td>
<td>-0.611 *</td>
<td>0.000</td>
</tr>
<tr>
<td>Plan curvature</td>
<td>0.189 *</td>
<td>0.000</td>
</tr>
<tr>
<td>Profile curvature</td>
<td>-0.218 *</td>
<td>0.000</td>
</tr>
<tr>
<td>Cutting depth</td>
<td>-0.585 *</td>
<td>0.000</td>
</tr>
<tr>
<td>Aspect</td>
<td>0.021</td>
<td>0.277</td>
</tr>
<tr>
<td>Distance from major rivers</td>
<td>-0.320 *</td>
<td>0.000</td>
</tr>
<tr>
<td>Elevation variation</td>
<td>0.215 *</td>
<td>0.000</td>
</tr>
</tbody>
</table>

* Significant correlation at the 0.01 level (2-tailed).

Table 2 shows that the VIF and TOL values for all the factors except for elevation variation were within the acceptable range (VIF < 10 or TOL > 0.1), indicating no significant multicollinearity among them. Consequently, the eight factors other than elevation variation and aspect were retained.

Table 2. Multicollinearity results for predictors in the pretest (1st run) and the posttest (2nd run).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Japan</th>
<th>Shaanxi, China</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VIF (1st/2nd)</td>
<td>TOL (1st/2nd)</td>
</tr>
<tr>
<td>Elevation</td>
<td>1.736/1.663</td>
<td>0.576/0.601</td>
</tr>
<tr>
<td>Elevation Variation</td>
<td>20.927/-</td>
<td>0.048/-</td>
</tr>
<tr>
<td>Slope</td>
<td>19.403/8.019</td>
<td>0.052/0.125</td>
</tr>
<tr>
<td>Roughness</td>
<td>5.295/5.163</td>
<td>0.189/0.194</td>
</tr>
<tr>
<td>RDLS</td>
<td>6.980/5.633</td>
<td>0.143/0.178</td>
</tr>
<tr>
<td>Plan curvature</td>
<td>1.510/1.484</td>
<td>0.662/0.674</td>
</tr>
<tr>
<td>Profile curvature</td>
<td>1.547/1.487</td>
<td>0.646/0.672</td>
</tr>
<tr>
<td>Cutting depth</td>
<td>6.604/5.222</td>
<td>0.151/0.191</td>
</tr>
<tr>
<td>Distance from major rivers</td>
<td>1.315/1.298</td>
<td>0.761/0.770</td>
</tr>
</tbody>
</table>
4.2. APM by FR

Based on the classification of each independent input factor, FR indexes are calculated (Figures 6 and 7). The FR values quantify the degree of correlation, and the input factor classes with an FR value of >1 show a markedly high correlation with the archaeological site.

![Figure 6](attachment:image.png)

**Figure 6.** Statistical results of classification and FR of predictors for Japan: (a) elevation; (b) slope; (c) roughness; (d) RDLS; (e) plan curvature; (f) profile curvature; (g) cutting depth; (h) distance from major rivers.
It was found that the elevation class <133 m shows a higher correlation with archaeological sites in the study area of Japan, while in Shaanxi, China, the same is true of the range 187–921 m. As for slope and roughness, the FR values are more or less the same in Shaanxi, China, and Japan, which indicates that archaeological sites in these two study areas tend to be located in plains-type regions with gentle slopes; these slopes are commonly less than 15°. For the RDLS in Japan, the class of 23–36 m has the most significant impact on archaeological sites, followed by the class <23 m and 36–59 m. Meanwhile, in Shaanxi, China, the class <11 m has the greatest impact on archaeological sites, followed by the classes 11–16 m and 16–20 m. The plan curvature values from −1.06 to 1.6 show a stronger correlation with archaeological sites in Japan; the corresponding class in Shaanxi, China, is −0.2 to 3. In Japan, the profile curvature with values −1.8 to 0.5 is highly correlated with archaeological site occurrence, while in Shaanxi, China, the same is valid for values −2.1 to 0.4. In terms of cutting depth, in the study area of Japan, the classes of <5 m, 5–14 m, and 14–29 m had FR values greater than one, showing a significant contribution to the archaeological site's occurrence; meanwhile, in Shaanxi, China, such classes are <7 m and 7–10 m. This indicates that the archaeological sites of both study areas are commonly located in areas with low erosion and a gentle cutting of the ground surface; the level of gentleness tends to be lower in Shaanxi, China, than in Japan. The distance from major rivers.
by the classes 11–16 m and 16–20 m. The plan curvature values from −1.06 to 1.6 show a stronger correlation with archaeological sites in Japan; the corresponding class in Shaanxi, China, is −0.2 to 3. In Japan, the profile curvature with values −1.8 to 0.5 is highly correlated with archaeological site occurrence, while in Shaanxi, China, the same is valid for values −2.1 to 0.4. In terms of cutting depth, in the study area of Japan, the classes of <5 m, 5–14 m, and 14–29 m had FR values greater than one, showing a significant contribution to the archaeological site’s occurrence; meanwhile, in Shaanxi, China, such classes are <7 m and 7–10 m. This indicates that the archaeological sites of both study areas are commonly located in areas with low erosion and a gentle cutting of the ground surface; the level of gentleness tends to be lower in Shaanxi, China, than in Japan. The distance from major rivers is also a major input factor influencing the distribution of archaeological sites in both study areas. The FR values of the first three classes in each study area are all greater than one, indicating a strong correlation with the locations of archaeological sites. Moreover, in both study areas, the distance from major rivers is negatively correlated with the distribution of archaeological sites. This indicates that archaeological sites are densely located close to major rivers in Japan as well as in Shaanxi, China, since people considered water availability or the strategic role of rivers when establishing a site.

4.3. APM by the AM_FR Model

Concerning the sensitivities of factors in determining the likelihood of an archaeological site’s occurrence, a conditioned attention mechanism was utilized for weight determination. Table 3 shows the weighting results, indicating that the sensitivities of archaeological sites to the input factors are different under the distinct topographic conditions in the two study areas. In Japan, the relationship between the site locations and the input factors can be quantified by values from 0.0145 to 0.3356, while in Shaanxi, China, the values range from 0.0809 to 0.2878. A higher value implies a higher correlation. In Japan, the factors with the most significant correlations with archaeological sites are RDLS and cutting depth, followed by roughness; in Shaanxi, they are slope and RDLS, followed by elevation (Table 3). SP for Japan is expressed as Equation (17), and that for Shaanxi is defined as Equation (18):

\[
APM = 0.0145 \text{Elevation}_{FR} + 0.0714 \text{Slope}_{FR} + 0.0997 \text{Roughness}_{FR} + \\
0.3356 \text{RDLS}_{FR} + 0.0424 \text{Plan_Curvature}_{FR} + 0.0717 \text{Profile_Curvature}_{FR} + \\
0.2813 \text{Cutting_depth}_{FR} + 0.0834 \text{Distance from major rivers}_{FR}
\]  

\[
APM = 0.1223 \text{Elevation}_{FR} + 0.2878 \text{Slope}_{FR} + 0.0948 \text{Roughness}_{FR} + \\
0.1524 \text{RDLS}_{FR} + 0.0809 \text{Plan_Curvature}_{FR} + 0.0916 \text{Profile_Curvature}_{FR} + \\
0.0869 \text{Cutting_depth}_{FR} + 0.0833 \text{Distance from major rivers}_{FR}
\]  

Table 3. Weighting results for each factor.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Weight (Japan)</th>
<th>Weight (Shaanxi, China)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation</td>
<td>0.0145</td>
<td>0.1223</td>
</tr>
<tr>
<td>Slope</td>
<td>0.0714</td>
<td>0.2878</td>
</tr>
<tr>
<td>Roughness</td>
<td>0.0997</td>
<td>0.0948</td>
</tr>
<tr>
<td>RDLS</td>
<td>0.3356</td>
<td>0.1524</td>
</tr>
<tr>
<td>Plan curvature</td>
<td>0.0424</td>
<td>0.0809</td>
</tr>
<tr>
<td>Profile curvature</td>
<td>0.0717</td>
<td>0.0916</td>
</tr>
<tr>
<td>Cutting depth</td>
<td>0.2813</td>
<td>0.0869</td>
</tr>
<tr>
<td>Distance from major rivers</td>
<td>0.0834</td>
<td>0.0833</td>
</tr>
<tr>
<td>Total</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

4.4. APM by MaxEnt

The use of MaxEnt software enables the creation of a predictive map and the evaluation of factor contribution to modeling. Table 4 displays the factor contributions to the
modeling using the training dataset. In the Japanese modeling, major contributors are roughness (33.7%), RDLS (24.3%), and cutting depth (16.5%), while in the Chinese modeling, they are elevation (25.7%), slope (23.8%), and RDLS (18.5%).

Table 4. Contribution percent of the factors on the Maxent modeling process.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Japan</th>
<th>Shaanxi, China</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation</td>
<td>8.7</td>
<td>25.7</td>
</tr>
<tr>
<td>Slope</td>
<td>3.0</td>
<td>23.8</td>
</tr>
<tr>
<td>Roughness</td>
<td>33.7</td>
<td>16.2</td>
</tr>
<tr>
<td>RDLS</td>
<td>24.3</td>
<td>18.5</td>
</tr>
<tr>
<td>Plan curvature</td>
<td>1.2</td>
<td>3.7</td>
</tr>
<tr>
<td>Profile curvature</td>
<td>2.3</td>
<td>1.2</td>
</tr>
<tr>
<td>Cutting depth</td>
<td>16.5</td>
<td>2.7</td>
</tr>
<tr>
<td>Distance from major rivers</td>
<td>10.3</td>
<td>8.2</td>
</tr>
</tbody>
</table>

4.5. Model Evaluation

The AUC values for the test data indicate that the AM_FR model has the highest accuracy in both study areas (see mean AUC values in Table 5). However, the AUC for the training data indicates the best performance of MaxEnt for China.

Table 5. Predictive performance of models based on four-fold data.

<table>
<thead>
<tr>
<th>Study Area</th>
<th>K-Fold</th>
<th>Training AUC</th>
<th>Test AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AM_FR</td>
<td>Maxent</td>
</tr>
<tr>
<td>Japan</td>
<td>1</td>
<td>0.903</td>
<td>0.875</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.896</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.902</td>
<td>0.876</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.898</td>
<td>0.876</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.900</td>
<td>0.876</td>
</tr>
<tr>
<td>Shaanxi, China</td>
<td>1</td>
<td>0.789</td>
<td>0.782</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.809</td>
<td>0.805</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.767</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.768</td>
<td>0.791</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.783</td>
<td>0.793</td>
</tr>
</tbody>
</table>

Table 6 shows that all three models effectively identified regions with very high probability in both study areas. However, MaxEnt had a higher efficiency in identifying such regions, with a Kvamme’s Gain value of 0.92 for Japan and 0.89 for China. In comparison, the AM_FR and FR models had lower efficiency, with values of 0.78 and 0.72, respectively, for Japan and 0.84 and 0.83 for China.

Table 6. Kvamme’s Gain values based on probability classes of the optimal model for each method.

<table>
<thead>
<tr>
<th>Model</th>
<th>Class</th>
<th>Japan</th>
<th>Shaanxi, China</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area (%)</td>
<td>Site (%)</td>
<td>Kvantme’s Gain (%)</td>
</tr>
<tr>
<td>AM_FR</td>
<td>Very Low</td>
<td>42.67%</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>19.12%</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>11.20%</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>18.09%</td>
<td>542</td>
</tr>
<tr>
<td></td>
<td>Very High</td>
<td>8.92%</td>
<td>565</td>
</tr>
</tbody>
</table>
Table 6. Cont.

<table>
<thead>
<tr>
<th>Model</th>
<th>Class</th>
<th>Japan</th>
<th>Shannxi, China</th>
<th>Kvaamme’s Gain</th>
<th>Area (%)</th>
<th>Site (%)</th>
<th>Kvaamme’s Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maxent</td>
<td>Very Low</td>
<td>70.07%</td>
<td>82</td>
<td>6.00%</td>
<td>−10.68</td>
<td>72.10%</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>11.89%</td>
<td>138</td>
<td>10.10%</td>
<td>−0.18</td>
<td>15.66%</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>8.77%</td>
<td>281</td>
<td>20.56%</td>
<td>0.57</td>
<td>2.05%</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>6.46%</td>
<td>413</td>
<td>30.21%</td>
<td>0.79</td>
<td>4.87%</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>Very High</td>
<td>2.81%</td>
<td>453</td>
<td>33.14%</td>
<td>0.92</td>
<td>5.32%</td>
<td>95</td>
</tr>
<tr>
<td>FR</td>
<td>Very Low</td>
<td>31.62%</td>
<td>36</td>
<td>2.63%</td>
<td>−11.01</td>
<td>23.79%</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>24.04%</td>
<td>98</td>
<td>7.17%</td>
<td>−2.35</td>
<td>36.35%</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>10.77%</td>
<td>117</td>
<td>8.56%</td>
<td>−0.26</td>
<td>15.54%</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>19.37%</td>
<td>433</td>
<td>31.68%</td>
<td>0.39</td>
<td>17.06%</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>Very High</td>
<td>14.20%</td>
<td>683</td>
<td>49.96%</td>
<td>0.72</td>
<td>7.25%</td>
<td>87</td>
</tr>
</tbody>
</table>

4.6. Archaeological Predictive Maps and Statistics

The predictive maps for each study area based on the two models are generated with the help of ArcGIS 10.6 software (Figures 8 and 9). In order to ensure the fairness of the comparison, the output susceptibility maps are divided into five categories using the equal interval classification method, classifying probabilities ranging from 0 to 1 into five classes.
Figure 8. Archaeological predictive maps for Japan: (a) AM_FR; (b) Maxent; (c) FR.
Figure 9. Archaeological predictive maps for Shaanxi, China: (a) AM_FR; (b) Maxent; (c) FR.

Figure 8 shows that the high and very high probability classes are mainly concentrated in two parts of Japan. One is in the Kanto region, which includes Tokyo, Chiba, and Saitama Prefectures; the other is in the Kansai region, which includes Kyoto, Osaka, and Nara Pre-
fectures. To this day, these areas are active political, economic, and cultural centers. Very low and low probability classes mainly covered the entire study area. Moderate probability classes are generally distributed in the areas where those low and very low class areas intersect with the high and very high class areas. The statistics of area percentage for each probability class are shown in Table 6. For the AM_Fr model, the very low probability class accounts for the largest area (42.67%), followed by high (18.09%), low (19.12%), moderate (11.20%), and very high (8.92%). For the FR model, the very low probability class accounts for the largest area (31.62%), followed by low (24.04%), high (19.37%), very high (14.20%), and moderate (10.77%). For the Maxent model, the area percentage consistently decreases from very low to very high classes: 70.07%, 11.89%, 14.19%, 6.46%, and 2.81%, respectively.

The very high and high probability classes in Shaanxi, China (Figure 9) are mainly concentrated in three regions: namely, the northwestern, central, and southwestern parts of the study area, especially in the central part, where the ancient city of Xi’an is located. Moderate probability classes are evenly distributed throughout the study area. Very low and low probability classes are, respectively, concentrated in the northern and southern parts of the study area. According to Table 6, for the AM_Fr model, the very low probability class accounts for the largest area (35.14%), followed by low (28.11%), high (15.91%), moderate (13.16%), and very high (7.68%). For the MaxEnt model, the very low probability class accounts for the largest area (72.10%), followed by low (15.66%), very high (5.32%), high (4.87%), and moderate (2.05%). For the FR model, the low probability class accounts for the largest area (36.35%), followed by very low (23.79%), high (17.06%), moderate (15.54%), and very high (7.25%).

To understand the relationship between archaeological site locations and the highly correlated topographic factors, zonal statistical analyses are conducted for those topographic raster data to calculate the statistic value based on the classification area of the predicted map. The results show a linear correlation between topographic factors and archaeological site presence, and their characteristics are more or less the same, as the higher the average value of each topographic factor, the lower the probability of site presence (Figures 10 and 11).

![Figure 10](image-url)
5. Discussion

The current study validated the applicability of the proposed AM_FR model through its application to Japan and Shaanxi, China, with different terrain conditions. For both areas, the AM_FR performed slightly better than the MaxEnt and FR based on the values of AUC (Table 5). The deep learning AM_FR method better captures the highly correlated environmental factors in the prediction model, locking the target and narrowing down the areas with a high probability of archaeological site occurrence. At the same time, the FR model has also provided a reasonably good result, indicating that the correlations between the environmental factors and archaeological site occurrence are strong and detectable even from a traditional statistical method. However, in terms of model efficiency, Kvamme’s Gain was used as a measure of model efficiency in APM, and MaxEnt was found to be more effective than AM_FR and FR in identifying regions with a very high probability of archaeological site occurrence in both study areas. Nevertheless, this comes at the cost of many sites being classified as moderate and low probability areas, meaning that some true archaeological sites may be missed in practice.

According to the importance of each predictive factor determined by the APM processes, topographic deviations from the horizontal flat surfaces play an essential role in deciding archaeological site locations. The three most important factors for Japan (RDLS, cutting depth, and roughness) and the two of the three most important factors for Shaanxi (RDLS and slope) (Tables 3 and 4) represent deviations from horizontal flat surfaces in a broad sense. Their blatantly negative relationships with the existence likelihood of archaeological sites (Figures 10 and 11a,b) show that these sites tend to be located in open, gentle, and flat terrain, such as lowland areas or basins away from hills and mountains. This may reflect the needs of ancient people for a better living environment in relation to resource-sharing strategies, transportation, water availability, and agricultural activities.

Figure 10. Results of zonal statistics for the main correlated factors in Japan: (a) RDLS; (b) cutting depth; (c) roughness.

Figure 11. Results of zonal statistics for the main correlated factors in Shaanxi, China: (a) slope; (b) RDLS; (c) elevation.
As known, widely gentle areas without distinctive inclines, declines, or severe downcutting are beneficial for human activity. They were crucial in the absence of advanced means of transportation at that time. They also benefit agricultural activities because of high water availability and the deposition of fine sediments containing micronutrients.

However, among the factors representing deviations from the horizontal and flat surface, only RDLS strongly influences both Japan and Shaanxi. In Japan, the cutting depth and roughness are more influential, whereas sloping is dominant in Shaanxi. The cutting depth and roughness strongly reflect local topographic undulations with short wavelengths rather than overall inclination. It is understandable that if local topographic undulations are high, the earthen keyhole-shaped tombs typical in Japan are difficult to construct. Their construction by embankment needs a relatively wide, continuously flat surface. In contrast, archaeological sites in Shaanxi are mainly composed of bricks and rocks and have various structures and shapes that could be adjusted to land surfaces with local slight topographic undulations. Besides, the overall slope becomes more critical in Shaanxi. Based on Figure 11a, a slope value of around 5° is most favorable for the archaeological site occurrence, and a slope greater than 27° is highly unfavorable. A Chinese study assessing land suitability [69] noted that areas steeper than 25° are unsuitable for farming, whereas areas gentler than 5° are suitable for cultivation and human habitation, suggesting that the archaeological sites tended to be constructed in areas with strong human activities. The archaeological sites in Shaanxi differ from the Japanese sites in that they include temples and palaces, as well as tombs. Temples and palaces usually occur in populated areas because they have more frequent visitors than tombs. This may explain why the sites in Shaanxi are more concentrated in lower-slope areas with enhanced human activities.

In Shaanxi, elevation also plays a significant role in determining the distribution of archaeological sites. As shown in Figure 11c, lower elevations correspond to more sites, particularly abundant in the lowest elevation zone. Elevation as a geographical parameter differs from the four parameters mentioned above because it is independent of flatness by definition. Shaanxi is located in a continental inland area, with significant variations in daily and yearly temperatures and more limited rainfall compared to Japan, with a maritime, more moderate climate. Therefore, higher areas in Shaanxi with occasional lower temperatures and water availability are particularly unfavorable for human activities.

The negative correlations shown in Figures 10 and 11 are consistent, except for partial positive correlations for the high and very high probability classes of RDLS and cutting depth in the AM_FR statistics for Japan (Figure 10a,b). One possible explanation for this exception is the construction of the archaeological sites. Because the Japanese sites are earthen tombs, their elevations are included in the analyzed DEMs. Therefore, the dense distribution of the sites leads to higher topographic undulations. Overall, this study has examined the effects of natural topographic conditions that already existed before site construction, as evidenced by the negative correlations in Figures 10 and 11. However, the artificial topographic change due to the construction of earthen mounds in Japan may also affect the results slightly. Another possible explanation is the preference of ancient people for slightly complex terrains. For example, in Belgium, the Early and Middle Bronze Age populations built their burial monuments on more prominent lands rather than in very flat positions [37]. As noted, however, the comparison between Japan and Shaanxi indicates that continuously horizontal and flat surfaces were more favored in Japan, suggesting that the first explanation is more acceptable.

This paper focuses on the effects of topographic factors on human activities, which in turn affect the distribution of archaeological sites. However, social and cultural elements could also directly affect the site distributions, which looks evident in the Japanese case. Although some 5000 keyhole-shaped tombs are distributed in most of the Japanese archipelago [23,70], such tombs scarcely exist in 4 out of 47 prefectures in Japan: Hokkaido, Aomori, and Akita in the north, and Okinawa in the south (Figure 12), because of historical backgrounds related to cultural stages and political regimes. The main island of Hokkaido is away from the other territories of Japan. During the Kofun period, when keyhole-shaped
tombs were constructed in most other regions in Japan, Hokkaido was under a more primitive culture analogous to what the other regions experienced before the Kofun period (Jōmon culture) [71,72]. Therefore, people in Hokkaido did not have a custom or tradition for constructing keyhole-shaped tombs at that time. The lack of keyhole-shaped tombs in Aomori and Akita can be attributed to politics. These areas were controlled by the Emishi people during the Kofun period, who were hostile to the Yamato kingdom, ruling most other regions in Japan [73,74]. The situation in Okinawa was similar to the northern prefectures in that the culture of the Kofun period hardly extended to the southern Ryukyu Islands, and a unique political and cultural system existed in the islands [75]. The predictive maps of keyhole-shaped tombs for the whole of Japan generated by the AM_FR, Maxent, and FR models show some high and very high probability areas in these four prefectures (Figures 8 and 9) because only natural factors were considered in the models. This example indicates that the results of archaeological predictive modeling should be evaluated carefully when marginal areas surrounding the core area are included in the constructed predictive maps.

Figure 12. Japanese areas where prediction by the AM_FR model is inapplicable.

6. Conclusions

This study has proposed a weighted archaeological predictive model. The model utilizes the weights of input factors obtained from the conditional-attention-based method and the weight of each class within inputting factors obtained from the FR model. The performance of the new model in Japan and Shaanxi, China, was evaluated using AUC values and Kvamme’s Gain and compared with that of a separate FR model and MaxEnt. In general, the AM_FR model showed more satisfactory performances in both study areas. Therefore, the development of the new model was meaningful. The widely used MaxEnt
and the more traditional FR model still provided reasonably good results. Therefore, multiple modeling methods indicate that archaeological sites in the two study areas tend to occur in areas with certain environmental characteristics, supporting the notion that archaeological sites are not randomly distributed [4]. Admittedly, our models have proven successful in identifying the sites under the current study, but their effectiveness in identifying other site types, such as villages or hunting camps, is yet to be fully determined. Since tombs and places of worship do not require proximity to food or water sources for their specific uses, they have a specific history of landscape use, diverging from those typically linked to settlements or hunting grounds.

Exploring the relationship between the locations of archaeological sites and the eight geomorphological and hydrological factors has revealed that archaeological sites in the two study areas are highly correlated to some topographic factors, suggesting that the distribution of the archaeological sites reflects local conditions. In Japan, the three main factors highly correlated to the location of archaeological sites are RDLs, cutting depth, and roughness, while in the Chinese study area, they are slope, RDLS, and elevation. All these factors are negatively correlated with the probability of archaeological site occurrence, meaning that horizontal and flat land surfaces favored human activities, including transportation, agriculture, and water usage, and in turn, the construction of archaeological sites. The dominance of somewhat different factors in the two countries may reflect the structure of the archaeological sites and regional climates.
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