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Abstract: The growing proliferation of geographic information presents a substantial challenge to the
traditional framework of a geographic information analysis and service. The dynamic integration
and representation of geographic knowledge, such as triples, with spatio-temporal information play a
crucial role in constructing a comprehensive spatio-temporal knowledge graph and facilitating the ef-
fective utilization of spatio-temporal big data for knowledge-driven service applications. The existing
knowledge graph (or geographic knowledge graph) takes spatio-temporal as the attribute of entity,
ignoring the role of spatio-temporal information for accurate retrieval of entity objects and adaptive
expression of entity objects. This study approaches the correlation between geographic knowledge
and spatio-temporal information as a text classification problem, with the aim of addressing the
challenge of establishing meaningful connections among spatio-temporal data using advanced deep
learning techniques. Specifically, we leverage Wikipedia as a valuable data source for collecting and
filtering geographic texts. The Open Information Extraction (OpenIE) tool is employed to extract
triples from each sentence, followed by manual annotation of the sentences’ spatio-temporal relevance.
This process leads to the formation of quadruples (time relevance/space relevance) or quintuples
(spatio-temporal relevance). Subsequently, a comprehensive spatio-temporal classification dataset is
constructed for experiment verification. Ten prominent deep learning text classification models are
then utilized to conduct experiments covering various aspects of time, space, and spatio-temporal
relationships. The experimental results demonstrate that the Bidirectional Encoder Representations
from Transformer-Region-based Convolutional Neural Network (BERT-RCNN) model exhibits the
highest performance among the evaluated models. Overall, this study establishes a foundation for
future knowledge extraction endeavors.

Keywords: spatio-temporal text classification; geographical knowledge; spatio-temporal relevance;
deep learning; geographical text

1. Introduction

Spatio-temporal data are a rich information resource and production factor in con-
temporary society, and play an important role in national information construction and
socialization applications [1–3]. With the advent of the era of big data, spatio-temporal data
services are facing the prominent contradiction of “massive data, information explosion
and lack of knowledge” [4], which has given rise to the transformation of traditional infor-
mation services into knowledge services. Spatio-temporal knowledge can be regarded as
all relevant knowledge with the characteristics of a spatio-temporal location and dynamic
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change [5], which is embedded in different modes and types of spatio-temporal data, with
the characteristics of multi-grain size, heterogeneity, high-dimensional and low density, and
sparse samples [5]. Currently, research on tuple combination adaptive expression models
for different spatio-temporal object types primarily focuses on organizing spatio-temporal
knowledge of various object types using ontologies and graphs. This approach helps in
constructing tuple combinations to create expression models that offer semantic support for
analyzing, storing, modeling, intelligent computation, mining, as well as spatio-temporal
reasoning and prediction [6–9]. Among them, the graph-oriented spatio-temporal knowl-
edge expression model mainly expresses spatio-temporal knowledge in the form of triples,
and spatio-temporal information is often associated in the form of attributes, resulting in
low efficiency and low precision in query and retrieval of spatio-temporal knowledge. For
example, “In 2008, the president of the United States is Barack Obama” contains a triple (Obama,
is, president), which may be wrong knowledge at the current time due to the lack of tempo-
ral information association, because the current president of the United States is Joe Biden.
Therefore, it is very necessary to analyze the degree of association between spatio-temporal
elements and tuples in sentences. The purpose of spatio-temporal correlation classification
is to determine the degree of spatio-temporal correlation in sentences containing spatio-
temporal information, that is, given a sentence containing spatio-temporal information, to
determine the degree of correlation between spatio-temporal information in the sentence
and the extraction of tuples, thereby accurately describing the spatio-temporal elements in
tuple knowledge. The classification of the spatio-temporal correlation degree can provide
important support for rapid retrieval, rule judgment, and reasoning of a spatio-temporal
knowledge graph [10].

In this paper, we aim to enhance the clarity of the relationship between geograph-
ical knowledge and spatio-temporal information. We categorize sentences containing
spatio-temporal information into four types: strong relevance, moderate relevance, weak
relevance, and non-relevance. We accomplish this by extracting corresponding entity
relationship triples from sentences in the dataset, determining the spatio-temporal correla-
tion of the sentences based on knowledge types and annotation rules. Subsequently, we
accurately map the spatio-temporal correlation to the entity relationship triple, resulting
in the formation of a spatio-temporal knowledge quadruple. Finally, a text classification
method based on deep learning is employed for classification purposes. The specific
implementation is shown in Table 1.

Table 1. Serval examples of classification of spatial and temporal relevance.

Sentence Triple Spatio-Temporal Quadruple Spatio- and Temporal Relevance

Brown previously received
degrees of Ph.D. (Brown, received, degrees) (Brown, received, degrees,

previously) Temporal weak relevance

Brown was elected to
presidency of Cincinnati
Wesleyan College.

(Brown, elected,
presidency)

(Brown, elected, presidency,
Cincinnati Wesleyan College) Spatio-weak relevance

Brown went to New York City
In 1877. (Brown, went to, New York City) (Brown, went to, New York

City, 1877) Temporal strong relevance

She accepted offer. (She, accepted, offer) - Spatio-temporal no relevance

Brown was present in May 1869 at
caucus for national organization
of temperance party.

(Brown, caucus, national
organization of

temperance party)

(Brown, caucus, national
organization of temperance party,

in May 1869)
Temporal moderate relevance

Text classification, also known as automatic text classification, is the process by which
a computer maps a text containing information to a pre-given category or categories of
topics [11]. There are generally rule-based methods, machine learning-based methods, and
deep learning-based methods [12–14]. Rule-based methods refer to the classification of
text into different categories using a set of predefined rules and require in-depth domain
knowledge [15,16]. Hua et al. [17] took abstracts of scientific and technical papers as the
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object of study and classified abstract sentences into four types according to the contextual
information of the sentences, namely background knowledge, topic, research method, and
experimental results, and completed the initial classification of abstract sentences with
some heuristic rules; Asghar et al. [18] proposed a rule-based framework for sentiment-
based sentiment classification of sentences, combining cognitive sentiment theory and
computer techniques based on a sentiment analysis to detect and classify sentiment from
natural language texts; Tan et al. [19] described a rule-based sentiment analysis approach
for polarity classification of fused news articles. However, rule-based algorithms, although
they can build classifiers quickly, require a lot of human involvement and are not effective
for long classified texts. Machine learning-based methods have emerged that can learn
rules automatically, usually with algorithms such as plain Bayes, support vector machines,
and KNN algorithms based on statistical models [20]. Regarding their ability to automate
the learning of features and rules, however, traditional machine learning models have a
simpler structure, rely more on manually acquired text features, and have relatively small
parameters that make the models difficult to apply to sufficiently large datasets.

Deep learning-based approaches have emerged to automatically acquire basic features
and combine them into advanced ones, in addition to deep learning to make better use
of features in word order. For example, Sochar et al. [21] proposed a method combining
recurrent neural networks and autoencoders to form an unsupervised sentence transforma-
tion model and applied it to the prediction of sentiment label classification. Iyyer et al. [22]
proposed an MLP-based deep averaging network, DAN, which classifies the output by
computing the average of the embedding vectors of all words that are fed into the MLP
network. Kim [23] first proposed the use of a CNN classification model for text classifica-
tion, which is applicable to most text classification tasks compared to traditional methods.
Johnson et al. [24] proposed a deep pyramidal CNN, which has lower complexity and
better classification results. Graves [25] first used a BiLSTM model for text classification
tasks and achieved its purpose. Liu et al. [26] combined a BERT pre-training model with
multi-task learning to obtain better results. Qin et al. [27] proposed a BERT-CNN model
combining a BERT model and a CNN model for Word2Vec, GloVe, etc., which could not
fully extract semantic information. Chung et al. [28] compared LSTM and gated recurrent
units for a text classification task, and experimental results showed that LSTM and gated
recurrent units outperformed RNNs. In summary, deep learning-based text classification
models have emerged to automatically learn the dependencies between data and labels.
Devlin et al. [29] used the BERT model to perform bidirectional learning and processing of
text using the encoder part of the transformer structure. They predicted word vectors by
masking target words and learned the relationships between words using a self-attention
mechanism, thus better incorporating sentence-level semantic information. Lai et al. [30]
proposed a recurrent convolutional neural network classification method, which maximizes
the capture of contextual information by drawing on the common advantages of RNN and
CNN, greatly improves the accuracy of the classification ground, and makes the classifica-
tion of the best; Orosoo et al. [31] proposed a CNN based on a typical English text where
it is easy to feature fuzzy elements and other shortcomings, to improve the classification
accuracy and adaptability; Kong et al. [32], based on the data of 12,345 government hotlines
in Zhejiang Province from 2017 to 2021, constructed a fine-grained three-level classification
system of livelihood issues from the perspective of residents, and utilized the BERT pre-
training model to construct a text classification model, which transformed the text of the
residents’ demands into the labels of livelihood issues; Wang et al. [33] proposed a Chinese
short-text classification model based on the ERNIE-RCNN model for the difficulties of
few feature words, poor normality, and a large amount of the data size in Chinese short
text. Li et al. [34] proposed a microblog rumor detection model based on the BERT-RCNN
model in response to the traditional rumor detection model that requires a large number of
features as well as the difficulty in achieving timely detection, and verified the effectiveness
of the model.
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Geographic knowledge refers to the cognitive results of human understanding of the
spatial distribution, evolutionary process, and interaction of geographical phenomena or
things [35]. In recent years, scholars have carried out a lot of research on the expression
of geographical knowledge, and propose a model of spatio-temporal knowledge expres-
sion with the uniqueness of time and space, but the correlation between geographical
knowledge and spatio-temporal information is not considered, and the adaptive correlation
and expression of geographical knowledge and spatio-temporal information cannot be
realized [36–38]. To address the aforementioned issues and facilitate the integration of
geographic knowledge triples with time, space, and spatio-temporal knowledge, this paper
proposes a novel solution, which involves converting the spatio-temporal association de-
gree to incorporate time and space information into the general triple. This process results
in the formation of a quadruplet that effectively expresses temporal or spatial information.
Finally, a text classification model is employed to map the time and space information
to the triple. The BERT_RCNN spatio-temporal text classification model can accurately
express semantic information to improve retrieval precision.

The main contributions of this study are summarized as follows:

(1) This paper proposes a deep learning-based BERT_RCNN spatio-temporal text classifi-
cation model and compares it with mainstream deep learning-based text classification
models. Experimental results show that using the BERT_RCNN model significantly
improves the performance of spatio-temporal text classification.

(2) Using the Wikipedia English corpus as the data source, this paper screens a series
of geographically relevant texts, subsumes and extracts triples, and annotates the
dataset according to the knowledge types and annotation rules, and finally constructs
a spatio-temporal classification dataset.

The remaining sections of this article are organized as follows: Section 2 introduces
the process of dataset construction and introduces commonly utilized methods for text
categorization; Section 3 introduces the experimental parameters and analyses the exper-
imental results; Section 4 analyses the text classification model from the perspective of
deep learning principles; and finally, Section 5 presents the conclusions drawn and future
research work.

2. Materials and Methods

This paper focuses on a deep learning-based spatio-temporal text classification model
approach (see Figure 1). The method consists of three main steps: dataset construction, the
spatio-temporal text classification model based on deep learning, and the experimental
validation and analysis. The input is an annotated Wikipedia English dataset, and the final
text classification model accurately maps temporal and spatial information to triples to
accurately represent semantic information.

2.1. Dataset Construction
2.1.1. Data Acquisition

In this paper, we employ the English corpus zhwiki-latest-pages-articles.xml.gz
(https://dumps.wikimedia.org/enwiki/ accessed on 29 February 2023) acquired from
Wikipedia as our primary data source. This corpus encompasses knowledge from vari-
ous domains, including sports, history, and individuals, thereby providing an extensive
and comprehensive information repository on diverse topics. Numerous tools are readily
available for directly extracting the corpus. Initially, we utilize the WikiExtractor.py tool to
extract English article passages from the corpus. Subsequently, we apply a filtering process
to select passages that possess geographically relevant content. Next, we perform sentence
separation to ensure that each line within the resulting text files represents a distinct English
utterance. With the .txt files obtained, we make use of the Stanford OpenIE tool to extract
entity–relationship triples from individual sentences. We evaluate the spatio-temporal
relevance of these triples and subsequently generate a text categorization dataset based on
their spatio-temporal relevance, as depicted in Figure 2.

https://dumps.wikimedia.org/enwiki/
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Figure 2. Some samples of the spatio-temporal correlation text classification dataset.

Furthermore, the classification of spatio-temporal relevance is divided into four main
categories: temporal strong relevance, temporal moderate relevance, temporal weak rel-
evance, and no relevance. Similarly, spatial relevance is categorized into spatial strong
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relevance, spatial moderate relevance, spatial weak relevance, and no relevance. In addi-
tion, spatio-temporal relevance is classified into spatio-temporal strong relevance, spatio-
temporal moderate relevance, spatio-temporal weak relevance, and no relevance. To
evaluate the degree of association, we perform a statistical analysis on the dataset, and the
corresponding statistical results are presented in Table 2.

Table 2. Distribution of spatio-temporal correlation data.

Type of Association Number Proportions Label Example

Temporal strong
relevance 869 33% 3 He was rector in 1989–2002.

Temporal moderate
relevance 424 16% 2 University named alumnus of

year in 2003.

Temporal weak
relevance 126 5% 1

CSM joined Federation of
European Mineral Programs

in 2003.

Temporal no relevance 1215 46% 0 CSM joined Federation of
European Mineral Programs.

Spatial strong relevance 242 9% 3 Switzerland is bordered by
France to the west.

Spatial moderate
relevance 363 14% 2 Pope Paul VI separated

territory from Lansing Diocese.

Spatial weak relevance 895 34% 1
Candidates completing

programmers in Camborne
School Mines.

Spatial no relevance 1134 43% 0 Selection is based on
achievement.

Spatio-temporal strong
relevance 362 14% 3

He was from 1990 to 1996 chair
of board of governors of

University of Calgary.

Spatio-temporal
moderate relevance 794 30% 2 October 26 has been designated

as the National Olympic Day.

Spatio-temporal weak
relevance 1183 45% 1 It signed a contract with

Hungary.

Spatio-temporal no
relevance 295 11% 0 Countries raced yachts Prior to

ratification in 1907.

2.1.2. Spatio-Temporal Correlation Classification Labeling Rules

According to the process of knowledge development, this paper divides knowledge
into factual knowledge, conceptual knowledge, and rule-based knowledge [4]. Factual
knowledge refers to the factual laws derived from the events that have already happened
or have happened many times before after being summarized by experts and scholars,
which mainly include entity facts, phenomenon facts, and event facts [39]; conceptual
knowledge refers to a more abstract and general, organized knowledge [40,41]; rule-based
knowledge refers to most mathematical formulas and other knowledge [29,42,43]; the types
of knowledge are shown in Table 3.

Based on the above classification of a knowledge base, we defined the relevance type.
Temporal relevance is categorized into temporal strong relevance, temporal moderate
relevance, temporal weak relevance, and temporal no relevance. Spatial relevance is
classified as spatial strong relevance, spatial moderate relevance, spatial weak relevance,
and spatial no relevance. Spatio-temporal relevance is divided into spatio-temporal strong
relevance, spatio-temporal moderate relevance, spatio-temporal weak relevance, and spatio-
temporal no relevance.
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Table 3. Classification of knowledge types.

Type of Knowledge Example

Factual knowledge [4]

(1) The first mass extinction of species occurred at the end of
the Ordovician period, 440 million years ago.
(2) 210 years ago, Qin Shi Huang’s imperial tours died in
Xingtai dunes on his way to the east.

Conceptual knowledge [4]

(1) The Ordovician Period is the second period of the
Paleozoic, which began in 500 million BC and lasted for
65 million years.
(2) Sandstorm is a general term for both sandstorms and
dust storms. It refers to the severe sandstorm weather
phenomenon where strong winds blow up a large amount
of sand and dust on the ground, causing the air to be
particularly turbid and the horizontal visibility to be less
than 1 km.

Rule-based knowledge [4] Quartz sandstone: feldspar content < 10%, rock debris
content < 10%.

In the process of dataset annotation, corresponding annotation specifications were
developed according to the dependent syntax of the sentences and the type of knowledge,
and the temporal and spatial relevance of the sentences were annotated according to the
above classification in three aspects: temporal, spatial, and spatio-temporal, as shown in
Tables 4 and 5.

Table 4. Temporal correlation text classification annotation rules.

Type of Knowledge Marking Specification Example

Factual knowledge

Explicit temporal information generally acts as a
gerund and acts as an entity when the subject of an event occurs only at a
certain time, and when the time changes, the subject of the event is affected
and thus changes, considering the time to be strongly
associated.

Brown went to New York
City In 1877.

When an event does not change with the event, time is considered unrelated. She withdrew her name.

A sentence is considered to be temporal weak
relevance when there is a time in it, but not a subject event that depends on
the time, but a local subject event or a secondary event that depends
on that time.

She shortly
thereafter was called to
headship of order in State
of Ohio.

• A sentence can be extracted to obtain a triple, but if there is a time in a
sentence and this time is information about an attribute of an entity, it
can be judged as a moderate association of time.

• After excluding temporal strong relevance, temporal weak relevance,
and temporal no relevance, the other is temporal moderate relevance.

Brown was elected Grand
Vice-Templar after
founding in August 1874.

Conceptual
knowledge

Judging from the semantic information, the
emphasis on time can be judged as a strong
association with time.

Pomegranate trees usually
bloom in May.

• When explaining abstract conceptual knowledge, the link between
time and space can be judged to be temporal no relevance.

• Judgement based on semantic information, and the sentence does not
emphasize time, can be judged as temporal no relevance.

FBI investigates crime in
most cases.

The main meaning expressed in the sentence is not related to time, it only
modifies small fragments of knowledge in the main triad; then, it is judged
to be weakly associated with time.

A region in the northwest
experiences dust storms
throughout the year.
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Table 4. Cont.

Type of Knowledge Marking Specification Example

Rule-based
knowledge

If the time information does not modify the main clause in the triple, but
only the minor clauses in
entity 1 or entity 2, and does not modify the content of the main clause, the
highest degree of association is judged to be moderate.

Their tribe had
expanded into what is
now France,
Belgium, northern Italy,
Spain, and the vast Rhine
Valley.

For simple structural triples that exist in regular
triples and are essentially unrelated to time.

International rule was
created for the measuring
and rating of yachts.

Table 5. Spatial relevance text classification annotation rules.

Type of Knowledge Marking Specification Example

Factual knowledge

An event space is considered strongly associated when
it can only be
performed in a specific space and not in other spaces.

Pomegranates are suitable for cultivation on both
sides of the three river basins.

When all events expressed in a triad are unaffected by
space, the knowledge is judged to be unrelated to
space.

The Mohe gold mine is
mentioned in the historical
records of the Qing Dynasty.

When spatial terms appear in a
sentence but the occurrence of an event is less
dependent on space, the knowledge is judged to be
unrelated to space.

He was influenced by Columba Marmion.

After excluding strong spatial
association, weak spatial association, and no spatial
association, the other is moderate spatial association.

By the second century BC their tribe had
expanded into what is now France, Belgium,
northern Italy, Spain, and the vast Rhine Valley.

Conceptual
knowledge

Explanation of abstract concepts,
disconnected from space, generally
unconnected to space.

The Confederacy dissolved In 1866.

Conceptual knowledge that explains entities and
phenomena in which
geospatial emphasis is placed and therefore can be
judged to be strongly associated with space.

Pomegranates are suitable for cultivation on both
sides of the three river basins.

The main meaning expressed in the
sentence is not spatially relevant and it only modifies
small fragments of knowledge in the main triad; then,
it is judged to be spatially weakly relevant.

It formed the Austro-Hungarian Empire In 1867.

Rule-based
knowledge

If the spatial information does not
modify the main sentence in the triple, but only the
secondary sentence in
entity 1 or entity 2, and does not modify the content of
the main sentence, the highest degree of association is
judged to be moderate.

Chiasso is located in the state of Ticino.

For simple structural triples that exist in regular triples
and are essentially
unrelated to time.

The sum of the interior angles of a triangle is 180.

In addition to the cases summarized above, there are still some triples (entity1, re-
lationship, entity2) with a slightly more complex structure, where the spatio-temporal
related information does not modify the main sentence in the triple, but acts on the smaller
sentences in entity1 and entity2. As long as it does not modify the content of the main
sentence, the highest degree of association in this case is judged as moderate in this paper.
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In addition, the annotated dataset in this paper tries to ensure that 80% of the data are
meaningful data. Triples such as real people’s life trivia are not meaningful triples in this
paper and are discarded in their entirety in the annotated dataset in this paper. For example,
the sentence “Small trees like to grow in a warm and well-lit environment” has a strong spatial
association, and the sentence needs to be judged by considering the semantic and spatial
association of the triple. Ultimately, the temporal and spatial correlations are labelled by
combining the classification criteria of temporal and spatial correlations.

2.2. Sentence Classification Methods

The current mainstream deep learning-based text classification models are the Fast-
Text model [44], TextCNN model [23], TextRNN model [45], TextRCNN model [30], Tex-
tRNN_Att model [46], BERT model [47], ERNIE model [48], BERT_CNN model [49],
BERT_RNN model [50], BERT_DPCNN model [51], and BERT_ RCNN model [34]. Since
the FastText model is an open-source word vector computation and text classification
model with its structure and its simplicity, in this paper, we choose the remaining ten deep
learning-based text classification models for comparison experiments.

TextCNN model: It comprises a word embedding layer, a multi-branch convolutional
layer, a multi-branch global maximum pooling layer, and a fully connected classification
layer. Unlike the FastText network model, which disregards word order information, the
TextCNN model employs CNN to extract n-gram-like key information from sentences. This
enables it to accurately capture locally relevant information.

TextRNN model: While the TextCNN model performs well in text classification tasks,
it has limitations regarding longer sequence information modeling, and adjusting the
filter_size hyperparameter can be cumbersome. On the other hand, the TextRNN model
excels in expressing contextual information.

TextRNN_Att model: Both CNN and RNN are effective in text categorization tasks,
but they lack interpretability. The attention mechanism, commonly used in natural language
processing, addresses this limitation by providing a clear understanding of how each word
contributes to the overall result, thus enhancing long-term memory modeling.

TextRCNN model: The TextRCNN model leverages forward and backward RNNs
to obtain contextual representations of each word. It connects the word vectors with the
forward and backward context vectors, incorporating a convolutional layer and pooling
layer similar to TextCNN. The only difference is that the filter_size of the convolutional
layer is set to one.

BERT model: The BERT model primarily employs an encoder in a Transformer for
encoding. In comparison to the aforementioned models, BERT utilizes masked language
modeling and next-sentence prediction to more effectively capture word-level, sentence-
level, and relationship features between sentences.

ERNIE model: ERNIE employs multiple T-encoders, similar to BERT, which are
trained with input token embeddings to capture information from text sequences. Ad-
ditionally, multiple K-encoders are used to “splice” entity embedding inputs from the
text with the T-encoder inputs. The ERNIE model further incorporates the knowledge
embedding model TransE and multi-attention mechanism to extract information. Like
BERT, the ERNIE model is utilized for text categorization. Input sentences are segmented
into words, and the output corresponding to [CLS] is employed for categorization.

BERT_CNN model: While the BERT model provides a straightforward interface for
downstream tasks and can be directly used for text categorization, its application as a
document vector has been relatively unexplored. Moreover, solely using the CNN model
does not adequately address the problem of semantic polysemy. To address these issues,
the BERT_CNN model combines BERT and CNN. BERT is fed into the CNN model as an
embedding layer, enabling effective text classification.

BERT_RNN model: The BERT_RNN model consists of three main parts. Firstly, it
obtains the semantic representation of each text by training the BERT model to obtain vector
representations of words. Secondly, the word vectors are inputted into an RNN model to
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further analyze and extract semantics. Finally, the obtained word vectors are connected to
a softmax layer for text classification.

BERT_DPCNN model: The DPCNN compresses words into a low-dimensional se-
mantic space, which can result in words with similar meanings having the same word
vector. To address this issue, BERT generates word vectors more efficiently, and the use of a
Transformer enables the mining of context-based information and long-distance dependen-
cies. Additionally, the DPCNN model can extract long-distance textual dependencies by
deepening the network continuously.

BERT_RCNN model: The BERT_RCNN model takes sentences as input to the BERT
model for training and transforms the text into word vectors. The output of the last layer
of BERT training, combined with the weights, is then fed into the RCNN model. In the
RCNN model, deeper semantic features of geographic text are extracted to obtain potential
semantic vectors. These results are then inputted into a pooling layer to obtain the most
representative key features using max-pooling. Finally, the output of the fully connected
layer is passed through a softmax function for text classification. The main model structure
is depicted in Figure 3.
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The RCNN model in the BERT_RCNN model replaces the convolutional layer of
traditional CNNs with a recurrent structure using inner recurrent convolutional layers. This
establishes a deep network structure based on feed-forward connections. The structure of
the recurrent convolutional layer is illustrated in the following Figure 4. The introduction of
the RCNN model in the BERT_RCNN model allows for more even acquisition of contextual
information from words, overcoming the drawback of recurrent neural networks where
later words have more influence than previous words. Additionally, it avoids the need to
set the degree of context dependence through the window size, as required in CNNs.
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3. Experiments and Results
3.1. Parameter Setting

All experiments in this study are based on NVIDIA GTX 2080TI GPU and the Linux
operating system. A variety of different experiments were set up to verify the effectiveness
of temporal, spatial, and spatio-temporal text classification, respectively. In this experiment,
to ensure the precision of the classification model, certain guidelines should be followed to
reduce the training time and improve the precision of the model training, so an algorithm
with a learning rate of 5 × 10−5 was used for training. In this experiment, the Adam
optimizer was chosen as it is widely regarded as an effective optimizer for optimizing the
final loss function [52,53]. Furthermore, since this experiment involves a multiclassifica-
tion problem, the loss function selected is Categorical_Crossentropy. The experimental
parameters are shown in Table 6.

Table 6. Experimental parameter settings.

Batch_Size Epoch Optimizer Learn Rate Loss

32 10 Adam 5 × 10−5 Categorical_crossentropy

We employed a 10-fold cross-validation methodology to assess the performance of
our model. The dataset was randomly partitioned into 10 mutually exclusive subsets,
with each subset serving as the testing set once while the remaining nine subsets were
used for training. The reported performance metric was the average score derived from
these 100 runs, providing a comprehensive evaluation of the model’s robustness and
generalization ability.

3.2. Evaluation Metric

In this experiment, the precision rate (P), recall rate (R), and F1 score (F1) are used as
the evaluation metrics. The precision rate is the proportion of correct predictions in the
spatio-temporal text classification to the number of predicted positive cases; the recall rate
is the proportion of predicted correct cases to the number of actual positive cases; and the
F1 score is the summed average of the precision rate and recall rate. The F1 score takes into
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account both precision and recall to achieve the highest balance between the two, and is
calculated as shown.

P =
TP

TP + FP
(1)

R =
TP

TP + FN
(2)

F1 =
2 ∗ P ∗ R

P + R
(3)

where TP is the number of correct matches and FP is the number of incorrect matches; FN
is the number of correct matches not found; and TN is the number of correct non-matches.

3.3. Temporal Correlation Classification
3.3.1. Comparative Analysis of Sentence Classification Models

For temporal classification, we chose ten current mainstream text classification models
for our experiments, and the experimental results are shown in Table 7. As shown in
Table 7, it can be seen that for temporal no relevance, the BERT_CNN model achieves the
highest precision, recall, and F1 values of 0.98, 0.98, and 0.97, respectively; however, for
temporal weak relevance, temporal moderate relevance, and temporal strong relevance,
the BERT_RCNN model is more stable, where in temporal weak relevance classification,
its precision, recall, and F1 values are 0.89, 0.91, and 0.78, respectively; in the temporal
moderate relevance classification, its precision, recall, and F1 values are 0.70, 0.79, and 0.71,
respectively; in the temporal strong relevance classification, its precision, recall, and F1
values are 0.88, 0.82, and 0.85, respectively. In summary, the BERT_RCNN model is more
effective in classifying temporal relevance, mainly because the semantic representation
of each text can be obtained using the BERT model to obtain a vector representation of
the word; secondly, compared to the traditional CNN and RNN models, the RCNN uses
a cyclic recurrent neural network to reduce noise and uses a maximum pooling layer to
effectively capture the most critical features in a sentence.

Table 7. The experimental results for temporal text classification.

Model
No Relevance Weak Relevance Moderate Relevance Strong Relevance

P R F1 P R F1 P R F1 P R F1

BERT 0.98 0.95 0.96 0.20 0.20 0.20 0.52 0.62 0.57 0.81 0.77 0.79

BERT_CNN 0.98 0.98 0.97 0.42 0.50 0.45 0.69 0.69 0.68 0.85 0.85 0.85

ERNIE 0.49 0.53 0.64 0.56 0.42 0.48 0.52 0.57 0.62 0.44 0.39 0.55

BERT_DPCNN 0.95 0.97 0.97 0.68 0.71 0.42 0.55 0.79 0.64 0.85 0.79 0.64

BERT_RCNN 0.98 0.97 0.96 0.89 0.91 0.78 0.70 0.79 0.71 0.88 0.82 0.85

BERT_RNN 0.94 0.98 0.97 0.68 0.79 0.76 0.56 0.39 0.43 0.62 0.67 0.76

TextCNN 0.79 0.93 0.85 0.67 0.21 0.31 0.41 0.21 0.28 0.73 0.77 0.75

TextRNN 0.63 0.88 0.73 0.41 0.52 0.66 0.20 0.23 0.42 0.62 0.59 0.61

TextRCNN 0.80 0.87 0.83 0.40 0.20 0.27 0.50 0.21 0.30 0.60 0.73 0.66

TextRNN_Att 0.77 0.91 0.83 0.67 0.20 0.31 0.52 0.29 0.37 0.73 0.76 0.74

3.3.2. Loss Function Analysis Based on Different Classification Models

The loss function is a measure of how similar the predicted values are to the actual
values. In order to observe the change of the loss function during model training, we
plotted the loss function curves of these ten temporal text classification models, as shown
in Figure 5. As shown in Figure 5, we can see that the loss function curves are decreasing
sharply at the beginning of the model training phase, and eventually level off. The loss
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function curves of the four models, BERT, BERT_RCNN, BERT_CNN, and BERT_DPCNN,
eventually converge to 0. The convergence of the BERT_RCNN model is the best, while the
loss functions of the remaining six models are still high. This is mainly due to the fact that
in the process of conducting the experiment, the training set, test set, and validation set
were generated in a random way, and there may be problems such as unbalanced datasets
in the random generation process; secondly, there may be problems such as overfitting in
the training process, so the loss function convergence effect is not satisfactory.
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3.4. Spatial Correlation Classification
3.4.1. Comparative Analysis of Sentence Classification Models

For spatial classification, ten current mainstream text classification models were se-
lected for this experiment, and the experimental results are shown in Table 8. As shown in
Table 8, it can be seen that the precision, recall, and F1 values of spatial classification when
using the BERT model are generally higher than those of other text classification results
without the BERT model. Similar to the temporal classification results, the BERT_CNN
model achieved the highest precision and recall in the spatial no relevance classification
results, with 0.94 and 0.93, respectively. However, for the spatial weak relevance, spatial
moderate relevance, and spatial strong relevance classification results, the BERT_RCNN
model achieved better results. Among them, its precision, recall, and F1 values reached
0.75, 0.69, and 0.71, respectively, in the spatial weak relevance classification results, which
were more than 4% better than other classification models; its precision, recall, and F1
values were 0.57, 0.77, and 0.65, respectively, in the spatial moderate relevance classification
results; in the spatial strong relevance classification results, its precision, recall, and F1
values were 0.87, 0.88, and 0.90, respectively, which are more than 2% higher than those
of the BERT_CNN model in spatial strong association classification. In summary, the
BERT_RCNN model significantly improved its performance in spatial classification.
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Table 8. The experimental results for spatial text classification.

Model
No Relevance Weak Relevance Moderate Relevance Strong Relevance

P R F1 P R F1 P R F1 P R F1

BERT 0.92 0.80 0.86 0.67 0.76 0.71 0.60 0.54 0.57 0.74 0.88 0.80

BERT_CNN 0.94 0.93 0.89 0.42 0.50 0.45 0.69 0.69 0.69 0.85 0.85 0.86

ERNIE 0.83 0.84 0.84 0.72 0.69 0.70 0.51 0.54 0.53 0.75 0.75 0.75

BERT_DPCNN 0.88 0.85 0.87 0.69 0.73 0.71 0.38 0.67 0.48 0.42 0.38 0.47

BERT_RCNN 0.91 0.88 0.89 0.75 0.69 0.71 0.57 0.77 0.65 0.87 0.88 0.90

BERT_RNN 0.89 0.84 0.87 0.68 0.69 0.689 0.56 0.49 0.53 0.70 0.91 0.79

TextCNN 0.75 0.78 0.77 0.63 0.67 0.65 0.41 0.44 0.43 0.76 0.50 0.60

TextRNN 0.61 0.70 0.65 0.45 0.52 0.48 0.48 0.36 0.41 0.50 0.22 0.30

TextRCNN 0.75 0.68 0.71 0.56 0.71 0.62 0.53 0.41 0.46 0.70 0.59 0.64

TextRNN_Att 0.73 0.70 0.72 0.53 0.72 0.61 0.55 0.28 0.37 0.64 0.50 0.56

3.4.2. Loss Function Analysis Based on Different Classification Models

For the spatial text classification experiments, we also plotted its loss function, as
shown in Figure 6. It can be seen that at the beginning of the model, its loss function
decreases rapidly, but as the amount of data increases and the number of training sessions
increases, the loss value tends to level off. The BERT_CNN model has the best convergence,
followed by the BERT_RCNN model. However, as shown in Figure 6, it is evident that the
TextRNN and BERT_DPCNN models exhibit the poorest loss curves. The main reason for
this analysis is that the process of randomly assigning the dataset leads to an unbalanced
data distribution; in addition, the noise present in the dataset can be learned during the
training of the above two models, so the experimental results are not satisfactory. The
results of the combined graph and spatial text classification clearly demonstrate that our
selected model, BERT_RCNN, achieves the best experimental outcomes and exhibits the
most consistent performance.
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3.5. Classification of Spatial and Temporal Relevance
3.5.1. Comparative Analysis of Sentence Classification Models

For the spatio-temporal integrated classification, ten mainstream deep learning text
classification models were selected for this experiment, and the experimental results are
shown in Table 9. As shown in Table 9, the BERT_RCNN model achieves the highest
precision, recall, and F1 values for the spatio-temporal integrated classification results
in the uncorrelated, weakly correlated, moderately correlated, and strongly correlated
classification results. In the spatio-temporal no relevance classification results, the precision,
recall, and F1 values of the BERT_RCNN model are 0.93, 0.73, and 0.81, respectively; in the
spatio-temporal weak relevance classification results, the precision, recall, and F1 values
of the BERT_RCNN model are 0.75, 0.87, and 0.80, respectively; in the spatio-temporal
moderate relevance classification results, the precision, recall, and F1 values of the model
are 0.70, 0.55, and 0.62, respectively, while the precision, recall, and F1 values of the model
are 0.73 in the spatio-temporal strong relevance classification model for spatio-temporal
classification. Secondly, compared to the RNN and CNN models, the RCNN model uses
a bidirectional cyclic structure to obtain contextual information, which can preserve a
large range of word order compared to CNN in learning text expressions, and secondly,
it uses a maximum pooling layer to obtain important parts of the text and automatically
discriminates which features play an important role in text classification.

Table 9. The experimental results of spatio-temporal text classification.

Model
No Relevance Weak Relevance Moderate Relevance Strong Relevance

P R F1 P R F1 P R F1 P R F1

BERT 0.88 0.77 0.82 0.74 0.85 0.80 0.71 0.55 0.62 0.69 0.78 0.73

BERT_CNN 0.89 0.83 0.86 0.74 0.83 0.78 0.66 0.54 0.62 0.63 0.73 0.67

ERNIE 0.63 0.67 0.65 0.67 0.64 0.65 0.51 0.40 0.45 0.40 0.62 0.49

BERT_DPCNN 0.56 0.58 0.66 0.55 0.78 0.65 0.42 0.51 0.46 0.51 0.44 0.62

BERT_RCNN 0.93 0.73 0.81 0.75 0.87 0.80 0.70 0.55 0.62 0.73 0.73 0.73

BERT_RNN 0.91 0.73 0.81 0.73 0.84 0.78 0.68 0.56 0.59 0.57 0.70 0.64

TextCNN 1 0.33 0.50 0.56 0.82 0.67 0.55 0.40 0.46 0.69 0.49 0.57

TextRNN 0.46 0.20 0.28 0.50 0.65 0.57 0.40 0.41 0.40 0.44 0.22 0.29

TextRCNN 0.79 0.50 0.61 0.60 0.80 0.69 0.57 0.46 0.51 0.72 0.49 0.58

TextRNN_Att 0.72 0.43 0.54 0.58 0.72 0.64 0.51 0.43 0.46 0.59 0.54 0.56

3.5.2. Loss Function Analysis Based on Different Classification Models

In the training process of the spatio-temporal classification model, we paid close
attention to the changes in the loss function (see Figure 7). We plotted the loss function
curve. Initially, the loss function value dropped rapidly at the beginning of the model, but
as the amount of data and the number of training iterations increased, the loss function
eventually stabilized. Among the models, TextRNN_Att, TextRCNN, and TextCNN had
slower convergence speeds. On the other hand, BERT_RCNN exhibited a sharp decrease in
the loss function at the beginning of training, and as the data volume and number of training
iterations increased, the loss value gradually decreased and converged. Considering the
experimental results of the aforementioned spatio-temporal classification models, the
BERT_RCNN model demonstrated the best performance.
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3.6. Text Categorization Prediction

In order to verify the accuracy of the presented model, we used real sentences for our
experiments, where Table 10 shows the results obtained using the BERT_RCNN model for
text categorization, showing examples of correctly or incorrectly categorized matches and
mismatches. Although we only used a small number of examples for our experiments, we
also performed a series of analyses on the results and found that although we can classify
some sentences with spatio-temporal relevance using deep learning-based text classifica-
tion, there are still mismatches. For example, the sentence “Switzerland was conquered by
Caesar’s army In 58 BC” contains both temporal and spatial words; moreover, the deep
learning-based text categorization model has poor interpretability, and it is not possible
to understand the specific role of the model in text categorization, and therefore it is not
possible to accurately judge the temporal and spatial relevance of the sentence.

Table 10. Illustrative examples for the results with the method based on deep learning.

Type Sentence Real
Classification Result

Predicted
Classification Result

No correct
classification

Switzerland was conquered
by Caesar’s army in 58 BC.

Temporal moderate
relevance

Temporal weak
relevance

Correct
classification

Switzerland is located in
central Europe.

Spatio-strong
relevance

Spatio-strong
relevance

Correct
classification

It became an independent
state in the mid-12th

century under the
Babenburg family.

Temporal strong
relevance

Temporal strong
relevance

No correct
classification

Klingenbeck attended
Allegany College of

Maryland State University.

Spatio-moderate
relevance

Spatio-weak
relevance

Correct
classification

Michael James Todd QPM
was Chief Constable of

Greater Manchester Police
from October 2002 until

his death.

Spatio-temporal
strong relevance

Spatio-temporal
strong relevance
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4. Discussion

In this experiment, we used ten current mainstream deep learning models for spatio-
temporal text classification, and through the above series of experimental validations and
analyses, we can see that the performance of the models is BERT_RCNN > BERT_CNN >
BERT > BERT_DPCNN > BERT_RNN > ERNIE > TextRCNN > TextRNN_Att > TextCNN
> TextRNN.

From the above experimental results, we can find that the performance of the text
classification model using the BERT model for preprocessing is generally better than the
experimental performance without the BERT model, mainly because the BERT model has
better semantic understanding ability, the BERT model can learn the contextual information
in the text, so as to better understand the meaning of the text, thus improving the text
classification precision. Secondly, the input to the BERT model can be a single sentence
or two sentences, which enhances the robustness of the model and allows it to process
multiple types of text; thirdly, the BERT-based text classification model can be adapted
to different text classification tasks by fine-tuning the BERT model, thus having better
generalization capabilities.

The RCNN model can extract features from the BERT input word vector, the con-
volutional layer uses convolutional kernels of different sizes to extract feature values of
different sizes, and then the pooling layer is used for mapping processing, and finally the
classification is performed with softmax, which can improve the performance of Chinese
short-text classification. Firstly, the BERT pre-processed vector is used as the input to the
CNN module, then the text features are captured by performing a convolution operation on
the input matrix using a convolution kernel, which is a matrix that can be moved around
and convolved with the input matrix; thirdly, a pooling operation can be used to reduce
the dimensionality of the output matrix of the convolution layer, which slides over the
matrix and selects the maximum or average value as the value of the new matrix; finally,
the captured features are fed to the output layer for classification by concatenating the fully
connected layers. However, compared with CNN and RNN, RCNN uses a bidirectional
cyclic structure to obtain contextual information and can preserve word order to a large
extent when learning textual expressions; thus, the BERT_RCNN model works best in
this experiment.

5. Conclusions and Future Work

In this paper, we propose a spatio-temporal relevance classification method based on
a deep learning method, which aims to establish the relevance between geospatial and
spatio-temporal big data based on geographic knowledge with the support of unified spatio-
temporal ontology, and accurately mapping time and space to the original triple, which
can accurately realize the semantic expression and thus improve the retrieval precision.
This paper provides a summary as follows: Firstly, the Wikipedia English corpus is utilized
as the data source. Passages containing geographic knowledge are obtained through
screening and undergo sentence processing before being written into a text file. Then,
the OpenIE tool is employed to extract triples. Finally, temporal or spatial information is
manually annotated and added to the triads, resulting in the creation of a text classification
dataset with spatio-temporal correlation. Secondly, a deep learning-based BERT_RCNN
text classification model is proposed. Compared with the current mainstream deep learning
text classification models, the performance of the BERT_RCNN text classification proposed
in this paper was significantly improved. This study can lay the foundation of deep learning
methods for future spatio-temporal relevance classification of geographic knowledge, and
we will continue to carry out in-depth work on geographic knowledge spatio-temporal
knowledge mining and spatio-temporal knowledge graph construction in the next step.

While this paper examines the role and level of relevance of spatio-temporal informa-
tion in various forms of geo-scientific knowledge, its interpretability is hindered by limited
data and the absence of established conventions or citation descriptions for representing
spatio-temporal features and relationships in the deep learning-based spatio-temporal
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relevance textual categorization approach. As a result, there is a lack of comprehensive
documentation regarding the versions and variations of geo-scientific knowledge itself,
which further compounds the issue. In response to the above shortcomings, we also have
many ideas for future work. For example, we can try to analyze the characteristics of
different types of knowledge to establish a more complete spatio-temporal feature and
classification system; in addition, we can continue to expand the spatio-temporal relevance
classification dataset to map spatio-temporal knowledge into entity–relationship triples
more accurately, so as to provide important support for rapid retrieval of spatio-temporal
knowledge maps, rule judgments and reasoning, and so on.
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