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Abstract: User-generated geo-tagged photos (UGPs) have emerged as a valuable tool for analyzing large-scale tourist place emotions with unprecedented detail. This process involves extracting and analyzing human emotions associated with specific locations. However, previous studies have been limited to analyzing individual faces in the UGPs. This approach falls short of representing the contextual scene characteristics, such as environmental elements and overall scene context, which may contain implicit emotional knowledge. To address this issue, we propose an innovative computational framework for global tourist place emotion analysis leveraging UGPs. Specifically, we first introduce a Multi-view Graph Fusion Network (M-GFN) to effectively recognize multi-view emotions from UGPs, considering crowd emotions and scene implicit sentiment. After that, we designed an attraction-specific emotion index (AEI) to quantitatively measure place emotions based on the identified multi-view emotions at various tourist attractions with place types. Complementing the AEI, we employ the emotion intensity index (EII) and Pearson correlation coefficient (PCC) to deepen the exploration of the association between attraction types and place emotions. The synergy of AEI, EII, and PCC allows comprehensive attraction-specific place emotion extraction, enhancing the overall quality of tourist place emotion analysis. Extensive experiments demonstrate that our framework enhances existing place emotion analysis methods, and the M-GFN outperforms state-of-the-art emotion recognition methods. Our framework can be adapted for various geo-emotion analysis tasks, like recognizing and regulating workplace emotions, underscoring the intrinsic link between emotions and geographic contexts.
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1. Introduction

Place emotions play a pivotal role in shaping human interactions with the environment [1]. Place emotion analysis involves extracting and analyzing human emotions associated with specific locations, allowing us to obtain a wealth of information about scenes, human emotions, behaviors, and their interconnections [2]. Recently, growing interest in this area has been evident, with research focusing on emotional geography and environment perception, such as quantifying park perceptions [3] and analyzing how the forest environment promotes the feelings of people [4]. Moreover, the intersection of intelligent emotion computing and geography in analyzing tourist place emotions has significant implications for tourist behaviors and scenic transformations [5,6].
In recent years, thanks to the advancement of social media, big data technology and emotion recognition [7,8], a sizable quantity of geo-tagged texts and user-generated geo-tagged photos (UGPs) on social networking sites (SNSs) [9] have provided extensive data support for place emotion analysis [10]. UGPs, as opposed to text data, provide a more objective and comprehensive view of emotions, such as facial expressions [11], human behaviors [12], and scene environments [13], without geographical variations, offering a broader perspective for studying emotional aspects worldwide. Consequently, there has been a surge in studies using UGPs to analyze place emotions at different geographic locations. For instance, [14] extracted smiling expressions from photos to describe worldwide geographic emotion patterns. And [15] categorized facial expressions from social media to study city emotion distribution and inter-city emotional similarities. The aforementioned studies offer a foundational theoretical framework for comprehending human emotions in place emotion analysis.

Despite the progress, current methods still pose two-fold challenges. Firstly, the existing methods mainly focus on extracting place emotions through off-the-shelf facial expression recognition (FER) technologies [16,17], overlooking the influence of human emotion relations in crowds, which are crucial for understanding individual behaviors. For instance, a laughing person in a serious parade does not change the overall serious mood. Current FER methods focus on individual faces, especially with posed expressions at tourist sites, often resulting in inaccurate emotion analysis. Secondly, they often neglect geographic and environmental contexts, such as natural landscapes and architectural designs, which are pivotal in determining human emotional responses [18].Neglecting these factors may create an emotional gap in understanding scene emotions and hinder accurate analysis of place emotions [19].

To address the limitations of existing place emotion analysis methods, we propose an innovative computational framework for analyzing tourist place emotions leveraging UGPs. This framework mitigates the emotional gap by identifying multi-view emotions and understanding attraction-specific types. Through this, our framework offers a more holistic and accurate exploration of affective information, effectively addressing the gap in traditional methods. The primary contributions of this study are the following:

1. We introduce a unique framework for analyzing tourist place emotions from user-generated photos (UGPs) globally, combining multi-view emotions and attraction types for a thorough emotion analysis at tourist sites;
2. Our novel M-GFN model goes beyond just facial expressions in UGPs, capturing multi-view emotions, thus suppressing the emotional gap from individual expressions. We also create a new attraction-specific emotion index (AEI) for better emotion analysis in tourism;
3. To validate our framework’s effectiveness and explore the differences and commonalities in place emotions across attraction types, we collected a global dataset of tourist place emotions, called TPE.

2. Related Work
2.1. Place Emotion Extraction

Existing place emotion analysis approaches are categorized into survey-based, natural language processing (NLP)-based, and FER-based methods. Compared with survey- and NLP-based methods, FER-based methods are more practical and objective for automatic place emotion analysis from large-scale UGPs. This section focuses on FER-based methods for analyzing place emotion from UGPs.

FER-based methods extract human emotions from facial expressions, offering advantages of worldwide universality and consistency across cultures for objective emotion analysis, including emotion extraction and analysis [15]. With abundant geo-tagged SNS photos and the achievements of deep learning [20–22], FER allows efficient, large-scale place emotion analysis. For instance, Li et al. [23] extracted human emotions from facial expressions in Flickr photos and mapped the global geographic distribution of human emo-
tion. Svoray et al. [24] utilized Microsoft Emotion API, another FER-based tool, to detect smiles from Flickr photos, exploring human–environment emotion interactions. Despite the potential advantages of FER-based methods for place emotion analysis from UGPs, it is still challenging to directly apply the FER approaches to place emotion extraction. Primarily, existing methods with FER technologies tend to focus on individual facial expressions, often overlooking the posed expressions commonly found in settings like social media [25]. Such expressions might not authentically represent the genuine emotions of individuals. Beyond individual expressions, the mood of a place is largely shaped by crowd behaviors, as well as key scene contextual environmental information like local scene objects, natural landscapes, and weather conditions [26]. However, these crucial aspects are frequently ignored with FER-based methods.

Given these challenges, a holistic framework that integrates individual facial expressions with crowd dynamics and the overarching scene context is imperative for an accurate and comprehensive place emotion analysis.

2.2. Place Emotions in Tourism

Place emotions are tied to place types, influenced by their historical, cultural, or environmental aspects [27]. Different settings, like natural parks and historic monuments, evoke unique emotions [28]. This emotion–place connection is vital for place design to enhance visitor experiences [29].

Building on this idea, emotion is increasingly important in tourism research, as it is essential for tourist experiences [30]. The rise of social media platforms, such as Instagram and Flickr, allows travelers to express and share their emotions during travels. In light of this, Cheung et al. [31] studied the effect of social media-based destination brands on tourist emotions. Mehra et al. [32] used sentiment and emotion analysis to predict tourist behaviors from user-generated comments. Jiang et al. [33] constructed an emotional map of visitors based on emotional experiences and time–space dynamics within attractions.

Despite the importance of emotions in tourism research, there is still a research gap in analyzing the macro emotions of attractions, especially the correlation between different attraction types and place emotions. Different attraction types—natural landscapes or cultural landmarks—likely evoke different emotional responses. Despite this understanding, studies on how specific attraction types affect visitor emotions are still limited. Such an investigation is crucial, as it bridges a significant knowledge gap and thoroughly examines why different attraction types elicit distinct emotions. Filling this gap will provide valuable insights to help optimize tourist experiences and services for specific attractions.

3. Methodology

3.1. Study Area and Datasets

In this section, we first introduce the selected study areas for tourist place emotion analysis and then describe the emotion database used in this study in detail.

3.1.1. Study Areas

In order to mine the emotions of tourist places, 157 unique tourist attractions worldwide were selected for this study. These tourist sites span 38 nations across six continents, encompassing various cultures, place types, regional differences, and natural styles. Figure 1 depicts the distribution of our selected tourist attractions across the world’s continents. The specific distribution is as follows: 56 sites in Europe, 49 in Asia, 23 in North America, 12 in Oceania, 11 in South America, and 6 in Africa.
were obstructed, either partially or fully), low-resolution (images that did not meet our
requirements), and images with low resolution (resolution threshold (e.g., at least 400p) were removed to ensure that all data used could be
processed. With the UGPs and the corresponding geo-tagged coordinates, we
established a large-scale, geo-tagged tourist place emotion dataset (TPE).

3.1.2. Datasets

We collected and established a large-scale, geo-tagged tourist place emotion dataset
called TPE. TPE offers three types of annotations: scene sentiment category, geo-tagged
information, and attraction type. The pipeline of data collection and processing for TPE is shown in Figure 2.

**Figure 1.** Distributions of selected tourist attractions and UGPs, with colored rectangles indicating
attraction numbers across continents.

**Figure 2.** Overview of the collection and the annotation of TPE. Note: SS, GI, and AT are the abbreviations of the scene sentiment, geo-tagged information, and attraction type, respectively.

**Data collection.** We developed a crawler to collect over 100,000 user-generated photos
(UGPs) with the .jpg format from Flickr and Weibo, using tourist attractions’ names and
coordinates obtained via the Google Geocoding API (https://developers.google.cn/maps/
documentation/geocoding/overview), accessed on 1 September 2020. These UGPs come
from 38 countries from 6 continents and cover 157 tourist attractions from January 2001
to November 2020. We ensured diversity by collecting at least 1000 images within a 1 km
radius of each attraction, prioritizing those rich in human presence and sentiment.

**Data cleaning.** With the UGPs and the corresponding geo-tagged coordinates, we
cleaned the data in both automatic and manual mode. Firstly, we deleted photographs
farther than one kilometer from the center of each attraction site. Then, a face detector was
employed to detect and save photos with human faces. Thirdly, we manually removed
the unqualified data with issues like occlusion (images where key features such as faces
were obstructed, either partially or fully), low-resolution (images that did not meet our
resolution threshold (e.g., at least 400p) were removed to ensure that all data used could
support accurate facial emotion analysis), mis-detected faces (images where the algorithm incorrectly identified non-face objects as faces were carefully removed to maintain data quality), and so on, and finally obtained 85,022 UGPs with 233,898 faces from various global attractions.

**Data annotation.** Annotating such a sizeable database is challenging and time-consuming. Unlike other databases that only provide basic expression categories, our database offers three kinds of annotations for UGPs: the scene sentiment category, geotagged information, and attraction type. The geo-tagged information consists of the attraction names and the geo-tagged coordinates collected from Google Geocoding API. Figure 3 shows a few cases with compound annotations in our dataset. These three annotations are designed to comprehensively capture the emotional and contextual aspects of the tourist experiences depicted in the images.

![Figure 3. Samples of the TPE at different tourist attractions.](image-url)

For **scene sentiment category annotation**, we sampled over 15,000 images from the collected emotion images as an annotated TEP subset. To ensure the professionalism of the annotation, we employed five emotional knowledge-trained annotators and developed a software called Expression Label Tool to facilitate efficient annotation. Each UGP in the annotated TEP subset has five working independent annotators. Referring to [34], the UGPs were categorized as positive, neutral, or negative, which reflects the primary emotional responses to the location. For challenging neutral annotation, we rely on simple indicators such as calm facial expressions, scenes without much movement or bright colors, and scenes where people are dressed normally and not interacting much. For positive and negative annotation, we utilize clear emotional expressions and contextual cues: positive emotions are marked by smiles, vibrant colors, and lively interactions, while negative emotions are identified by frowns, dull colors, and signs of stress or conflict. A UGP was kept if most annotators agreed on its category; otherwise, it was discarded for annotation reliability. With a Kappa coefficient [35] of 0.78 indicating high consistency, we finalized a subset of 10,034 UGPs.

For **geotagged information annotation**, each photo in a tourist attraction is annotated with precise geographical coordinates and the name of the attraction, facilitating spatial analysis and correlation with specific locations. This subset was then split into training (8068 images) and testing (1966 images) sets, following existing scene sentiment dataset standards.

For **attraction type annotation**, 157 tourist attractions were categorized into 4 main categories with 15 fine-grained types according to types of attractions listed on Google Travel
(https://www.google.com/travel/), Tourism Teacher (https://tourismteacher.com/), and the Classification of Tourist Attractions Group Standards, issued by the China Association of tourist sites on 15 November 2019. Table 1 provides descriptions of the coarse- and fine-grained attraction categories. Inspired by [36], a tourist attraction can be classified into one or multiple types. Like Machu Picchu, it may fit multiple categories (e.g., historical site and cultural heritage). Figure 4 presents the number of UGPs and faces under each tourist attraction type. The type of tourist attraction provides a contextual environment that helps with the analysis of the emotional response to different settings.

Table 1. The classification and description of the attraction types.

<table>
<thead>
<tr>
<th>Coarse Categories</th>
<th>Fine-Grained Types</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural landscape</td>
<td>Mountains</td>
<td>Landscapes dominated by naturally occurring mountains, such as Mountain Tai</td>
</tr>
<tr>
<td></td>
<td>Forests</td>
<td>Like Qiandaohu National Forest Park, Halong Bay sea forest, and so on</td>
</tr>
<tr>
<td></td>
<td>Lakes</td>
<td>Such as Lake Superior, Riyuetan Pool, and so forth</td>
</tr>
<tr>
<td></td>
<td>Rivers</td>
<td>Like the Mississippi River, Amazon River and so on</td>
</tr>
<tr>
<td></td>
<td>National parks</td>
<td>Areas are protected because of their diverse fauna and/or lovely surroundings, like Kakadu National Park</td>
</tr>
<tr>
<td></td>
<td>Islands</td>
<td>Lands that are separated from the mainland by water, like Mackinac Island</td>
</tr>
<tr>
<td></td>
<td>Beaches</td>
<td>Areas with pleasant weather and soft sand that attract tourists, like the shores</td>
</tr>
<tr>
<td>Cultural landscape</td>
<td>Museums</td>
<td>Places constructed around history, science, culture, or another topic, such as the Metropolitan Museum of Art</td>
</tr>
<tr>
<td></td>
<td>Historic sites</td>
<td>Locations where people go primarily to learn about their histories, like Macchu Picchu</td>
</tr>
<tr>
<td></td>
<td>Religions</td>
<td>Places where people visit mostly for religious-related activities, like cathedrals</td>
</tr>
<tr>
<td></td>
<td>Cultural heritages</td>
<td>Places with the aim of preserving the cultural premises of outstanding universal value to humanity worldwide, like the Great Wall</td>
</tr>
<tr>
<td>Purpose-built</td>
<td>Amusement parks</td>
<td>Places built with the sole purpose of providing entertainment for visitors, such as Disneyland</td>
</tr>
<tr>
<td>Special events</td>
<td>Markets</td>
<td>Areas that enable tourists to see wildlife, such as the zoos and aquariums</td>
</tr>
<tr>
<td></td>
<td>Performance arts</td>
<td>Destinations where travelers can shop for goods, like the Central Market</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Locations that combine artistic performance and entertainment through forms of cultural expression, like the Paris Opera</td>
</tr>
</tbody>
</table>

Figure 4. The number of photos (blue) and faces (orange) per tourist attraction type.
In all, we obtain a dataset with broad geographical coverage and cultural diversity, and Table 2 shows a summary of tourist attractions across different global regions, categorized by the number of attractions, the number of countries each region encompasses, and the variety of attraction types available in each region.

Table 2. Global tourist attraction distribution of our dataset.

<table>
<thead>
<tr>
<th>Regions</th>
<th>Attraction Amounts</th>
<th>Country Amounts</th>
<th>Attraction Type Amounts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe</td>
<td>56</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Asia</td>
<td>49</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>North America</td>
<td>23</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>Oceania</td>
<td>12</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>South America</td>
<td>11</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Africa</td>
<td>6</td>
<td>6</td>
<td>12</td>
</tr>
</tbody>
</table>

3.2. Overview

In this section, we present an overview of the proposed tourist place emotion analysis framework for accurate tourist place emotion extraction and analysis around the world, illustrated in Figure 5. The framework contains two main stages: multi-view emotion recognition and attraction-specific place emotion extraction. Particularly, in the first stage, to alleviate the gap between facial expressions and place emotions, we employ the Multi-view Graph Fusion Network (M-GFN) to effectively extract and identify multi-view emotions, including crowd emotions and scene implicit sentiments. In the second stage, with the recognized crowd emotions and scene sentiments from UGPs of different attractions, we design the novel attraction emotion index (AEI), alongside existing indices, the emotion intensity index [2] (EII) and Pearson correlation coefficient [37] (PCC), to facilitate a comprehensive analysis of place emotions at different tourist attractions. With both stages, we can obtain objective and accurate tourist place emotions from a large amount of UGPs.

Figure 5. Overall research workflow. It consists of two stages: (1) Training M-GFN on annotated TPE subset for multi-view emotion identification in UGPs from various attractions. (2) Integrating multi-view emotions with attraction types and evaluating place emotions using AEI, EII, and PCC.
3.3. M-GFN for Multi-View Emotion Recognition

Due to the tendency of users to post positive emotions on line [2], UGPs at tourist attractions may contain fake smiles and posed expressions, creating a gap between visible facial expressions and real place emotions. To address this, instead of only identifying individual facial expressions, we recognize multi-view emotions including crowd expressions and scene sentiments from UGPs through a novel M-GFN. This method fully considers the relations among facial expressions, crowd behaviors, and scene environments under different tourist attraction types. The M-GFN process (Figure 6) involves multi-view emotion representation and multi-view emotion recognition.

![Multi-view emotion representation](image)

**Figure 6.** Pipeline of multi-view emotion recognition from attraction UGPs. Given a UGP, the M-GFN first employs hierarchical attention modules to extract multi-view emotion representation and then employs the GNN to accurately identify crowd emotions and scene sentiments.

### 3.3.1. Multi-View Emotion Representation

In order to obtain multi-view emotion information from UGPs at different attractions, we first extract the features of facial expressions, attraction-specific environmental elements, and the scene.

In particular, with the help of normal DCNNs, such as a pre-trained RetinaFace [38], Faster RCNN [39], and ResNet50 [40], we apply three-level parallel attention augmentations for extracting multi-view environmental emotion characteristics. The first level extracts facial-level crowd expression attention, the second focuses on object-level local attention, and the third learns scene-level global attention.

For the first-level attention, we first use the off-the-shelf face detector RetinaFace and pre-trained Resnet50 to detect and extract the facial feature $f_i$ of each individual face region and then apply an LSTM to learn the attention weight of each face, which is able to model the expression relations between different faces in UGPs. Formally, the crowd expression features $X_c$ of multi-faces can be calculated as

$$X_c = LSTM(f_1, f_2, \cdots, f_N) = \left[w_1 f_1, w_2 f_2, \cdots, w_N f_N\right] \in \mathbb{R}^{L_1 \times N}$$

where $LSTM(\cdot)$ represents the overall operation of LSTM, $N$ represents the number of detected faces in a UGP, $w_i$ is the learned attention weight of the $i$-th facial feature, and $L_1$ is the dimension of each facial feature vector, indicating the relevance of each face in contributing to the overall crowd emotion. The attention weights of each facial element are dynamically learned through the LSTM’s pretraining process.
For second-level attention, Faster RCNN is first used to extract different types of local environmental elements in UGPs, like transportation, urban infrastructure, outdoor activities, animals, food and dining, personal items, indoor furniture, and people, as illustrated in Table 3. Then, we introduced a gated attention network, namely SE-ResNet50 [41] pre-trained on the ImageNet-1K database [42], to further identify and extract the features of tourism environmental elements in different attractions. The second-level feature stream, i.e., local attraction—specific environmental element features $X_l$, can be expressed as

$$X_l = S(e_1, e_2, \ldots, e_M) = [g_1v_1, g_2v_2, \ldots, g_Mv_M] \in \mathbb{R}^{L_1 \times N}$$ (2)

where $v_i$ is the $i$-th element feature of $e_i$, $g_i$ is the attention weight learned by the gated attention network, $M$ is the number of salient objects in the UGP, and $L_2$ is the dimension of each element feature vector. The attention weights are dynamically learned through the gated attention mechanism of SE blocks within the SE-ResNet50.

### Table 3. Local environment list.

<table>
<thead>
<tr>
<th>Environment-Related Categories</th>
<th>Subdivided Local Environment Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transportation</td>
<td>Bicycle, car, boat, bus, etc.</td>
</tr>
<tr>
<td>Urban infrastructure</td>
<td>Traffic light, fire hydrant, parking meter, etc.</td>
</tr>
<tr>
<td>Outdoor activities</td>
<td>Kite, skateboard, frisbee, sports ball, etc.</td>
</tr>
<tr>
<td>Animals</td>
<td>Bird, elephant, giraffe, horse, etc.</td>
</tr>
<tr>
<td>Food and Dining</td>
<td>Dining table, sandwich, hot dog, cup, etc.</td>
</tr>
<tr>
<td>Personal items</td>
<td>Backpack, handbag, umbrella, suitcase, etc.</td>
</tr>
<tr>
<td>Indoor furniture</td>
<td>Chair, sofa, potted plant, vase, etc.</td>
</tr>
<tr>
<td>People</td>
<td>Person</td>
</tr>
</tbody>
</table>

For third-level attention, to further utilize the global scene information, we first extract global scene features using the pre-trained ResNet50 and apply channel attention to focus on scene features most relevant to the overall sentiment of a UGP. This channel attention mechanism dynamically determines the attention weights, denoted as $w_c$, by evaluating the relevance of each channel in contributing to the scene sentiment. Then, we use element-wise multiplication to obtain the attraction-specific scene feature $X_g = s \cdot w_c \in \mathbb{R}^{L_3}$, and $L_3$ is the dimension of the attraction-specific scene feature.

#### 3.3.2. Multi-View Emotion Recognition

With the obtained $X_c$, $X_l$, and $X_g$, we first use a rectified linear unit (ReLU) operation to embed them into a unified vector space to obtain the environmentally-aware scene sentiment representation,

$$X_s = \text{ReLU}[X_c, X_l, X_g]$$ (3)

Then, we build the attraction-specific scene graph $G(X_s, M_s)$ based on the global scene feature. $M_s = \{m_i\}$, is the aggregate messages set, node vector $x_i$ collects messages from neighboring nodes $\{x_j\}$ to form $m_i = W_ix_j + b_i$, and $W_i$ and $b_i$ are the weight parameter and the bias vector of the network, respectively. Using the constructed graph $G(X_s, M_s)$ as input, 4-layer Gate Recurrent Units (GRUs) are also used to update node vectors in graph $G(X_s, M_s)$ until convergence. After training, a simple full-connected layer followed by the Softmax is used to predict the final scene sentiment.

### 3.4. Attraction-Specific Place Emotion Extraction

Leveraging identified multi-view emotions, we further develop AEI with two indices, EII and PCC, for a comprehensive analysis of place emotions across global tourist attractions. This emotion extraction involves two phases: attraction type encoding and attraction-specific place emotion quantification (Figure 7).
Figure 7. Block diagram of attraction-specific place emotion extraction.

3.4.1. Attraction Type Encoding

Several studies suggested that tourist attraction types may have a significant impact on human emotions. For example, attractions with water features often evoke joy, while concentration camp memorials typically induce neutral or negative emotions. Therefore, tourist attraction types need to be considered in the context of place emotion extraction from tourist places. Following the existing works [43,44], we define 15 types of tourist attractions as detailed in Table 1 in Section 3.1.2.

For each tourist attraction \( j \), we construct a multi-label vector \( I_j = \{i_1^j, i_2^j, \ldots, i_t^j, \ldots, i_{15}^j\} \) to encode their types. Where each element \( i_t^j \) represents whether or not the attraction type \( t \) is included. Given each attraction \( j \in \{1, 2, \ldots, n\} \), where \( n = 157 \), we label the attraction type label \( i_t^j \) in a one-hot encoding manner as follows:

\[
i_t^j = \begin{cases} 
1, & \text{if } j \text{ belongs to } t \\
0, & \text{otherwise}
\end{cases}
\]  

(4)

where \( i_t^j = 1 \) represents that the attraction \( j \) is classified into the attraction type \( t \).

3.4.2. Attraction-Specific Place Emotion Quantification

Using the recognized multi-view emotions and the attraction type encoded vector, we mine the attraction-specific place emotions via these three proposed indices, namely EII, AEI, and PCC.

Emotion Intensity Index (EII). EII quantifies the emotional intensity of each scene sentiment category across attraction types. With a certain attraction type \( t \), \( EII_t^j \) is calculated as the ratio of the number of photos in category \( c \) to the total number of photos in that type, symbolized as:

\[
EII_t^j = \frac{n_t^c}{n_t^{all}}
\]  

(5)

where \( n_t^c \) is the number of photos with emotion category \( c \), and \( n_t^{all} \) is the total photo count for attraction type \( t \). Note that the closer the EII is to 1, the stronger the intensity of the emotion category \( c \).

Attraction Emotion Index (AEI). AEI is a novel metric for quantifying emotions across different tourist attraction types. It incorporates multi-view emotions, crowd expressions, and scene sentiments. In one tourist attraction, we suppose that the total number of photos is \( N_t \), the crowd facial expression value of each photo \( i \) is \( f_e_i \), and \( C_p \) and \( C_n \) are the counts of photos with positive and negative sentiments, respectively. AEI under each tourist attraction \( j \) is represented as \( AEI_t^j \), which can be calculated as follows:

\[
AEI_t^j = \frac{C_p - C_n}{C_p + C_n}
\]  

(6)
A higher value represents that more people are happy or surprised at that place, which represents positive place emotion. On the contrary, a lower value indicates that more people may be sad, solemn, etc. This might point to a gloomy atmosphere there.

**Pearson Correlation Coefficient (PCC).** PCC assesses the correlation between place emotions and attraction types, potentially reflecting geographical influences. With $AEI_j$ of the attraction $j$ and the type encoding $i^t_j$ of the attraction type $t$, we represent the PCC as $P_{t,AEI}$, which is expressed as follows:

$$P_{t,AEI} = \frac{\sum_{j=1}^{n} (AEI_j - \bar{AEI})(i^t_j - \bar{i}^t)}{\sqrt{\sum_{j=1}^{n} (AEI_j - \bar{AEI})^2} \sqrt{\sum_{j=1}^{n} (i^t_j - \bar{i}^t)^2}},$$

where $n$ denotes the number of attractions, $\bar{AEI}$ represents the mean of the $AEI_j$ across attractions, and $\bar{i}^t$ represents the mean of the attraction type elements. A positive PCC value indicates that the type of tourist attraction has a positive effect on the emotion index $AEI$, and vice versa.

**4. Results and Analysis**

In this section, we thoroughly evaluated and discussed our tourist place emotion analysis framework. We first evaluated the results of multi-view emotion recognition. Then, we confirmed the viability of the tourist place emotion analysis framework and explored the connection between place emotions and attraction types, as well as the emotional differences among different tourist attraction types.

**4.1. Performance of M-GFN**

**4.1.1. Heatmap of Multi-View Emotion Representation**

To demonstrate the criticality of our three attentions more intuitively, we visualized the heatmaps for crowd expression, local attraction-specific environmental element, and global scene features in Figure 8, respectively. In the hot spring scene, the heatmap on crowd facial features primarily illuminates the faces of the individuals, showcasing the model’s precision in identifying expressions in a positive setting. The local heatmap emphasizes handheld items like chairs and slippers, indicating a focus on smaller, significant objects within the interaction. The global scene heatmap outlines the main relaxation area occupied by the group. The second row features a crafting scene where the heatmaps illustrate faces and local items like pens, cups, and plants, with the global heatmap covering the entire activity area. In the park scene, the facial features heatmap focuses on the three individuals, capturing their expressions. The local features heatmap highlights nearby elements such as the bag and roof, while the global heatmap encompasses the surrounding park area. In all, this three-level approach illustrates the model’s adaptability in shifting focus according to scene content, adeptly analyzing various aspects of the scene to enrich understanding of complex environments.

**4.1.2. Multi-View Emotion Recognition Results**

To demonstrate the superiority of the proposed M-GFN for multi-view emotion recognition, we compared our method in terms of accuracy [7] with several deep learning models of Resnet50 [40], SE-ResNet50 [41], context-aware emotion recognition network (CAERNet) [45], Long Short-Term Memory (LSTM) [46], Vision Transformer (ViT) [47], Graph neural network (GNN) [34], and a self-fusion network [48] based on contrastive learning (SFN). In practice, we used the annotated TEP subset and a popular scene emotion recognition dataset GroupEmoW [34] for comprehensive evaluation. Specifically, we utilized 8068 images from the annotated TEP subset for training, with the remaining 1966 images for testing. For the GroupEmoW, 12,714 images were used for training and 3178 for testing, as summarized in Table 4.
Figure 8. Heatmaps of three-level attentions on sample UGPs.

Table 4. Configuration of sample numbers.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Annotated TEP Subset</th>
<th>GroupEmoW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>8068</td>
<td>12,714</td>
</tr>
<tr>
<td>Testing</td>
<td>1966</td>
<td>3178</td>
</tr>
</tbody>
</table>

All experiments were implemented on Pytorch and TensorFlow libraries and ran on a PC with an Intel Core i7-10700 CPU at 2.90 GHz, 16 GB memory, and a NVIDIA GeForce GTX 2070 SUPER. For training, the learning rate was initialized as $2e^{-4}$ dropped by a factor of 10 per 4 epochs. The findings are summarized in Table 5. Compared to the second-best GNN method, our proposed M-GFN improved the recognition accuracy by 6.18% and 0.7% on the annotated TEP subset and GroupEmoW, respectively. This suggested that the M-GFN is more suitable for multi-view emotion recognition for such tasks.

Table 5. Quantitative evaluation of M-GFN versus other methods on two datasets. The best results are in bold.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Annotated TEP Subset</td>
</tr>
<tr>
<td>Resnet50 [40]</td>
<td>62.64</td>
</tr>
<tr>
<td>SE-Resnet50 [41]</td>
<td>67.57</td>
</tr>
<tr>
<td>CAER-Net [45]</td>
<td>68.98</td>
</tr>
<tr>
<td>LSTM [46]</td>
<td>69.71</td>
</tr>
<tr>
<td>VIT [47]</td>
<td>68.82</td>
</tr>
<tr>
<td>GNN [34]</td>
<td>75.17</td>
</tr>
<tr>
<td>SFN [48]</td>
<td>68.73</td>
</tr>
<tr>
<td>M-GFN (proposed in this study)</td>
<td><strong>81.35</strong></td>
</tr>
</tbody>
</table>
4.2. Tourist Place Emotion Mapping and Analysis

In the section, we evaluated and discussed the effectiveness of the extracted tourist place emotions on the following two aspects: (1) the distribution of the attraction emotion index (AEI) in different continents, (2) analyzing the emotion intensity index (EII) under different attraction types, and (3) exploring the relations between the attraction types and tourist place emotions with the Pearson correlation coefficient (PCC).

4.2.1. Attraction Emotion Index Mapping

The spatial distribution of all 157 tourist attractions with their AEI values is illustrated in Figure 9, with color-coded circles indicating varying AEI levels. Darker blue circles signify more positive place emotions, while lighter blue suggests lower emotional values. The Basilica of Our Lady of Guadalupe has the lowest AEI of 0.292, because religious attractions may inspire solemn emotions. In contrast, Mackinac Island obtains the highest AEI of 0.875, and Orchard Road, Singapore’s famous shopping street, obtains an AEI of 0.644, highlighting that a beautiful and relaxing environment promotes a greater AEI. Additionally, an AEI average across continents shows Europe with the lowest at 0.601, likely due to its abundance of historical sites, aligning with findings of recent humanities studies [49]. The average AEI for African attractions is the highest, at 0.798. The high emotional value associated with attractions in Africa could be attributed to its beautiful natural landscapes, diverse wildlife, rich cultural heritage, adventure activities, and high-quality tourism services, offering visitors a uniquely enriching experience. This further demonstrates the relationship between the attraction types and specific cultural contexts, validating our framework.

![Figure 9. The distributions of AEI for 157 tourist attractions in different continents.](image)

4.2.2. Emotion Intensity Index Cross Attraction Types

Figure 10 provides the EII of the three classes of emotions under each tourist site type. It reveals varying emotional intensities among different tourist attractions. Notably, places like beaches, islands, lakes, forests, mountains, and national parks tend to evoke more positive emotions, often exceeding 50%. The UGPs from those tourist attractions usually contain open environments, beautiful views, or entertainment programs. In contrast, attraction types such as religious sites, historical sites, cultural heritages, and museums have significantly higher EII for negative emotions. This could be because these places often evoke a sense of reflection and mourning in people. Furthermore, neutral emotion constitutes a significant proportion in most cases. Neutral emotion predominates, often reflecting a baseline state when individuals process new information, as seen in tourists.
initially absorbing their surroundings [50]. Instead, it can represent a state of contemplation, absorption, or simply a momentary pause in emotional display.

![Figure 9. The distributions of AEI for 157 tourist attractions in different continents.](image)

4.2.2. Emotion Intensity Index Cross Attraction Types

Figure 10 provides the EII of the three classes of emotions under each tourist site type. It reveals varying emotional intensities among different tourist attractions. Notably, places like beaches, islands, lakes, forests, mountains, and national parks tend to evoke more positive emotions, often exceeding 50%. The UGP from those tourist attractions usually contain open environments, beautiful views, or entertainment programs. In contrast, attraction types such as religious sites, historical sites, cultural heritages, and museums have significantly higher EII for negative emotions. This could be because these places often evoke a sense of reflection and mourning in people. Furthermore, neutral emotion constitutes a significant proportion in most cases. Neutral emotion predominates, often reflecting a baseline state when individuals process new information, as seen in tourists initially absorbing their surroundings [50]. Instead, it can represent a state of contemplation, absorption, or simply a momentary pause in emotional display.

![Figure 10. EII of the three classes of emotions for 15 fine-grained tourist attraction types.](image)

4.2.3. Correlation of Attraction Types

To explore the relationship between different attraction types and emotions from the UGP, we calculated the cross-correlation matrix, as illustrated in Figure 11. The four coarse-grained types of tourist attractions have been marked: N (natural landscape), C (cultural landscape), P (purpose-built), and S (special events). Overall, there is a positive correlation among attraction types of religious sites, historic sites, cultural heritages, and museums. These tourist attraction types are all cultural landscapes that will elicit negative emotional reactions from participants. Moreover, there is a strong positive connection between islands and beaches. This could be due to their frequent co-occurrence as travel destinations, with many islands featuring their own beaches. Lakes, forests, mountains, national parks, and wildlife attractions also exhibit positive correlations due to their shared association with natural landscapes and outdoor recreational activities, which are commonly sought after in eco-tourism and adventure travel. On the contrary, there is a negative correlation between cultural landscapes (i.e., religious sites, historic sites, cultural heritages, and museums) and all other attraction types, except for performance arts. Specifically, the result indicates a weak positive association between performance arts and cultural heritages ($r = 0.06$) and museums ($r = 0.01$), suggesting the subtle connections between different types of cultural and artistic sites. For the correlations between the attraction emotions and attraction types, aside from cultural landscapes, all types of attractions have a positive impact on emotions. This finding is consistent with [49], which evaluated human emotions using faces in social media data.
4.2.4. Predicted Emotions of UGPs under Attraction Types

To further explain how the multi-view emotions of UGPs reflect the place emotions, Figure 12 shows the predicted results of our multi-view emotions and place emotions under different tourist attraction types. The rightmost shows the EII and PCC values of different attraction types, and the left shows the predicted multi-view emotions. In the first row for the attraction type of national parks, the EII for negative emotions is only 0.008, the lowest compared to other attraction types, and the PCC is 0.260, indicating that national parks have a positive effect on the AEI. In the second row, under the wildlife attractions, the multi-view emotions of UGPs show that tourists have positive and neutral emotions. Compared to national parks, the EII values of neutral emotions increase to 0.495 and PCC decreases to 0.175. For the third row of historical sites, the EII values of negative emotions increase, and PCC decreases to −0.226, indicating a negative effect of this attraction type on AEI. The predicted results of different UGPs explicitly corroborate that the emotions of different scenarios constitute place emotions and create place emotions.
4.3. Comparison with Facial Expression-Based Method

4.3.1. M-GFN on Complex Scenarios

Furthermore, to evaluate our method on complex scenes and images with ambiguous expressions, Figure 13 displays the emotion recognition results predicted with the face-based GNN method [34] and our M-GFN. These complex environments contain a variety of crowded scenes, lighting variations, pose variations, occlusion variations, resolution variations, cultural differences, and so on. In contrast to the face-based GNN method [34], our M-GFN demonstrates superior performance. For instance, although the individuals in the first photo of the first row are smiling, the M-GFN accurately identified the prevailing neutral emotion. These visualization results highlight the effectiveness of the M-GFN in suppressing emotion bias among UGPs, ensuring more accurate emotion recognition even in complex scenarios with mixed emotional cues. Unlike traditional models that rely solely on facial expressions, our M-GFN method integrates multiple sources of emotional data, resulting in more robust emotion recognition capabilities.
4.3.2. Assessment of the Framework

Recognizing the established reputation and adoption of facial expression-based emotion detection in numerous studies, we aimed to validate the reliability of our novel methodology by juxtaposing it against this conventional approach. For this comparative analysis, referring to Kang [49]'s study, which used facial expression tools to create a 'Joy Index', we found our AEI strongly correlates (0.796, p-value: 2.747e⁻²¹) with this index, validating our method's reliability.

Furthermore, unlike traditional methods centered on facial expressions, which at times may misunderstand certain facial cues, our approach offers a more comprehensive insight. Relying only on facial expressions can overlook critical contextual information. Factors like scene objects and surrounding events can profoundly influence emotions, yet these are often disregarded in conventional methods. Our method, incorporating multi-view emotions from the M-GFN, aligns with environmental psychology principles by including such context, offering a more comprehensive and objective emotion understanding. Specifically, results from our multi-view emotion-based framework in Figure 14 reveal that natural and recreational sites like national parks and beaches have a positive impact on human emotions. Purpose-built sites of markets and performance arts also have some positive impact on human emotions. These places often provide experiences that connect individuals with nature, offer entertainment, and facilitate relaxation and physical activity, which can lead to increased happiness and reduced stress. In contrast, cultural landscapes of museums, religious sites, historic sites, and cultural heritages might have a negative impact on emotions. Visitors to these places often reflect on their histories and cultures, evoking solemn and reflective emotions. While results from the individual facial expressions-based framework on the TPE dataset show that amusement parks, markets, and performance arts have a negative connection to human emotions, our findings align more closely with common-sense expectations in our study area.

![Figure 14. PCC of attraction types and place emotions. AEI via recognized multi-view emotions; Joy Index through single facial expression.](image)

By considering the environment’s influence on emotions, our approach captures a wider range of emotional responses (e.g., facial expressions, scene elements, and contexts), making it suited for assessing complex emotional experiences at tourist attractions, indicating the importance of environmental perception of tourist destinations in shaping emotions [51].
4.4. Comparison with Website User Attraction Ratings

We employed the predicted attraction emotion indexes (AEI) that are the emotion experience of people at tourist attractions obtained from the UGPs, for evaluating the results of place emotion prediction. To verify the effectiveness and sensibility of the framework of our proposed place emotion prediction, we compared the predicted AEI and the user rating score in TripAdvisor. The graph in Figure 15 demonstrates remarkable consistency between our normalized emotional analysis results (orange points) and user ratings (blue points), highlighting the effectiveness of our emotion analysis methodology. Additionally, the advantage of our method is that it allows for a more nuanced understanding of visitor emotion responses beyond simple numerical ratings, enabling attractions to tailor experiences and marketing strategies more effectively to meet visitor expectations and enhance overall satisfaction.

![Figure 15. Scatterplot of predicted AEI and rating score of places.](image)

5. Discussion

5.1. Data Sensitivity Test

Since the photos varied across different tourist attractions, a key issue is that more popular attractions may dominate the analysis and skew the findings. We employed a strategy that involves calculating the emotion intensity index (EII) in three data setting scenarios: using data from all attractions, excluding attraction with the most photos, and excluding attraction with the fewest photos. Additionally, we plotted the deviations of the three sets of results in Figure 16 and found that the variance was minimal. Notably, for attraction types like beaches, islands, markets, performance arts, and amusement parks, the variances are still small, all below 0.00015, indicating consistent findings across these three scenarios. This validates and confirms the robustness of our collected data and the place emotion analysis framework in addressing this potential bias.

![Figure 16. Variance of EII across attraction types with different data settings.](image)
5.2. Impact of Attraction-Type Perspective on Emotions

5.2.1. Differences in Place Emotions across Attraction Types

Due to the introduction of attraction type encoding, we observed that the mined emotional patterns of different tourist places are consistent with existing research, again validating the effectiveness of our framework. For example, Figure 10 further reveals that natural landscapes evoke positive emotions, while cultural sites like religious sites and museums may suppress positive expressions, as Kang et al. indicated [49].

Tourist place emotions are influenced by environmental and human geographical factors. Natural landscapes often induce positive feelings due to their tranquility and inherent beauty, providing a break from urban life [13]. Conversely, cultural sites in regions may prompt more deep emotions, influenced by societal norms and the environments of historical or religious sites [52]. These interactive factors offer a comprehensive perspective on the diverse emotional responses across various attractions.

5.2.2. Commonalities in Place Emotions across Attraction Types

We also observed a notable consistency in the emotional analysis results across both the overall datasets and various attraction types. The negative emotions accounted for the least, less than 5%. This aligns with the previous study [2], which found people may be more inclined to share positive experiences than negative ones on the public platforms. This consistency strengthens our observations.

This finding also emphasizes that, regardless of the type of attraction, they are generally attractive and positively affect tourists. Attractions, as an important part of tourism, are usually designed and managed to provide pleasurable and memorable experiences that generate positive emotions among tourists and reduce the generation of negative emotions [53,54].

To conclude, multiple factors influence the emotional responses of tourists at different attraction types, and a deeper understanding of these reactions could offer more comprehensive insights into tourist behavior.

5.3. Place Emotion Analysis under Various Regions

Understanding the impact of regional culture differences on place emotions is crucial for a comprehensive analysis of tourist experiences. Figure 17 illustrates the EII distributions of each place emotion category under various regions with various culture differences. Regions like Oceania and South America exhibit high positive emotions, which can be attributed to their graceful natural landscapes [55,56]. In contrast, the predominance of neutral emotions in Europe and North America might be due to the fact that Europe has more human attractions, such as the British museum and Balboa Park. Africa’s low negative emotions reflect their unique and more differentiated tourism cultures and life contexts. These findings suggest that different regions have unique attraction cultures, influencing how visitors experience and enjoy these destinations.

Despite the emotional differences observed among regions, radar charts show that tourist attractions across all regions elicit primarily positive and neutral emotions, with negative emotions being consistently low. This finding highlights that although the types of tourist attractions and cultural differences across regions slightly influence the emotional distribution of tourists, overall tourist satisfaction remains high globally. This is largely due to the inherent appeal of scenic and culturally rich destinations [57].

5.4. Framework Performance, Limitations, and Future Perspective

Explicitly mapping human emotions of places has long been hampered by the lack of automatic methods. This study proposed the M-GFN, a deep learning model that effectively maps place emotions in tourist attractions, which effectively suppresses the side influence of the gap between facial expressions and place emotions due to possible posed expressions in social media [58]. The high overall accuracy suggests its robust performance in extracting and analyzing tourist place emotions.
Taking world-wide tourist attractions as diverse examples, we deployed a Multi-view approach to mine tourist place emotions from attraction type perspectives. Notably, more than half of the people express neutral feelings across attractions, unlike the assumption of most positive emotions in tourist places like shopping areas. There is a need to understand the detailed influences on emotions at tourist sites.

Despite its innovation, this study has limitations. Foremost, exploring the reasons behind the observed emotional differences or similarities across attractions is important. In this research, our primary goal was to develop a novel framework for tourist place emotion extraction using multi-view emotions, only briefly exploring the link between place emotions and attraction types due to the coarseness of the global dataset. In the future, we will differentiate between vacationers and regular visitors, analyzing emotional changes over time. Meanwhile, we will introduce time variation analysis and special event detection, like political situations and pandemics, to understand emotional cultural backgrounds, trends, and potential anomalies.

6. Conclusions

We presented a novel framework to extract and analyze emotions associated with various tourist attractions, leveraging multi-view emotions and attraction-specific indices from user-generated geo-tagged photos (UGPs). This is a growing form of urban big data that has permeated through urban informatics but is not yet used for such a purpose. Taking world-wide tourist attractions as diverse examples, we deployed a Multi-view Graph Fusion Network (M-GFN) to identify multi-view emotions, incorporating crowd facial emotions and implicit scene sentiments, effectively bridging the emotional gap posed by individual expressions in UGPs. Subsequently, we employ three attraction-specific indices—emotion intensity index (EII), attraction-specific emotion Index (AEI), and Pearson correlation coefficient (PCC) -to enhance the extraction and analysis of emotions at tourist locations by considering the diversity of attraction types.

The M-GFN model, which integrates meaningful environmental contexts, outperforms state-of-the-art (SOTA) methods in predicting multi-view emotions, highlighting its accuracy and establishing a solid foundation for the precise extraction of tourist place emotions. A quantitative comparative analysis conducted on the TPE dataset confirms our framework aligns with established emotional insights and outperforms another facial approach.
expression-based framework, thereby validating its effectiveness. Furthermore, our study exploring the relationships between types and regions of tourist attractions and place emotions reveals the diverse emotional effects that different attractions exert on visitors, while also highlighting common emotional impacts, providing essential insights into the emotional dynamics at global tourist sites.

This comprehensive framework not only advances the methodology of analyzing place emotions in global tourist destinations but also has significant implications for environmental management and tourism planning. This involves utilizing emotional data to balance tourism growth with environmental conservation, ultimately enhancing the emotional experiences of visitors at tourist attractions worldwide. By applying this approach, user-generated photos can be used more widely, such as urban perception studies at different spatial scales.
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