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Abstract: Industry 4.0 is characterized by the availability of sensors to operate the so-called intelligent
factory. Predictive maintenance, in particular, failure prediction, is an important issue to cut the costs
associated with production breaks. We studied more than 40 publications on predictive maintenance.
We point out that they focus on various machine learning algorithms rather than on the selection
of suitable datasets. In fact, most publications consider a single, usually non-public, benchmark.
More benchmarks are needed to design and test the generality of the proposed approaches. This
paper is the first to define the requirements on these benchmarks. It highlights that there are only
two benchmarks that can be used for supervised learning among the six publicly available ones we
found in the literature. We also illustrate how such a benchmark can be used with deep learning to
successfully train and evaluate a failure prediction model. We raise several perspectives for research.

Keywords: Industry 4.0; predictive maintenance; data mining; failure prediction; data collection;
evaluation methodology; LSTM

1. Introduction

Industry 4.0 has received growing attention in the last decade [1,2]. In 2013, the Ger-
man government considered the Industry 4.0 project as a major effort to establish leadership
in the industry. It was identified as one of the “10 Projects for the Future” in the High
Technology Action Plan for 2020. In 2014, the Chinese government declared, as part of
a 10-year national plan, “to make China the manufacturing workshop of the world and
a global manufacturing power”, and is counting on the upgrade of its industry globally.
In 2017, [3] noticed a continuous increase in the number of publications in the field of
intelligent manufacturing from 2005 to 2016. The latest numbers of publications indexed
on the Web of Science show a sharp increase in the number of publications since 2015, cf.
Figure 1. This figure plots the number of publications on “intelligent manufacturing (all
fields)” counted per year.

Industry 4.0 involves several technologies from different disciplines, such as Internet
of Things, cloud computing, big data analysis, and artificial intelligence. In this work, we
focus on machine failure prediction in Industry 4.0. Indeed, the success of factories depends
closely on the reliability and quality of their machines and products. Unexpected machine
breakdowns in production processes lead to high maintenance costs and production
delays [4]. Therefore, understanding and predicting critical situations before they occur can
be a valuable way of avoiding unexpected breakdowns and saving costs associated with
failure. Thanks to the emerging technologies mentioned above, equipment in industrial
production lines is increasingly connected and therefore, produces large volumes of data.
These data can be analyzed and transformed into knowledge to enable decision makers to
better manage maintenance.
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Figure 1. Number of publications on “intelligent manufacturing (all fields)” counted on Web Of
Science per year.

Maintenance management approaches can be grouped into three main categories with
different levels of complexity and effectiveness [5]:

*  Reactive maintenance (also called run to failure): It is the simplest and least effective
approach. Maintenance is performed only after failure has occurred, resulting in much
greater intervention time and equipment downtime than that associated with planned
corrective actions;

e  Preventive maintenance: Here, maintenance actions are carried out according to a
pre-established schedule, based on time or process iterations. With this approach,
failures are usually avoided, but unnecessary corrective actions are often performed,
leading to inefficient use of resources and increased operating costs;

*  Predictive maintenance: In this approach, maintenance is carried out based on an
estimate of the condition of a piece of equipment [6]. Predictive maintenance makes it
possible, thanks to predictive tools based on historical data, to detect upcoming anoma-
lies in advance and to perform maintenance in good time before a failure occurs.

In the field of predictive maintenance, our work focuses on the prediction of failures.
We prefer the term “failure prediction” to make it clear that we want to predict, at a given
moment, that a failure will occur in the future. We avoid the term “anomaly detection”
because “detection” covers cases where one wants to find out at an instant that there is an
anomaly already in progress at that instant, and “anomaly” refers to anything unusual and
far broader than failures that can be prevented by maintenance. For example, the Kaggle
Challenge on predicting production line performance [7] was initially formulated as an
anomaly detection problem, as we will see in Section 4.4.

The prediction of failures explicitly takes into account the fact that the data are sequen-
tial, ordered in time. There are many challenges, including the following:

1.  The mass of data: the sensors automatically generate an amount of data that quickly
reaches the order of a GB;

2.  Imbalanced data: failures are much less common than normal cases;

3. The variety of the data: we often have to learn with few copies of the same machine,
or even of the same family (but of different powers, for example).

These challenges are not specific to sequential data. However, they are almost always
present, and more pronounced than when looking at other domains, especially without
temporal data. Existing algorithms have to be improved or new algorithms have to be
designed. Those algorithms have to be evaluated on various benchmarks in order to
demonstrate their effectiveness on a range of applications.
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This paper focuses on the identification of suitable benchmarks. To the best of our
knowledge, it is the first paper dedicated to the identification of benchmarks for the
prediction of failures in Industry 4.0. Our contributions are as follows:

*  Browse the state of the art and point out that most published works on failure predic-
tions considered their own private datasets;

e  List explicitly the requirements on benchmarks to be used to train or evaluate a failure
prediction model;

¢ Analyze six public benchmarks and highlight which ones are suitable and why the
others are not;

e Illustrate the use of such benchmarks to train and evaluate a deep learning approach
to predict the remaining useful life of a turbo-reactor.

This paper is organized as follows: Section 2 presents a comprehensive mapping of
the work being done in Industry 4.0. Section 3 establishes the characteristics that datasets
must meet in order to train and test algorithms to predict failures. Section 4 gives examples
of good datasets and also counterexamples. Section 5 shows an example of using deep
learning to predict the remaining useful life of a turbo-reactor. Section 6 concludes and lists
some research perspectives.

2. Literature Review

Many works are published on the subject of Industry 4.0. A few papers give an
overview of the field. We already referred to [3] for pointing out the increasing interest in
intelligent manufacturing. They also study the positions of main industrial countries about
Industry 4.0. In [4], the authors analyze the environment of Industry 4.0 and present the
different technologies and systems that are used in this field. Ref. [8] proposes a conceptual
framework of intelligent manufacturing systems for Industry 4.0 and presents several
demonstrative scenarios, using key technologies such as IoT (Internet of Things), CPS
(cyber—physical systems), and big data analytics. The security of those systems is an issue
addressed in such projects as [9].

Other publications focus on techniques and applications. Among them, we find many
machine leaning techniques. Ref. [10] focuses on cost-sensitive learning. An industrial
application is studied but the data are not freely available and the experiments are com-
pleted by 25 public benchmarks outside industrial processes. Refs. [11,12] considers logical
data analysis (LDA) methods. Ref. [11] presents a new methodology for predicting mul-
tiple failure modes on rotating machines. The proposed methodology merges a machine
learning approach and a pattern recognition approach (LDA). The proposed methodology
is validated using vibration data collected on bearing test stands. Ref. [12] proposes a
technique called logical analysis of survival curves (LASC) to learn the degradation process
and to predict the failure time of any physical asset. Similar to [11], the authors use machine
learning and logical data analysis techniques to exploit instantaneous knowledge of the
failure state of the physical asset being investigated. This method has been tested on data
collected from sensors mounted on cutting tools.

Several deep learning techniques are used in the intelligent manufacturing context:
deep neural networks [13], deep convolutional neural network [14], fuzzy neural net-
works [15], and wavelet neural network [16]. In [13], the authors use deep neural networks
for failure prediction of rotating machines. Since it is generally difficult to obtain accu-
rately labeled data in real industries, the authors propose data augmentation techniques
to artificially create additional valid samples for model training. In [14], the authors pro-
pose a new method for predicting tool wear based on deep convolutional neural networks
(DCNN). The performance of the method is validated on tool datasets from CNC (computer
numerical control) machines running dry until failure. In [15], the authors propose multi-
layer neural networks based on fuzzy rules to predict tool life; the method is validated on
datasets collected from tools used in a dry milling operation. In [16], the authors investigate
the application of a special variant of artificial neural networks (ANN), in particular the
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wavelet neural network (WNN), for monitoring tool wear in CNC high-speed steel end
milling processes.

Other approaches, such as Markov processes, association rules mining, SVM, random
forests and XGBoost, are used together with similarity-based residual life prediction tech-
niques or fuzzy inference techniques. In [17], the authors consider the application of a
state space model for predicting the remaining useful life of a turbo-fan engine. In [18],
the authors propose a technique to improve the prediction of the remaining useful life
based on similarity. The authors perform an experiment on the remaining useful life of
gyroscopes to validate the approach. In [19], the authors propose a failure prediction
method based on multifactorial fuzzy time series and a cloud model. In [20], the authors
use random forests for the predictive maintenance of a cutting machine. Ref. [21] uses
random forests and XGBoost in a predictive maintenance system for production lines.
In [22], the authors propose an innovative maintenance policy. It aims both at predicting
component failures by extracting association rules and at determining the optimal set
of components to be repaired in order to improve the overall reliability of the factory,
within time and budget constraints. An experimental campaign is conducted on a real case
study of an oil refinery plant.

Techniques of imagery and learning methods are also used together. In [23], the au-
thors present a new approach for classifying tool wear, based on signal imaging and deep
learning. By combining these two techniques, the approach allows to work directly with the
raw data, avoiding the use of statistical preprocessing or filtering methods. In [24], the au-
thors present a methodology to automatically detect defective crankshafts. The proposed
procedure is based on digital image analysis techniques to extract a set of representative
features from crankshaft images. Supervised statistical classification techniques are used to
classify the images, according to whether or not they are defective.

To summarize, the existing publications on failure prediction in Industry 4.0 have
focused on its applications and on the learning algorithms but no publication has focused
on the benchmarks available for failure prediction in Industry 4.0, as done in this work.
In fact, each publication considers one or a few datasets. Most of the time, those datasets are
private. However, public datasets are useful to compare to, or at least reproduce, existing
approaches. The availability of distinct datasets helps to design generic approaches. In all
the works cited previously, we found only two benchmarks that are publicly available and
suitable for failure prediction.

3. Required Characteristics of a Benchmark for Failure Prediction

Let us first identify the characteristics that a benchmark should satisfy to be used to
train and test an algorithm for failure prediction.

In this paper, we do not differentiate between data flows, sequential data and temporal
data. We assume that the data arrive continuously. This is emulated when we work with
existing datasets. The data have timestamps that allows us to order the data into sequential
data. We do not impose a constant frequency of data arrival. The order, or rather the
sequence, of the data is the important characteristic. Some algorithms are designed to
learn from sequences, e.g., deep learning approaches, such as LSTM [25-27]. Otherwise,
the use of a sliding window of fixed width allows to transform a sequence into classical
attribute-value data and thus, to use algorithms that are not dedicated to sequences initially,
hence the whole set of algorithms available in the usual learning libraries.

In machine learning, it is important to identify the individual (or, in a complementary
way, the population) on which one is generalizing. In the case of sequential data, we con-
sider that each moment corresponds to an individual. For example, if we are interested in
a machine whose breakdowns we want to predict, we collect data with a certain frequency.
Every moment that data are collected is an individual. This is a typical setting and it is
used in many works, e.g., [13-16].



Informatics 2021, 8, 68

50f13

Let us emphasize that making predictions at every timepoint is very different from the
so-called time series classification (TSC). Indeed in TSC, the learning task is the classification
of an entire series [28-31], i.e., to assign a single label to the whole sequence. Our aim is to
assign a class value to each individual of the sequence.

We are in the context of supervised learning, where a label is associated to each
individual. Indeed, the goal is to learn a model that predicts the value of that label for a
new individual, which is another moment in our case. For example, we need to know at
each instant if it is less than 3 days before the next breakdown. In this example, we assume
that 3 days is the reasonable duration to organize maintenance. We use classification
techniques if the label is qualitative/categorical or regression techniques if the label is
quantitative/numerical. Since we are interested in predicting failures, we assume that
data collection stops when a failure occurs. Indeed, it can be assumed that data collection
resumes when the failure has been corrected, and this constitutes a new sequence. Thus,
each learning sequence ends with a failure. In this case, if we adopt the point of view of
classification, we can define the label as a Boolean indicating whether the failure will occur
in less than a given threshold, this threshold corresponding to the time needed to plan
maintenance and reorganize the production. Alternatively, instead of classifying by setting
a threshold, one can take the regression viewpoint and define the label to be predicted as
the time remaining before the failure, known as the remaining useful life (RUL), e.g., [32].

The question of classifying only the last moment or each moment of a sequence raises
the question of the link between the sequences that are used to learn the model and the
sequences on which predictions are made, using this model. A special case is the case of a
data flow, and thus, a single data sequence, the part of which is already seen can be used
as training data to build a model that is applied to the data that follow. In many cases,
there are several distinct sequences. The question is whether these sequences relate to the
same machine as in the bearings dataset [33]. If the sequences relate to different machines,
the differences may be of several kinds:

¢ There can be several physical exemplars of exactly the same model of machine;

®  The machines can be of the same family but of different power ratings, for example;

*  We can generalize to “similar” machines, i.e., comparable for learning and prediction,
but possibly from different families.

In all cases, the construction and then application of a model requires finding a
common, “comparable”, representation of the data, for example, by integrating the power,
the model and the family of machines under consideration. Training and test data are
said to be representative if the model learned from the training data can be applied,
with relevance, to the test data. In [34], the authors notice that many datasets are provided
as separate training and test sets, but the frequencies of the classes are very different. These
training and test sets, therefore, do not come from the same population and should not
be compared.

In conclusion, we recommend that a dataset for supervised learning consists of sequences
as follows:

e Al are comparable to each other, ie., having the same representation, including a
description of their similarities and differences, making it possible to learn a model
from any subset of these sequences and to be able to apply this model to the remaining
sequences;

e  Each sequence ends with a failure/anomaly, making it possible to determine the value
of the label for each instance of the sequence.

4. Analysis of the Publicly Available Benchmarks

In all the works cited in Section 2, we found only two benchmarks that are publicly
available. These benchmarks are the bearing datasets [32,33,35-38] and the TurboFan
datasets [39,40]. In this section, we analyze them plus three additional benchmarks dealing
with fault prediction available on the internet. We describe each one and check whether it
meets the characteristics required above.
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4.1. Secom

The SECOM dataset [41] concerns a semiconductor manufacturing process. There
are 591 attributes for a dataset with 1567 examples. Only 104 examples end with a failure.
The remaining 1463 “examples” cannot be used in a supervised approach because they
cannot be assigned a label since it is not known when the failure will occur (in fact, when
the failure occurred for the training and test data). Moreover, these sequences are short:
18 timestamps on average, and even 3 for the shortest one. This does not leave time to
organize maintenance, and therefore, it is not relevant to try to predict failure in this context.

4.2. Li-lon Battery Aging

The lithium—ion battery aging dataset [42] is intended to predict the remaining charge
on the one hand, and the remaining lifetime (before the battery capacity has decreased
by more than 30%) on the other hand. Each sequence consists of charge and discharge
cycles. A total of 5 to 7 attributes are measured according to the current state of the cycle.
However, only 4 batteries are tested. This provides too few examples on which to learn
and test.

4.3. Bearings

This benchmark is about four bearings installed on a shaft [38]. There are three
datasets. Each of them describes a test-to-failure experiment. So the remaining useful life
(RUL) looks well defined. Vibrations were measured using accelerometers installed on the
bearing housing for each bearing. The first difficulty is that 8 accelerometers were used in
the first dataset, while only 4 accelerometers were used in the second and third datasets;
this makes difficult to generalize among those datasets. Moreover, the failures concern
different parts: bearings 3 and 4 for the first dataset, bearing 1 for the second dataset and
bearing 3 for the third dataset. A second difficulty is whether it is possible to generalize
from one bearing to another, knowing that their locations are different [33] (Figure 16).
Finally there are too few failures—4 failures altogether in the three datasets—to train and
test a predictive model.

4.4. The Challenges of the Bosch Dataset

The Bosch company offered a contest on Kaggle [43]. This contest concerns the
prediction of the quality of the parts produced. The dataset is related to 1,184,687 prod-
ucts, described by 968 numerical values of the individual sensors and 1156 timestamps
corresponding to the time of passage through the individual sensors. The data are not
further detailed by the company. It is only known that there are 51 stations on a total of
4 production lines.

We can already notice the following:

e  The proposed dataset is large (14.3 GB). Each operation on such a large amount of
data is difficult;

®  There are only 6879 faulty products, 0.58% of the products. Thus, the data are ex-
tremely unbalanced;

*  Many values are missing. All the parts do not go through all the stations, as can
be seen in Figure 2 which shows the number of parts going through each of the
51 stations, so the parts do not have values for the attributes of the stations they do
not go through. We will come back to this difficulty.

For these reasons, the proposed competition on Kaggle is difficult. However, the com-
petition was not really a predictive maintenance problem. Indeed, the aim was to “predict”
the quality of the part, described by the values measured during its production, i.e., once it
is already produced. The values of the descriptors at time t are used to predict the class
at this same time t. There is no prediction of the class from data collected before the part
is produced. However, this is how one could avoid producing defective parts instead of
observing their poor quality afterwards. A predictive maintenance goal involves predicting
the production of a defective part well in advance of its production, sufficiently in advance
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to plan maintenance. In this context, the predictive maintenance would suggest to replace

a worn tool before defective parts are produced.
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Figure 2. Products count passing through each station.

We could use the timestamps to reconstruct the sequence in which the parts were pro-
duced and use this sequence to predict the quality of the next parts from the parts already
produced. In addition, we assume that each time a part is defective, a correction is made on
the production line and, therefore, each defective part indicates the end of a sequence, after
which a new sequence starts. Hence, the parts could become the instance/individuals we
work on. The number of defective parts would become the number of sequences. The ratio
of the number of times that a part is defective does not change, and the same applies if a
threshold is entered for the time before the defective part. On the other hand, if one wants
to learn the remaining useful life (RUL), each instance/part in the sequence can be labeled
by the number of parts between it and the end of the sequence.

The main difficulty comes from the “missing” values. To begin with, it should be
noticed that the values of the attributes of the stations where the parts do not pass are
not missing. They could be assigned an explicit value of “does not pass through this
station”. Although all attributes are numerical and it is difficult to give a numerical value
to “does not pass through this station”, this difficulty is manageable. The real difficulty
is not knowing which station is faulty, and this is the real missing value. Since we guess
that when faulty parts are produced, the fault is corrected in order to produce correct parts
again, information about the station that caused the fault exists but is missing. Without this
information, the actual value of the remaining useful life cannot be determined.

4.5. Hard Drives’ Lifetime

The backblaze website [44] provides quarterly statistics and data on the remaining
useful life of its hard disks. On Figure 3, we can see that at the end of September 2019,
the company collected data on 112,864 hard disks; 6078 have died and the remaining
106,786 disks that have not yet failed can be used neither for training nor for testing in a
supervised approach.

The disks come from four manufacturers and are of several models. If we want to
use all of them for learning and testing, we must make sure that they all have the same
descriptors and that the descriptors include the characteristics of the disks (manufacturer,
model, capacity). Often, studies focus on the most common model [45-48]. There are
3724 copies of the Seagate ST4000DMO000 model that have failed. This provides a consistent
dataset, in which the disks are described by the same attributes. In fact, the data contain
the date (since it is collected daily), the serial number and model of the disk, its capacity,
a failure indicator, and 45 S.M.A R.T. (self-monitoring, analysis and reporting technology)
attributes with their raw and normalized values. Pre-processing is required to generate
the sequences, with one file per serial number containing one line per date, since the data
are provided by date with one line per serial number. Thus, the parts of this dataset that
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relate to failed disks which have the same descriptors can be used to train and test failure
prediction models.

Backblaze Lifetime Hard Drive Annualized Failure Rates

For hard drive models in service as of September 30, 2019
Reporting period April 2013 - September 2019 inclusive

Drive | Drive Avg. Drive Drive
MFG Model Size | Count | Age Days Failures | AFR*
HGST |HMS5C4040ALES40 | 4TB 2,707 | 420 11,420,392 161 0.51%
HGST |HMS5C4040BLES40 | 4TB 12,641 | 35.6 18,409,871 233 0.46%
HGST |HUH72B8080ALES00 | 8TB 1,001 | 22.3 746,311 16 0.78%
HGST |HUH721212ALE600 | 12TB 1,560 | 4.8 183,560 4 0.80%
HGST |HUH721212ALN604 | 12TB 10,849 | 6.1 1,923,518 25 0.47%
Seagate |ST4000DMO00O0 4TB 19,330 | 473 50,839,992 | 3,724 2.67%
Seagate |ST6000DX000 6TB 886 | 53.9 2,821,207 83 1.07%
Seagate |ST8000DMO002 8TB 9,839 | 363 10,910,157 316 1.06%
Seagate |ST800ONMOOS5 8TB 14,416 | 268 11,856,443 386 1.19%
Seagate |ST10000NMO084 10TB 1,200 | 243 897,426 14 0.57%
Seagate |ST12000NMO007 12TB 37116 | 154 17,458,380 | 1,102 2.30%
Toshiba |MDO4ABA400V ATB 99| 523 225,739 5 0.81%
Toshiba |MGO7ACA14TA 14TB 1,220 | 11.9 441,195 9 0.74%

Totals| 112,864 128,134,191 | 6,078 1.73%

* AFR - Annualized Failure Rate .
% BACKBLAZE
-

Figure 3. Backblaze statistics in September 2019.

To summarize, this is the single benchmark that can be used to learn and evaluate
models predicting failures of devices. The first four benchmarks did not satisfy the require-
ments to do so. Another positive example, satisfying those requirements, are presented in
the next section.

5. Deep Learning on Turbofan

This section illustrates how a dataset satisfying the requirements identified in Section 3
can be used to predict the remaining service life and thus, for predictive maintenance. Our aim
is to show how a dataset satisfying those requirements can be used properly to train and test a
model. This experiment is intended neither to identify the best learner for this dataset, nor to
evaluate the generality of the learning algorithm, but it focuses on the methodology, especially
the collection of the right data.

Several simulation datasets on turbojet engine failure have been published by NASA [40,49].
We consider here the first dataset. A total of 100 sequences ending in failure are avail-
able. These sequences have lengths between 128 and 362, with an average of 206 instants.
The values measured by 24 sensors are available at each instant. Each instant is labeled by
the remaining useful life before the failure. This dataset satisfies the requirements listed
in Section 3. Sequences are comparable to each other, as they have the same descriptors.
Since the failure is known, each time point can be labeled with its remaining useful life.
The lengths of the sequences are long enough to make predictions before the failures and,
summed over the number of sequences, the population of all time points enable learning a
complex model to predict the remaining useful life, for example, using deep learning.

Whereas [17] considered only 10 arbitrary test sequences, we use a random train—test
split. The first 70 sequences are used to build a model, using LSTM [50]. The remaining
30 sequences are used as a test set. Figure 4 illustrates the used architecture. A fixed
window length is defined and used to train the LSTM. A data normalization process is
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applied on all time series. In LSTM, the hyperbolic tangent is used as the activation of
hidden neurons and the sigmoid for the gates. All features are used for training, due to the
ability of LSTM to deal with non-relevant features. After trying other existing optimizers,
an adamax optimizer is retained by experiments to fit the best model. Then, a dropout
function is used between layers to prevent over-fitting. Finally, the last dense layer estimates
the remaining useful life of the tested turbofan engine. The hyperparameters were set
by preliminary experiments on a few sequences of the training set until the predictions
successfully converged to a detection of the failure. In future work, cf. Section 6, we
plan to favor underestimations over over-estimations, and to optimize the fitting near the
duration needed to plan and perform the maintenance. Figure 5 contains a screenshot of
the prediction software we implemented.

Figure 4. LSTM architecture.
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The first 5 graphs, in reading order from left to right and from top to bottom, represent
in real time the values of the 24 sensors. The graph at the bottom right represents the
predictions made by our model (red curve) and the blue line is the actual remaining useful
life. The screenshot is taken at the end of the program execution, i.e., with the predictions
from the beginning to the end of the tested sequence.

6. Conclusions and Perspectives

We observed that in the literature on predictive maintenance in Industry 4.0, the
same few benchmarks, namely battery aging, bearings and turbofan, are used. Indeed,
few benchmarks are publicly available. There is a risk of over-fitting: designing learning
techniques that perform well on those few datasets but poorly on other datasets. Our first
recommendation is to experiment on as many datasets as possible, and also to make more
datasets public, following the recent trend toward open science.

We examined a few other public datasets, namely Secom, Bosch challenge, and Back-
blaze Hard Drives; we showed that the first two datasets cannot be used to train models for
predictive maintenance. The sequences in the Secom dataset are too short, 18 timestamps
on average, to be representative of long-term maintenance. The Bosch challenge was not
initially presented as sequential data: the aim was to predict the quality of a produced part
from the sensors values collected during its production. Even though the sequence of parts
produced is known, the faulty stations are not given, making impossible to learn to predict
when a station will fail and require maintenance.

We highlighted the requirements on a dataset to learn a model to predict failures in
manufacturing. The duration of the sequences should be greater than the time needed to
plan a maintenance. The number of sequences should be sufficient to fit a model. The exact
number depends both on the difficulty of the problem and on the expressiveness of the
model, roughly its number of parameters. For example, learning a linear model requires
fewer data, but it is relevant only if it performs well on the given problem. Hence, the right
number of sequences can be checked by running experiments with the chosen learning
technique and evaluating its performance, according to the state of the art, using a test-train
split, and checking both the mean and the standard deviation [51]. For prediction, i.e., in a
supervised approach, it is also necessary that the sequences end with a failure in order to
be able to label each instance, with respect to the end of the sequence.

The Backblaze Hard Drive and the Turbofan benchmarks satisfy those requirements.
We illustrated how a deep learning approach can be used to predict the remaining useful
life on the Turbofan benchmark.

Test sequences, or training sequences, which do not end with a failure can be consid-
ered as long as each instance is labeled. This means that the end of the sequence is known,
even though it is not provided. The test sequences in the Turbofan dataset are such a case:
they end with an instance labeled by the time before the failure. Subsequent times are not
provided. However, could we learn and test only with sequences ending before the end,
for example 30 time units (days in the case of hard disks)? This would be acceptable if we
know that 30 time units before the end is much too late to intervene to plan a maintenance,
and that it is before 30 time units that our prediction is useful. This question is linked to a
more general question about the range of time for which we want to predict the failure.

The range of time for which we want to predict the failure as accurately as possible is
obviously around the duration needed to plan maintenance. Its exact value is indicated by
experts, taking into account the time it takes to organize maintenance. From the point of
view of machine learning, this means that one is particularly interested in a range of values.
If we take the example of the predictions on the graph at the bottom right of Figure 5,
we can imagine that the errors for values above 80 are less crucial than those for values
closer to the failure. This is an aspect considered in machine learning, for example, when
one privileges a part of the area under the ROC curve [52-56]; however, to the best of our
knowledge, this has not been studied specifically for time series.
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In supervised classification, a distinction is often made between false positives and
false negatives. In regression also, an overestimation can be distinguished from an under-
estimation. Indeed, it is more serious to predict and therefore plan maintenance too late
than too early. This aspect has been studied in the general case, for example, by [57], but
not in the specific case of time series.
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