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1. Introduction

We review the progress in developing a science of interdependence applied to the determinations and perceptions of risk for autonomous human–machine systems based on a case study of the Department of Defense’s (DoD) faulty determination of risk in a drone strike in Afghanistan; the DoD’s assessment was rushed, suppressing alternative risk perceptions, possibly the result of an emotional response. We begin by contrasting the lack of success found in a case study from the commercial sphere (Facebook’s use of machine intelligence to find and categorize “hate speech”). Then, after the DoD case study, we draw a comparison with the Department of Energy’s (DOE) mismanagement of its military nuclear wastes that created health risks to the public, DOE employees, and the environment. The DOE recovered by defending its risk determinations and challenging risk perceptions in public. We apply this process to autonomous human–machine systems. The result from this review is a major discovery about the costly suppression of risk perceptions to best determine actual risks, whether for the military, business, or politics. For autonomous systems, we conclude that the determinations of actual risks need to be limited in scope as much as feasible; and that a process of free and open debate needs to be adopted that challenges the risk perceptions arising in situations facing uncertainty as the best, and possibly the only, path forward to a solution. In our conclusion, however, we briefly discuss that emotion must not be allowed to be a driver of a decision in a rush to judgment.
1.1. Situation

The number of robots and drones in use around the world is increasing dramatically. In 2019, there were about 373,000 industrial robots sold, with a prevalence ranging from about 1 per twenty workers in Singapore to about 2 per hundred workers in the USA (www.statista.com/topics/1476/industrial-robots, accessed on 20 December 2021). The World Robotics 2020 summary of Industrial Robots report found a total of 2.7 million robots already working across the world, or about 3 robots for every 10,000 humans.

In the USA (www.faa.gov/uas/resources/by-the-numbers, accessed on 20 December 2021), there are about 866,000 drones, with about 40 percent registered for commercial use; the number estimated in 2021 was approaching almost 2 million (seedscientific.com/drone-statistics/, accessed on 20 December 2021). In 2019, almost 100 countries had military drones [1]. Overall, however, none of the drones and robots presently in use are autonomous.

To operate the robots, drones, self-driving vehicles, and other machines in various states of autonomy, artificial intelligence (AI) and machine learning (ML) are necessary. Machine learning, in particular, has already made extraordinary strides in science, medicine, military matters, and society in general, and more “profound changes are coming” [2].

Before we begin, we provide a Table of the Acronyms (Table 1) to be found in this paper by providing a reference to help readers.

Table 1. A list of acronyms.

<table>
<thead>
<tr>
<th>Artificial Intelligence</th>
<th>AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine Learning</td>
<td>ML</td>
</tr>
<tr>
<td>U.S. Department of Defense</td>
<td>DoD</td>
</tr>
<tr>
<td>U.S. Department of Energy</td>
<td>DOE</td>
</tr>
<tr>
<td>Islamic State Khorasan</td>
<td>ISIS-K</td>
</tr>
<tr>
<td>Associated Press</td>
<td>AP</td>
</tr>
<tr>
<td>DOE Citizens Advisory Board</td>
<td>CAB</td>
</tr>
<tr>
<td>Engineering risk perspective</td>
<td>ERP</td>
</tr>
<tr>
<td>Perceived risks perspective</td>
<td>PRP</td>
</tr>
<tr>
<td>Hamid Karzai International Airport, Kabul, Afghanistan</td>
<td>HKIA</td>
</tr>
<tr>
<td>Lethal Autonomous Weapon Systems</td>
<td>LAWS</td>
</tr>
<tr>
<td>Self-driving autonomous vehicle</td>
<td>AV</td>
</tr>
<tr>
<td>Central Intelligence Agency</td>
<td>CIA</td>
</tr>
<tr>
<td>Structural Entropy Production</td>
<td>SEP</td>
</tr>
<tr>
<td>Maximum Entropy Production</td>
<td>MEP</td>
</tr>
<tr>
<td>U.S. DoD’s Central Command</td>
<td>CENTCOM</td>
</tr>
<tr>
<td>U.K.’s Foreign, Commonwealth and Development Office</td>
<td>FCDO</td>
</tr>
<tr>
<td>China’s Communist Party</td>
<td>CCP</td>
</tr>
<tr>
<td>DoD’s Commercial Off-the-Shelf</td>
<td>COTS</td>
</tr>
</tbody>
</table>

1.2. Case Studies

1.2.1. A Commercial Case Study

Categorizing actual risks with AI’s machine intelligence is a difficult problem. It is the reason why the self-driving cars that come to rely on machine learning operate repeatedly over closed courses. From Mantica [3], “Self-driving cars are powered by machine learning algorithms that require vast amounts of driving data in order to function safely”. As reported in the Wall Street Journal [4], even Facebook, probably the operator of one of the
most sophisticated machine learning algorithms, has had limited success detecting “hate speech” with its system of learning machines. In this article, Facebook’s classifiers have labeled the video of a car wash as a first-person shooter event, and the video of a shooting as a car crash. Queried for this article, Sheryl Sandberg, Facebook’s Chief Operating Officer, responded that Facebook’s algorithms detected 91 percent of the 1.5 million posts it had detained for violating its hate policies. Casting doubt on Sandberg’s claim, however, the software engineers and scientists at Facebook had earlier reported to BuzzFeed [5] that, using internal Facebook data and projections to support their points, the data scientist said in their post that roughly 1 of every 1000 pieces of content—or 5 million of the 5 billion pieces of content posted to the social network daily—violates the company’s rules on hate speech. More stunning, they estimated using the company’s own figures that, even with artificial intelligence and third-party moderators, the company was “deleting less than 5 [percent] of all of the hate speech posted to Facebook… We might just be the very best in the world at it”, he wrote, “but the best in the world isn’t good enough to find a fraction of it”.

One of the conclusions to be drawn about machine learning (ML), including its use at Facebook, one of its most sophisticated users, is that ML is context dependent [6]. Thus, ML is unlikely to be able to provide solutions to problems when a human–machine team is faced by uncertainty or conflict. To produce autonomy, we must look elsewhere.

1.2.2. A Military Case Study

A categorization problem similar to Facebook’s exists in determining the risk posed by potential adversaries in combat theaters. For example, the last U.S. missile thought to have been fired by a U.S. drone in Afghanistan occurred after a lengthy surveillance of a car on 29 August 2021, leading the U.S. military to conclude that the car contained a bomb that posed the risk of an imminent threat to U.S. troops at Kabul’s airport. In remarks by the U.S. President, he said that:

We will maintain the fight against terrorism in Afghanistan and other countries. We just don’t need to fight a ground war to do it. We have what’s called over-the-horizon capabilities, which means we can strike terrorists and targets without American boots on the ground—or very few, if needed. We’ve shown that capacity just in the last week. We struck ISIS-K remotely, days after they murdered 13 of our service members and dozens of innocent Afghans.

That was the planned result sought by the DoD’s risk assessment for this particular car. However, an investigation by the New York Times [7] began to raise doubts about the interpretation and justification of the drone attack, doubts about whether explosives were in the vehicle, doubts about whether the driver was a terrorist, and doubts about whether the missile’s explosion generated secondary explosions. When the DoD was confronted by a follow up story seven days later, the New York Times began to suspect that the U.S. military was becoming defensive [8]:

Defense Secretary Lloyd J. Austin III and Gen. Mark A. Milley, the chairman of the Joint Chiefs of Staff, have said that the missile was launched because the military had intelligence suggesting a credible, imminent threat to Hamid Karzai International Airport in Kabul, where U.S. and allied troops were frantically trying to evacuate people. General Milley later called the strike “righteous”.

Subsequent news accounts (e.g., [9]), however, indicated that the attack was a mistake that may have killed 10 civilians, of which seven were children. To investigate formally, U.S. Air Force Lt. Gen. Sami D. Said, Inspector General of the Air Force, began to conduct a formal investigation of the drone attack:

The service is asking Said to consider whether anyone in the chain of command should be held accountable for what Marine Gen. Frank McKenzie, the head of U.S. Central Command, called a tragic mistake.
In addition to the formal U.S. Air Force investigation by Lt. Gen. Said, the Department of Defense’s (DoD) inspector general also launched an investigation into the U.S. drone strike in Kabul, DoD officials announced [10]. Moreover from the AP, an apology had already been issued by the U.S. military, senior Pentagon officials, and personally by the U.S. Defense Secretary [11] for the August 29 drone strike in Kabul, calling it a “tragic mistake”. Furthermore [12],

A senior U.S. Democrat said on Thursday that multiple congressional committees will investigate a drone strike that killed 10 Afghan civilians last month, to determine what went wrong and answer questions about future counter-terrorism strategy.

The extraordinary financial costs and loss of prestige from this erroneous risk assessment had also made news. From Reuters news service [13],

The Pentagon has offered... payments to the family of 10 civilians who were killed in a botched U.S. drone attack in Afghanistan in August during the final days before American troops withdrew from the country. The U.S. Defense Department said it made a commitment that included offering “ex-gratia condolence payments”... [and] relocation to the United States. Colin Kahl, the U.S. Under Secretary of Defense for Policy, held a virtual meeting on Thursday with Steven Kwon, the founder and president of Nutrition [and] Education International, the aid organization that employed Zemari Ahmadi, who was killed in the 29 August 2021 drone attack... Ahmadi and others who were killed in the strike were innocent victims who bore no blame and were not affiliated with Islamic State Khorasan (ISIS-K) or threats to U.S. forces...

The example of the tragic drone strike in Afghanistan given in this section and the quote above will be discussed further in Section 1.3.3.

1.2.3. A Case Study of Department of Energy’s (DOE) Military Nuclear Wastes

Until 1985, DOE nuclear waste operations had caused extraordinary damage across the U.S. from the mismanagement of its military nuclear wastes. The cleanup was estimated at up to USD 200 billion for its two largest sites, the Hanford facility in Washington State and the Savannah River Site (SRS) in South Carolina [14]. From [15], the perceptions, right or wrong, created by the DOE’s mishandling of its military nuclear wastes was to create a "profound state of distrust that cannot be erased quickly or easily" (p. 1603). To begin to recover trust, to guide its risk determinations, and to better assess the public’s risk perceptions, the DOE installed nine public committees to advise the DOE; these committees made decisions by either seeking consensus (e.g., at Hanford) or by majority rules (e.g., SRS). The results formed a natural experiment. By rapidly accelerating the cleanup of the DOE’s mismanagement at SRS compared to its slow-down at Hanford, we found that majority-rule decisions by DOE’s Citizen Advisory Boards (CAB) were superior to those made by consensus-seeking CAB decisions [14,16].

Regarding consensus-seeking elsewhere, a White Paper reporting on a study of improving decision making for Europe concluded, “The requirement for consensus in the European Council often holds policy-making hostage to national interests in areas which Council could and should decide by a qualified majority” ([17], p. 29). The problem with majority rule is that it does not protect minority interests; conversely, the problem with consensus-seeking is that it provides a minority, say an authoritarian leader, the power to block any action desired, becoming minority control [14].

Minority control is sought even in China, which recently concluded a major plenum of the Chinese Communist Party, producing a formal resolution on party history that officially elevates General Secretary Xi Jinping to the highest political position within the Chinese Communist pantheon [18]:

With this resolution the party has elevated Mr. Xi and “Xi Jinping Thought” to a status that puts them beyond critique. As both are now entrenched as objective
historical truth, to criticize Mr. Xi is to attack the party and even China itself. Mr. Xi has rendered himself politically untouchable.

Minority control is best exemplified by command economies where all economic activity is controlled by a central authority. From the editors of the Britannica [19],

Command economies were characteristic of the Soviet Union and the communist countries of the Eastern bloc, and their inefficiencies were among the factors that contributed to the fall of communism in those regions in 1990–91.

1.3. How to Fix Faulty Risk Assessments?

A fix to the faulty risk assessment for the use human–machine drone teams begins by decomposing risk assessment into two parts: an engineering risk determination or assessment (cost-benefit analysis), and the perceived risks.

1.3.1. Engineering Risk Perspective (ERP)

From an engineering risk perspective (ERP), can the risks to operate a machine or human–machine system as requested be assessed? Can the system become autonomous? Can the machine solve the problem it faces? How much uncertainty exists in the problem faced by the machine system? For a system as complicated as the one implicated in the drone attack, are handoffs between teams of humans and machines a part of the problem? (www.ready.gov/risk-assessment, accessed on 20 December 2021).

1.3.2. Perceived Risks Perspective (PRP)

Risk perspectives are subjective estimates of a hazard constructed by intuition, emotion, and the media; these risk assessments are followed by risk communications in the attempt to persuade the public about the actual risks derived from an engineering perspective [20]. Perceived risk in nuclear matters has been strongly linked to trust [15]. From [21], risk perceptions arise from “actual threats, sights, sounds, smells, and even words or memories associated with fear or danger”, promoting an anxiety about risks, however, that may be sufficient to create “risks all by itself” (p. 3).

1.3.3. Discussion: Mismanagement, the Loss of Trust, and Its Recovery

Returning to the military case study, like the DOE’s recovery of trust after its mismanagement, a critical step in fixing a mismanagement problem that leads to the loss of trust is an open assessment such as the DOE’s of the causes of its own mismanagement of military nuclear wastes. To its credit, the DoD [22] openly briefed the press about its investigation, while its report remains classified because, according to Lt. Gen. Said, its author, “the sources and methods and tactics, techniques and procedures used in executing such strikes are classified”. For the report, Said interviewed “29 individuals, 22 directly involved with this strike, and under oath”.

Said [22] described the context at the moment before the strike was launched as a process that “transpired over eight hours”. He stated that “the risk to force at HKIA and the multiple threat streams that they were receiving of an imminent attack, mindful that, three days prior, such an attack took place, where we lost 13 soldiers–or lost 13 members and a lot of Afghan civilians”. Moreover, continued Said, the U.S. military was one day away from leaving Afghanistan [22], (https://military-history.fandom.com/wiki/Hamid_Karzai_International_Airport, accessed on 21 March 2022).

... so the ability for defense had declined. We’re concentrated in one location, with a lot of threat streams indicating imminent attacks that looked similar to the attack that happened three days prior. So you can imagine the stress on the force is high and the risk to force is high, and not appreciating what I’m about to say through that lens I think would be inappropriate.

Said [22] added that the strike “was unique in the sense that it was a self defense strike ... the norm ... [is] where you have a long time to do things like pattern of life. You
have days to assess the intelligence and determine how you’re going to execute the strike. It’s a very different construct and very different execution”.

In his report [22], Said “confirmed that the strike resulted in the death of 10 Afghan civilians, including three men and seven children. However, the US Military] Individuals involved in this strike, interviewed during his investigation, truly believed at the time that they were targeting an imminent threat to U.S. forces on HKIA. The intended target of the strike, the vehicle, the white Corolla, its contents and occupant were genuinely assessed at the time to be a threat to U.S. forces”. Said attributed the DoD’s erroneous risk determination to an “aggregate process breakdown” involving many people.

Per Said, the DoD’s [22] risk determination became a one-sided (biased) risk perception. He stated that the

 assessment was primarily driven by interpretation of intelligence and correlating that to observe movement throughout an eight hour window in which the vehicle was tracked throughout the day before it was ultimately struck. Regrettably, the interpretation or the correlation of the intelligence to what was being perceived at the time, in real time, was inaccurate. In fact, the vehicle, its occupant and contents did not pose any risk to U.S. forces . . . The investigation found no violation of law, including the law of war. It did find execution errors . . . combined with confirmation bias and communication breakdowns that regrettably led to civilian casualties.

As part of his investigation, Said made three recommendations: First, adopt procedures in a strike cell in a similar situation where the military is time-constrained to act quickly to exercise self-defense in urban terrain and to interpret or correlate intelligence rapidly, with procedures that mitigate the risk of a confirmation bias. Second, enhance situational awareness by sharing information thoroughly within the confines of the strike cell and outside the cell to those supporting elements located elsewhere. Third, include an assessment in the cell of the presence of civilians, specifically children, or anything that may magnify the costs of an erroneous decision, that is, the “severity” of a misjudgment.

However, in addition, Said [22] recommended a process of “red-teaming”; whatever the risk determination, an independent team should be assigned to push back against the one-sided interpretation to break “confirmation bias.” This conclusion is similar to the DOE’s. To help the DOE recover its lost prestige and to regain the public’s trust, we drew conclusions similar to the DoD’s Lt. Gen. Said’s fourth recommendation that the confrontation among competing perceptions that are decided among citizen advisors by majority rule accelerated the DOE’s cleanup at its Savannah River Site compared to the consensus-seeking rules used at its Hanford site [14,16].


Autonomous Systems

The importance of a process that checks risk determinations to uncover errors becomes even more important when autonomous systems are introduced to the battlefield. For these, legal limits are being considered. From the Congressional Research Service [23],

Lethal Autonomous Weapon Systems (LAWS) are a class of weapon systems capable of independently identifying a target and employing an onboard weapon system to engage and destroy the target without manual human control. LAWS require computer algorithms and sensor suites to classify an object as hostile, make an engagement decision, and guide a weapon to the target. This capability would enable the system to operate in communications-degraded or -denied environments where traditional systems may not be able to operate. LAWS are not yet in widespread development, and some senior military and defense leaders have expressed concerns about the ethics of ever fielding such systems. For example, in 2017 testimony before the Senate Armed Services Committee, then-Vice Chairman of the Joint Chiefs of Staff General Paul Selva stated, “I do
not think it is reasonable for us to put robots in charge of whether or not we take a human life”.

Presently, there are no laws prohibiting the development of LAWS, but national and international groups have begun to discuss the issue and to propose rules. Thirty countries or more have called for a ban on these systems due to ethical and moral considerations. Formal regulation or guidelines for development and use are being proposed. The DoD has established military guidelines for the development and fielding of LAWS to ensure that the law is followed including the law of war, including treaties, rules for weapon system safety, and the DoD’s rules of engagement [23].

Mayes [24] compared LAWS systems with self-driving autonomous vehicles (AVs). In this comparison, Mayes concluded that AVs today are robots that can exhibit the same skills as humans when navigating, parking, turning, backing up, etc., but these robot AVs must still be overseen by humans today:

Most new cars sold today are Level 1 with features such as automated cruise control and park assist. A number of companies including Tesla, Uber, Waymo, Audi, Volvo, Mercedes-Benz, and Cadillac have introduced Level 2 vehicles with automated acceleration and braking and are required to have a safety driver in the front seat available to take over if something goes wrong … Waymo has a fleet of hybrid cars in Phoenix, Arizona, that it is using to test and develop Level 5 technology specifically to pick up and drop off passengers (for a review of the levels of autonomy in vehicles, see https://www.nhtsa.gov/technology-innovation/automated-vehicles-safety, accessed on 20 December 2021).

To delve more deeply into the risks arising with autonomy, we briefly review a mathematical physics model. Afterwards, we review the predictions and implications of the model. While the model is simple, its implications are not.

First, we assume that a major part of modeling is to simplify a chosen model to the extent possible, as long as it can recreate the event observed. However, the simplest group of models, game theory and agent-based models, assume closed systems, and are unable to capture the social events observed (e.g., [25,26]).

Second, needed instead are open-system models, the most challenging type of model, to address situations such as the failed drone strike in Afghanistan. However, for open-systems, their chief characteristic is uncertainty; e.g., in economics, Rudd [27] cites the essence of his discipline’s inability to recreate the effects of inflation when faced by uncertainty; in the controversial first sentence of his new paper, he describes this failure:

Mainstream economics is replete with ideas that “everyone knows” to be true, but that are actually arrant nonsense.

3. Mathematical Model

Applied to intelligent systems, the chief characteristic in response to uncertainty is an interdependent reactivity to the perceived risks that may arise and may or may not be suppressed. For an open-system model of teams, we propose that a trade-off exists between uncertainty in the entropy produced by the structure of an autonomous human–machine system, $\Delta_{\text{structure}}$, and uncertainty in the entropy produced by a team’s performance, $\Delta_{\text{performance}}$, with $c$ as a constant, for the two factors of structure entropy production (SEP) and performance entropy production (MEP) (for details, see [28]), giving:

$$\Delta_{\text{structure}} \times \Delta_{\text{performance}} \approx c \approx \Delta_{\text{SEP}} \times \Delta_{\text{MEP}}$$  

(1)

We read Equation (1) as follows: The uncertainty in the Structural Entropy Production times uncertainty in the Maximum Entropy Production by a team’s performance is a constant (unknown presently). For the rest of this article, we review the predictions from Equation (1), which are counter-intuitive. To assist the reader, we have added a Table of Predictions and Findings in Table 2.
Table 2. Predictions and Findings.

<table>
<thead>
<tr>
<th>Section</th>
<th>Factors</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 3.1</td>
<td>Structure of an autonomous team: Good fit</td>
<td>Decreased SEP makes increased MEP more likely, if focused</td>
</tr>
<tr>
<td>Section 3.1.1</td>
<td>Structure of an autonomous team: Bad fit</td>
<td>Increased SEP, reduced MEP</td>
</tr>
<tr>
<td>Section 3.1.2</td>
<td>Mergers, alliances, defense treaties</td>
<td>Seeking fitness, increased competitiveness, less vulnerability</td>
</tr>
<tr>
<td>Section 3.2</td>
<td>Concepts and behavior</td>
<td>The more accurate a concept, the less valid it likely becomes</td>
</tr>
<tr>
<td>Section 3.2.1</td>
<td>Perceptions and interpretations</td>
<td>A wide spectrum of beliefs</td>
</tr>
<tr>
<td>Section 3.3</td>
<td>Rational decisions</td>
<td>Knowledge (K) signified by zero entropy production</td>
</tr>
<tr>
<td>Section 3.4</td>
<td>Deception</td>
<td>Elusive as SEP is minimized</td>
</tr>
<tr>
<td>Section 3.5</td>
<td>Innovation</td>
<td>Increases across a region where MEP is maximized</td>
</tr>
<tr>
<td>Section 3.6</td>
<td>Minority control or Coercion</td>
<td>Produces low SEP and low MEP</td>
</tr>
<tr>
<td>Section 3.7</td>
<td>Solutions to uncertainty</td>
<td>Challenges that test ideas; e.g., “Red teams”; checks and balances</td>
</tr>
</tbody>
</table>

3.1. Structure and Performance

Equation (1) indicates that, as the structure of an autonomous team is reduced to a minimum (as SEP goes to zero), the performance of a good team is more likely to increase to a maximum (MEP is likely to increase to a maximum if the team can focus the available free energy to achieve its mission; this outcome is somewhat like focusing a telescope to be able to produce a better image when the telescope is also pointed in the right direction).

3.1.1. Structure and Performance Bad Team

In contrast to a good team, when a team is unable to find the best fit among its team members, its SEP increases, it wastes the free energy available to it, and it is unable to reach MEP for the performance of its mission.

3.1.2. Mergers

Experience helps humans to sort through misperceived risk perceptions. In business, the motivation to reduce uncertainty and the fittedness that results with business mergers combine to offer examples of the risks in play in open systems. Reducing the risk from uncertainty is the driving motivation for mergers in the market place; e.g., the eBay–PayPal deal is a general example [29]; a more relevant example of a merger for this paper is FiscalNote’s acquisition of Forge.AI, Inc. to obtain the technology to help it better model risk for autonomous vehicles [30]. For driverless cars, however, Aurora Innovation acquired Uber’s self-driving cars last year in the hope that the risks determined to exist for self-driving vehicles had been reduced, but concluding subsequently that the “technology isn’t there yet” [31]. The failure to achieve or maintain fittedness increases the risk of breakups or spin-offs, such as has happened with General Electric, an industrial giant in the late 20th century renowned for its management prowess (led by Jack Welch from 1981–2001, considered by many as the greatest leader of his time [32]; Welch was succeeded by Jeff Immelt, a leader who was slow to see the emerging financial risks [33]), but in recent years, GE faced increasing risks as it has struggled to survive (e.g., [34]).

In conclusion, based on Equation (1), the construction of a team from our brief discussion of mergers is governed not by logic, but by a trial and error process. Once the right fit is obtained, it is characterized by least SEP from adding or replacing a team member that reduces the structural entropy produced.

3.2. Concepts and Behavior

Applying Equation (1) to concepts and action results in a tradeoff: as uncertainty in a concept reaches a minimum, the overriding goal of social scientists, uncertainty in the behavioral actions covered by that concept increases exponentially, rendering the
concept invalid, the result that has been found for numerous concepts, e.g., self-esteem [35], implicit attitudes [36], or ego-depletion [37]. These problems with concepts have lead to the widespread demand for replication [38]. However, the demand for replication more or less overlooks the larger problem with the lack of generalizability arising with what amounts to the use of strictly independent data [39].

3.2.1. Perceptions and Interpretations

Applying Equation (1) to risk determination and then risk perception, if a risk determination indicates that an autonomous structure (of, say, a team) is perfect, its structure should generate no information in the limit, i.e., zero SEP [28]. Such a situation would provide an opportunity for an autonomous team to generate MEP to achieve or perform its mission. Regarding risk perception, however, human witnesses to events can generate an infinite spectrum of possible interpretations, including nonsensical and even dangerous ones as experienced by the DoD’s unchallenged decision to launch what became an erroneous drone attack. In this regard, social science appears to be more interested in “changing the ingrained attitudes” associated with suppression ([40], p. 376), rendering itself of little help regarding uncertain contexts, amplified in an Editorial by the new editor of the Journal of Personality and Social Psychology: Interpersonal Relations and Group Processes who seeks to publish articles to reflect that “our field is becoming a nexus for social-behavioral science on individuals in context” [41]. Our problem with the editor’s description of context is that it assumes certainty for a given context.

The result is an over-focus on individual biases and not on generalization beyond a concept’s target application. Focusing too much on cognitive biases is a form of self-inflicted blindness that overlooks the greater value of applying Equation (1) jointly to cognition and behavior to gain a larger, more valuable, scientific picture.

3.3. Rationality

There are multiple ways to look at rationality. Mann [42] conceived of a rational approach to the structure of teams, but his project failed when uncertainty in the environment occurred, especially when confronted by competition or conflict. Alternatively, the mathematics of quantum mechanics is considered to be rational, but an interpretation of what it means is elusive and thus not rational [43]. We proceed with the next section in the hopes of finding a result similar to quantum mechanics, even if the interpretation of autonomous systems remains out of reach, as it has with intuitions about quantum mechanics.

Martinez and Sequoiah-Grayson [44] see the relation between logic and information as bi-directional, creating a tradeoff as in Equation (1). Information for rational decisions leads to an inference that underlies the intuitive understanding of standard logical notions (e.g., the process that makes implicit information explicit) and computation. Conversely, logic is the formal framework to study information to achieve logical decisions. Martinez and Sequoiah-Grayson specify that,

Acquiring new information corresponds to a reduction of that range, thus reducing uncertainty about the actual configuration of affairs … an epistemic action is any action that facilitates the flow of information … The Information-as-correlation stance focuses on information flow as it is licensed within structured systems formed by systematically correlated components … the correlations between the parts naturally allow for ‘information flow’ … Formally speaking, negative information is simply the extension-via-negation of the positive fragment of any logic built around information-states …

What Martinez and Sequoiah-Grayson leave out, however, is that bistable information collected from an orthogonal pair of teammates does not correlate (e.g., a husband–wife; a cook–waiter; a mechanic–pilot), motivating the need to test the information collected, especially the determinations of risk so eloquently raised by Lt. Gen. Said’s report [22], by Lawless and colleagues [16], and by Justice Ginsburg [45]. From Pinker [46], goals need not be rational, however,
... rationality emerges from a community of reasoners who spot each other’s fallacies ... [Rational thinking] is the ability to use knowledge to obtain goals. But we must use reason to choose among them when they conflict.

Risk assessments and risk perceptions form a core part of rational decision-making. Thagard [47] has studied whether science is rational, concluding, “A person or group is rational to the extent that its practices enable it to accomplish its legitimate goals”. Applied to science, “scientific theories should make predictions about observable phenomena [that] aims for explanation as well as truth ...”.

For Wilson [48], the unity of knowledge must be achieved through the scientific method. Wilson’s goal is to reduce subjective determinations. As an evolutionary scientist, Wilson writes that we should “have the common goal of turning as much philosophy as possible into science”. Respectfully, we disagree; Wilson does not perceive the value of society’s contribution to its own evolution with its evolution of technology as both co-evolving [49].

Further contradicting Martinez and Sequoiah-Grayson, machine learning, like Shannon’s [50] information theory, is restricted to i.i.d. data (independent, identically distributed data; in [39]). However, and despite great effort [42], rationality is limited to non-conflictual and clearly certain contexts. Machine learning is context dependent [6].

Similarly, game theory and agent-based models are rational models based on closed systems. Games work well when the context is pre-set, when a situation can be clearly established, or when the payoffs are well-known, but the evidence suggests that game theory may not work when facing uncertainty, a flaw of rational models [42]. As an example from the fleet, the use of war games results in “preordained proofs”, per retired General Zinni [51]; that is, users (e.g., engineers) choose a game for a given context to obtain a desired outcome.

3.4. Deception

Part of the difficulty of the problem with calculating a risk assessment of a terrorist strike is that terrorists often cloak their activities in deception. Deception’s use in cloak and dagger work with human intelligence is needed and is well described by Luttwak [52]:

CIA or other field officers who speak local languages well enough to pass, can physically blend in, identify insurgents, uncover their gatherings and direct attacks on them.

The use of deception occurs in businesses, too. From the Wall Street Journal, Amazon has been charged with using deception against its marketers by stealing the designs of the companies it markets [53]:

Amazon.com Inc. AMZN 3.31% employees have used data about independent sellers on the company’s platform to develop competing products, a practice at odds with the company’s stated policies.

If true, deception occurs to those successful businesses that use Amazon to market their goods. The charge against Amazon is currently being investigated by Congress [54]. Amazon counters in its privacy policy that: “We know that you care how information about you is used and shared, and we appreciate your trust that we will do so carefully and sensibly”.

Based on Equation (1), however, if deception is used to minimize the presence of an adversary inside of an opponent’s team, it succeeds by minimizing the team’s SEP within which the deceiver has been inserted. Deception is difficult to uncover. To uncover deception requires a challenge to the appearance of a normal, smooth, or well-running operation, as may often occur with cyber-security [55]. For example, from the Wall Street Journal [56],

Undercover Taliban agents—often clean-shaven, dressed in jeans and sporting sunglasses—spent years infiltrating Afghan government ministries, universities,
businesses and aid organizations. Then, as U.S. forces were completing their withdrawal in August, these operatives stepped out of the shadows in Kabul and other big cities across Afghanistan, surprising their neighbors and colleagues. Pulling their weapons from hiding, they helped the Taliban rapidly seize control from the inside. The pivotal role played by these clandestine cells is becoming apparent only now, three months after the U.S. pullout. At the time, Afghan cities fell one after another like dominoes with little resistance from the American-backed government’s troops. Kabul collapsed in a matter of hours, with hardly a shot fired. “We had agents in every organization and department,” boasted Mawlawi Mohammad Salim Saad, a senior Taliban leader who directed suicide-bombing operations and assassinations inside the Afghan capital before its fall. “The units we had already present in Kabul took control of the strategic locations”.

Deception can turn inward, too, in the form of self-deception. If a team is not considering the effect a particular member has on the entropy produced by its own team’s structure, consequently, the team will become more vulnerable, a form of denial by the members chosen or the processes adopted, signified by an increase in SEP or a reduction in MEP and more likely both (e.g., in the Russian invasion of Ukraine, many of the Russian troops may have feared alerting their leaders to an inferior outcome that may have cast them in a bad light).

As an example of self-deception, in his book, Robison [57], an award winning investigative journalist for Bloomberg and Bloomberg Businessweek, wrote about the management and engineering dysfunction that led to tragic accidents within Boeing aircraft. Boeing is an industrial titan in aviation, from the beginning of commercial flight, bombers in World War II, and landings on the moon. Boeing has been an anchor in the U.S. economy; however, in 2018 and 2019, the two crashes of the Boeing 737 MAX killed 346 people, exposing a scandal of corporate malfeasance, the biggest crisis in Boeing’s history. Robison reveals how Boeing’s broken culture in its race to beat Europe’s Airbus and reward its executives led it to skimp on testing, pressure its employees, and deceive its regulators and itself to certify planes into service by ignoring safety or properly preparing pilots for flight.

Using deception in a given context may poison the data that machine learning needs to learn. From Galle [58], The Achilles’ heel of machine learning is the machine’s ability to learn from examples. By using deception to poison these example datasets, adversaries can corrupt the machine’s training process, potentially causing the United States to field unreliable or dangerous assets.

What effect is AI having on deception? In his new book, Zegart [59] writes that, Artificial intelligence is creating deepfake video, audio, and photographs so real, their inauthenticity may be impossible to detect. No set of threats has changed so fast and demanded so much from intelligence.

Finally, deception can take a even darker turn. In an essay in the New York Times Magazine [60], Pegasus was “zero click”—unlike more common hacking software, it did not require users to click on a malicious attachment or link—so the Americans monitoring the phones could see no evidence of an ongoing breach. They couldn’t see the Pegasus computers connecting to a network of servers around the world, hacking the phone, then connecting back to the equipment at the New Jersey facility. What they could see, minutes later, was every piece of data stored on the phone as it unspooled onto the large monitors of the Pegasus computers: every email, every photo, every text thread, every personal contact. They could also see the phone’s location and even take control of its camera and microphone. F.B.I. agents using Pegasus could, in theory, almost instantly transform phones around the world into powerful surveillance tools—everywhere except in the United States.
Phantom [60] allows American law enforcement and spy agencies to gain intelligence by extracting and monitoring critical data from mobile devices. It is a solution independent of a service provider, and that requires no cooperation from AT&T, Verizon, Apple, or Google. This system is able to “turn your target’s smartphone into an intelligence gold mine”.

3.5. Innovation: A Tradeoff between Innovation and Suppression

Misperceptions can cause problems. In contrast, competing risk misperception is one of the motivating drivers of innovation. It requires an interdependence between society and technology that allows both to co-evolve [49]. Exemplified by an op-ed in the Wall Street Journal, innovation more likely occurs in small businesses, increasing risks to large businesses which seek to mitigate their perceived risks by asking Congress to adopt regulations that protect their interests [61]:

Research in recent years has demonstrated that new businesses account disproportionately for the innovations that drive productivity growth, economic growth and new job creation … The Platform Competition and Opportunity Act … would restrict and in some cases ban the acquisition of startups by larger companies. Ostensibly, the goal is to foster competition by preventing dominant online platforms from expanding their sway through acquisitions.

However, this proposed legislation risks hurting the startups it aims to benefit; observe that it is actively supported by big business [62]:

The call for government action is part of a shifting ethos in Silicon Valley. In the past, the region has championed libertarian ideals and favored government’s staying out of the way of its innovations. However, tech leaders have begun to encourage Washington to become more involved in the tech industry as competition with China escalates, cyberattacks intensify and lawmakers express concerns about misinformation and censorship on social-media platforms.

Similarly, China approaches the same problem as Amazon and big business by also suppressing outright its society’s “undesired” perceptions and beliefs, but in the process suppressing the animal spirits associated with emotion (from Keynes [63], pp. 161–162). The danger occurs when government steps in to “countervail the excesses that occur because of our animal spirits” (from the Akerlof and Shiller, [64], p. 9). As Keynes and others have noted, animal spirits are associated with confidence, trust, and creativity in a market; suppressing animal spirits can impede innovation (in China, see [65]).

The U.S. military has shown a similar tendency when little public attention has been paid to one of the DoD’s mistakes. From the New York Times [66], near the end of the fight in Syria against Islamic State, with women and children of the once-fierce caliphate cornered in a field near a town called Baghuz, a U.S. military drone hunting for military targets saw instead the women and children by a river bank. Subsequently, American F-15E attack jets dropped bombs on them, leaving no survivors. Continuing [66],

The Defense Department’s independent inspector general began an inquiry, but the report containing its findings was stalled and stripped of any mention of the strike. “Leadership just seemed so set on burying this …”, said Gene Tate, an evaluator who worked on the case for the inspector general’s office and agreed to discuss the aspects that were not classified. “It makes you lose faith in the system when people are trying to do what’s right but no one in positions of leadership wants to hear it”. Mr. Tate … said he criticized the lack of action and was eventually forced out of his job.

However, as a result of media reports [67],

Earlier this week, Defense Secretary Lloyd Austin ordered an investigation into a March 2019 drone strike, reported by the New York Times last month, that also allegedly killed civilians. The strike occurred on March 18 of that year, and it
killed 80 people, some of whom were civilians. CENTCOM acknowledged at the
time that 80 people were killed in the strike, 16 of whom were fighters and four
civilians, while the status of the other 60 people were unclear.

The media provided more details [68].

A single top secret American strike cell launched tens of thousands of bombs
and missiles against the Islamic State in Syria, but in the process of hammering a
vicious enemy, the shadowy force sidestepped safeguards and repeatedly killed
civilians, according to multiple . . . intelligence officials.

Unlike the “red teams” recommended by Lt. Gen. Said, for this incident, a report
was written to describe “the shortcomings of the process . . . [and that] the assessment
teams at times lacked training and some did not have security clearances to even view the
evidence” [66]. The Times reported that the assessments of the failed strike were flawed
because they were performed by the same units involved in the strikes and were grading
their own performance. The U.S. has since admitted the Syria strike in question was a
mistake [67].

3.6. Minority Control: Coercion

There is another way to achieve low SEP. Returning to Equation (1), coercion can be
used to force a team’s structure to emit low levels of entropy.

Minority control with coercion is a way that humans make decisions. The weakness of
minority control is that it increases uncertainty in followers; e.g., the management style of
Xi Jinping, China’s leader, has been evolving [69],
as the Chinese president consolidates control of the world’s second-largest econ-
yomy. He is widely considered the most powerful Chinese leader in a generation.
He is also a micromanager who intervenes often, unpredictably and sometimes
vaguely in policy matters big and small. People inside the government say that
sows confusion among bureaucrats, stifles policy debate and sometimes leads
to policies that aren’t carefully thought-out. Some bureaucrats, unsure how far
to push Mr. Xi’s priorities, err on the side of aggressive interpretation, and this
sometimes means reversing policies later.

Internationally, open coercion may serve to prevent conflict [70] as it has in the past
when the U.S. threatened military intervention against Haiti’s military coup in 1994, leading
to a peaceful transfer of power back to the previously deposed president, Jean-Bertrand
Aristide; but similar and open threats to intervene militarily in 1998 against Iraq’s rejection
of UN inspections failed to achieve a peaceful result.

In general, minority control is one way that humans make decisions (e.g., for authori-
tarian Cuba, see [71]; for gangs, see [72]; for consensus-seeking, see [17]). As a major new
finding with Equation (1), instead of seeking the best fit to minimize structural entropy
production so that an autonomous team or system can maximize entropy production (MEP)
for its mission or for innovation, minority control expends the free energy available to
forcibly achieve stability but also by significantly reducing MEP, the opposite of exploiting
interdependence, and, working backwards, a way for a system to de-evolve (e.g., spin-
offs, such as J&J, in [73]; human trafficking in Cuba; or famine in N. Korea). Further,
de-evolution has a cost that requires authoritarian governments to steal technology to
remain competitive; e.g., “China used cyber espionage and an insider source to get a hold
of the F-35, F-22, and C-130 blueprints in 2016” [74] and drone technology [75]:

In 2018, a Chinese state-controlled company bought an Italian manufacturer of
military drones. Soon after, it began transferring the company’s know-how and
technology . . . The takeover fits a pattern, analysts say, of Chinese state firms
using ostensibly private shell companies as fronts to snap up firms with specific
technologies that they then shift to new facilities in China . . . Analysts say Beijing
is using such purchases to target specific needs, such as semiconductors . . . [or]
night-vision sensor or . . . data-link technology . . .
But China continues apace heedless of the evidence of its failures. From the Wall Street Journal [76], Xi Jinping, China’s President, has overseen a new resolution to warn the Chinese Communist party about constitutionalism and the separation of powers that China remains “on guard against the erosive influence of Western trends of political thought” to deliver China a future “that is much better than what ‘Western democracies’ have to offer”:

China’s Communist Party has issued a rare new accounting of its history that seals Xi Jinping’s place in the pantheon of the country’s greatest leaders . . . It sets up Mr. Xi to wield lasting influence over the country’s future as he seeks a precedent-breaking third term next year . . . As leader, Mr. Xi has invoked Maoist rhetoric and tried to tamp criticism of Mao’s dictatorial ways, portraying his years in power as a vital and inseparable part of China’s success story . . .

China’s retreat from free market and democratic government as it turns to strong-armed authoritarianism of its leader reflected by the minority control of its Communist Party (CCP) is creating severe problems. This retreat by China should cause a dramatic reduction in innovation, a conclusion supported by a recent essay by [77] who found that, China’s commercial aviation industry doesn’t have an internationally certified jet to compete with Boeing and Airbus, despite three decades of concentrated efforts. Its biopharmaceutical industry failed to produce an effective vaccine for Covid. Steel, batteries and high-speed rail—where China is competitive—are at risk of trade retaliation due to environmentally harmful production practices and theft of intellectual property”.

In contrast to minority control, in the U.S., an open accountability in public is and should be the rule. From the New York Times [78], Defense Secretary Lloyd J. Austin III, who had left the final word on any administrative action, such as reprimands or demotions, to two senior commanders, approved their recommendation not to punish anyone. The two officers . . . found no grounds for penalizing any of the military personnel involved in the strike, said John F. Kirby, the Pentagon’s chief spokesman. “What we saw here was a breakdown in process, and execution in procedural events, not the result of negligence, not the result of misconduct, not the result of poor leadership”, Mr. Kirby told reporters.

For the future, however, we want to better understand majority rule. Madison [79] was against its inability to protect minorities from out-of-control factions that reduce the freedom of choice, compared to the checks and balances afforded by a republic. Madison’s point is lost on authoritarians, such as China’s goal to achieve stability [80], If all goes to plan for China’s Communist Party, 2022 will offer a study in contrasts that humiliates America. China’s leaders abhor free elections but they can read opinion polls. They see headlines predicting a drubbing for the Democratic Party in America’s mid-term congressional elections in November, condemning the country to the uncertainties of divided government, if not outright gridlock. Should those polls prove accurate, China’s propaganda machine will relish a fresh
chance to declare that China enjoys order and prosperity thanks to one-party rule, while American-style democracy brings only chaos, dysfunction and decline.

Equation (1), however, indicates that the news arising from the chaos provides for the opportunities that provide citizens, not central controllers, the information to better adjust to each other, the chaos the source of the innovation and munificence afforded by checks and balances, its lack is the reason why China needs to steal innovation. Regarding thefts, the Department of Defense’s audit of its purchases of Commercial Off-the-Shelf (COTS) Items cited cyber-espionage concerns from China [81]:

[This audit] determined that the DoD purchased and used COTS information technology items with known cybersecurity risks . . . adversaries and malicious actors use [COTS] to introduce cybersecurity vulnerabilities into DoD weapons system and information technology networks that use COTS . . . We recommend that . . . [DoD] develop a risk-based approach . . . to prohibit the purchase and use of high-risk COTS items . . . until mitigation strategies can limit the risk to an acceptable level.

Stealing secrets is a short-term exploitation of a vulnerability. If compulsive, however, if a way of life, the need to steal may become counterproductive. From the title of a new article in the New York Times [82]: “As Beijing Takes Control, Chinese Tech Companies Lose Jobs and Hope”. Moreover,

The crackdown is killing the entrepreneurial drive that made China a tech power and destroying jobs that used to attract the country’s brightest . . . The crackdown is killing the innovation, creativity and entrepreneurial spirit that made China a tech power in the past decade. It is destroying companies, profits and jobs that used to attract China’s best and brightest.

3.7. Solutions: Cognitive Blindness and Groupthink

Humans have developed two solutions to the quandary posed by uncertainty: use coercion to suppress all but the desired perception, e.g., with consensus-seeking rules that preclude action [16]; or battle test the risk perceptions in a competitive debate between the chosen perception and its competing alternative perceptions, deciding the best with majority rules [14]; e.g., “red teams”.

Equation (1) teaches a harsh lesson about the risk perceptions associated with autonomous systems that is strikingly similar to one about quantum mechanics: “There is no such thing as a “true reality” that’s independent of the observer; in fact, the very act of making a measurement alters your system irrevocably” [83]. According to Milburn [84], cost–benefit analyses to determine risks may not be formally conducted and published, but the reviews that challenge are the best way to improve risk determination processes and procedures to minimize risks. For example, Justice Ginsburg [45] said that short-circuiting the review process afforded by appeals from lower courts would prevent an “informed assessment of competing interests” (p. 3). The process of challenges laid out by the DOE to recover from the environmental–worker–public risks caused its mismanagement of military nuclear wastes, and by Justice Ginsburg’s assessment of competing interests, may ultimately save money, equipment, embarrassment, and morale. The failure to enact such a process is highlighted following the offers of payment as costly compensation made by the U.S. to the families of the drone-strike victims reported by the Wall Street Journal [85]:

The deaths of the civilians in the August drone strike raised questions about the ability of the U.S. military to conduct from afar “over-the-horizon” counterterrorism operations following the departure of the U.S. troops and their intelligence-gathering capacity. “There’s no question that it will be more difficult to identify and engage threats that emanate from the region”, Mr. Austin said last month. Former Trump administration national security adviser H.R. McMaster, who served as deputy commander for U.S.-led coalition forces in Afghanistan, told the House Foreign Affairs Committee on October 5, “It is almost impossible
to gain visibility of a terrorist network without partners on the ground who are helping you with human intelligence to be able to map those networks”.

In trusting a human–machine system in a high-risk environment, there is always the danger of failure. In the event of a catastrophic failure, such as the case study of the DoD’s military drone strike, there is considerable danger that the perceptions of risk may increase to the point that a working weapon system is even precluded from offsetting newly determined risks even when its use is warranted. That is why users of machines (drones) in high-risk environments must take every step to assure success and safety, and to justify the action taken; thus, the recommended use of “red teams” by Said.

4. Conclusions

What many authors often call “AI” is little more than fancy i.i.d. data processors (independent identically distributed). These machine processors are easily fooled (e.g., a Tesla car crashed into side of semi truck), easily manipulated, and easily deceived. Humans, in contrast, live in an interdependent social universe which, presently, machines cannot process, duplicate, nor understand [39]. Can machine intelligence do a lot of damage today? Yes. Can they overtake humans, a worry expressed by Kissinger and colleagues [86]? No.

From the perspective of perceived risks (PRP), for planned operations of autonomous human–machine systems, how rigorous was the assessment of risk (ERP determination)? Was there a test of alternatives? How much uncertainty surrounds the target in the field? Is there, as was found by Said [22] in the tragic drone attack in Afghanistan, a rush to judgment? On the other hand, did the failed drone strike create a barrier to future strikes? Has the decision to launch been justified (e.g., with a red-team assessment)?

Determining risk is already difficult, made more so with the introduction of autonomous systems, especially autonomous human–machine systems. Risk determination needs to be strictly limited in scope to the problem at hand (Said, in [22]). In contrast, unchallenged risk perception can compound the problem of determining risks. An unchallenged risk perception can rise to the point that a human–machine system is no longer used. However, by applying interdependence, a strong process of confrontation in public between a chosen risk perception and its competing alternative can help to hold unfounded risk perceptions in check, uncover deception, and increase innovation. This conclusion was seconded in the journal *Science* [87]. When the stakes are life and death, confrontations test risk determinations and false risk perceptions, allowing the best risk determination to be strengthened and the worst risk perceptions to be rejected. In contrast, suppressing alternative risk perceptions can backfire (e.g., Syria; in [67]).

The breakdown experienced by the DoD affected other organizations allied with the U.S. For example, the U.K. Foreign Office’s Secretary Dominic Raab told the BBC that lessons would be learned but the U.K. did a good job compared to other countries. In contrast, signaling an emotional breakdown, a whistleblower, Marshall, has claimed [88],

The UK Foreign Office’s handling of the Afghan evacuation after the Taliban seized Kabul was dysfunctional and chaotic, a whistleblower has said . . . [a senior desk officer at the Foreign, Commonwealth and Development Office until resigning in September] said the process of choosing who could get a flight out was arbitrary and thousands of emails with pleas for help went unread. The then Foreign Secretary Dominic Raab was slow to make decisions, he added . . . In written evidence to the Foreign Affairs Committee, Mr Marshall said up to 150,000 Afghans who were at risk due to their links to Britain applied to be evacuated—but fewer than 5% received any assistance. “It is clear that some of those left behind have since been murdered by the Taliban”, he added.

The last quote introduces an unexpected criticism of our interpretation of the value of majority rule. One of Madison’s [79] concerns was the existence of a faction, such as a majority, that exploited an existing minority. It may be that the value of “red teams” is
not only to test the conclusion arrived at by a majority, but to challenge whether or not that risk determination was based on emotion, a disregard for the evidence presented by a situation, or a careful analysis of what is occurring in a situation. Despite this concern, we have shown the value of Equation (1) in several ways: that it justifies the value of tradeoffs; the value of seeking members of a team who best fit together; that spies are aware of this fact and use deception to carry out their misdeeds; that coercion can also produce low structural entropy, thereby reducing the ability of a society to innovate; and that maximum performance arrives by “tuning” the members of a team to perform at their highest levels.

Predictions: Future Investigations

Humans are poor at predicting the future (e.g., the inability of Tetlock’s well-trained superforecasters to predict both the U.K.’s Brexit departure from Europe and Trump’s election to the White House [89]). Applied to the problem of autonomy, specifically human–machine autonomy, a possible solution is to limit the authority of an autonomous team or system. We shall explore this area of research next.

Funding: The corresponding author thanks the Office of Naval Research for funding his research at the Naval Research Laboratory where he has worked for the past seven summers (under the guidance of Ranjeev Mittu), and where parts of this manuscript were completed. Additionally, an earlier version of this manuscript was accepted for presentation at AAAI-Spring Symposium at Stanford in March 2022.


Informed Consent Statement: Not Applicable.

Data Availability Statement: No new data were created or analyzed in this study. Data sharing is not applicable to this article.

Conflicts of Interest: The author declares no conflict of interest.

References


71. Hoffmann, B. The international dimension of authoritarian regime legitimation: Insights from the Cuban case. J. Int. Relat. Dev. 2015, 18, 556–574. [CrossRef]


76. Wong, C.; Zhai, K. How Xi Jinping Is Rewriting China’s History to Put Himself at the Center? The full text of a resolution on the Communist Party’s 100-year history portrays the Chinese leader as uniquely suited to continue Mao’s revolutionary project. Wall Street Journal, 15 November 2021.

