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Abstract: Navigation in a traffic congested city can prove to be a difficult task. Often a path that
may appear to be the fastest option is much slower due to congestion. If we can predict the effects
of congestion, it may be possible to develop a better route that allows us to reach our destination
more quickly. This paper studies the possibility of using a centralized real-time traffic information
system containing travel time data collected from each road user. These data are made available to
all users, such that they may be able to learn and predict the effects of congestion for building a route
adaptively. This method is further enhanced by combining the traffic information system data with
previous routing experiences to determine the fastest route with less exploration. We test our method
using a multi-agent simulation, demonstrating that this method produces a lower total route time for
all vehicles than when using either a centralized traffic information system or direct experience alone.

Keywords: vehicle routing; multi-agent simulation; multi-armed bandit; traffic information system

1. Introduction

When a driver attempts to navigate in a modern urban environment, they must
overcome many obstacles to reach their destination, e.g., poor weather, road construction
and accidents; however, while these problems may occur with varying degrees of frequency,
traffic congestion is one which is encountered daily. Delays on the morning and evening
commute to and from work are familiar to many who regularly travel in a city. Indeed,
in particularly congested cities with high population densities, the problem of traffic
congestion may be a constant condition on many roads.

Delays due to traffic congestion can be the cause of many problems. Drivers experience
increased stress as delays may cause them to miss appointments or arrive late for work.
Environmental damage is also a concern, as traffic delays require vehicles to operate for
longer periods than may otherwise be necessary, resulting in increased pollution due
to automotive exhaust. As well, economic damage can occur as worker productivity is
reduced due to increased stress and work time lost in travel [1].

When one considers the negative impacts of congestion its reduction would be bene-
ficial both to individuals and society. However, reducing congestion is not a simple task.
Building additional roads to increase the volume of traffic that may be handled without
congestion may not be possible in many locations, due to existing structures or budget
constraints. Increased availability of mass transit can be helpful in reducing the number
of road users, but this can be expensive to operate and may not be feasible for users
who must travel beyond a short distance to reach their destination. If we consider that
many commuters may opt to drive personal vehicles, either by preference or necessity,
it is worthwhile to investigate how they may be better routed to reach their destinations
while minimizing the negative effects of congestion. The simplest approach to routing
is to take the shortest path to one’s destination. While this may seem ideal, the shortest
path may not be the best option, as the roads selected may have a low speed limit and
thus be inherently slow. The roads may also be congested at the time of travel, causing
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the route to be slower than anticipated. A more sophisticated approach to routing would
involve a consideration of the speed limit on each road taken. By factoring in how fast
we can travel on each road in our path, we can calculate how long it would take to travel
them. As such, a path that uses faster roads may result in a shorter route time than one that
simply selects the shortest path. These routing methods are examples of user or individually
optimized routing [2]. This type of routing focuses on finding the fastest, or optimal, route
to the driver’s destination. As such, there is little regard for the impact on existing traffic
congestion beyond the necessity to limit its effects in delaying the driver. However, using
individually optimized routing can have a detrimental effect when all drivers attempt to
use this method. Referred to as the tragedy of the commons [3], this problem appears when
all vehicles attempt to use the same roads at the same time. As the road is finite in the
number of vehicles that may efficiently use it concurrently, increasing the number of users
will increase the amount of time it takes to travel upon the road.

An alternate method is to build routes that are system optimized. System optimization
focuses on reducing the total amount of travel time for all vehicles using the road net-
work [2], with the goal of reducing the impact of each vehicle on the congestion problem.
As such, many road networks are designed to favor system optimization by operating high
capacity and high-speed roads, with the goal of moving the largest number of vehicles
possible through the system. System optimization can also be attempted with traffic light
systems that prioritize traffic on high capacity roads while also directing vehicles towards
them [2]. Unfortunately, system optimization may result in negative effects for some
drivers. When a route is built to take advantage of high capacity roads, the driver may not
be using the best route to reach their destination—they may be required to take a longer
path than otherwise necessary. While this can reduce the total travel time experienced by
all drivers—the modified path reduces congestion on some other road—the individual
driver does not see a benefit.

Ideally, we would like to optimize the route for the individual while also optimizing
for the system. A hybrid method, combining both individual and system optimized routing
attempts to use the best components of both methods to achieve this [2]. By selecting roads
that provide for a fast route for the driver but also work to avoid congestion, we can avoid
building routes that cost the individual too much time while also working to reduce the
total congestion in the road network. The reduction in congestion may then be enough
to offset the extra time that the individual driver must spend reaching their destination.
However, when routing in congestion, one must consider the following question: is it
better for me to use a road that is short, but congested? or, is it better for me to take a road
that is longer, but uncongested? The answer to this question is not simple when one does
not know how badly congested the road is, as a short but congested road may be a better
option than a longer, uncongested one if the delay due to congestion is small.

To see if we can develop routes that are better suited for areas with traffic congestion
than existing methods, we consider:

(1)  Finding the best route while accounting for congestion requires the driver to search
through several possible alternatives.

(2)  The specific amount of congestion that will be encountered on any given road
segment is unknown to the driver.

(3)  Avoiding the tragedy of the commons to approach a system optimum state.

Finding the fastest route to one’s destination can be accomplished using several
pathfinding algorithms, such as Dijkstra’s Algorithm [4] or the A* algorithm [5]. Given
a map with sufficient detail of the road segment lengths and permissible road speeds,
these algorithms can provide a route that will get the driver to their destination; however,
given the unknown details of congestion and its effects on road speed, these algorithms are
insufficient by themselves.

If we were to use a pathfinding algorithm to produce several possible routes that
our driver could choose from, we may be able to find the fastest route. To do this we can
use reinforcement learning to try to learn which route will be the quickest. Multi-Armed
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Bandit algorithms (MAB) [6-8] can be used to search for the best routing solution and more
reliably select it in the future. However, to learn the fastest route to take, these methods
must first explore the possible solutions, resulting in the driver using some potentially poor
routes while trying to find the best one. Thus, Objective 1 of our research is to determine
the fastest route for the driver with the least exploration.

Second, as the amount of congestion along a given route affects its speed, if a driver
would like to select the fastest route with a limited number of routing tries, more detailed
information about the congestion on a road segment may be of help. Software such as
Google Traffic [9] and Waze [10] offer information about the traffic conditions on a road.
Both operate by collecting data from public traffic sensors and user provided travel times
(via smartphone application) and use it to provide routes that account for delays due to
congestion. While a large amount of travel data can be collected from users, we must
consider that the congestion problem will change over time. The number of road users
may change, and the routes they select can result in roads becoming congested over time.
As such, we need a routing method that can adapt to changes in congestion and anticipate what
these changes will do to congestion while building a route. Thus, our Objective 2 is to propose a
routing method that can adapt to changes in congestion over successive routing actions.

As mentioned above, the tragedy of the commons occurs when each driver attempts to
select the fastest route without regard for the effects of this selection on congestion. Ideally,
we would like to avoid this issue and reach a system optimum state where the total travel
time is at a minimum while also minimizing the travel time for each driver. Stackelberg
routing [11], where a leader is selected to pick an initial route which is then built upon by
others, can be used to solve this issue; however, this method requires a central authority to
select the leader and assign routes, which may or may not be followed by the other drivers
if they consider them to be unfair. This provides us with Objective 3, that is, to construct a
routing method that produces routes that are fair for each driver but also minimizes the
total travel time for all drivers.

This research makes multiple contributions towards solving the congestion problem
in the urban environment:

¢  First, we show that the fastest route in a congested road network can be determined
with less exploration than might otherwise be necessary. This is achieved by combin-
ing the data the driver acquires through experience driving a route with the data that
are collected by all road users.

¢ Second, we show that this method is adaptable to changes in the congestion problem
by constructing a new reinforcement-learning-based approach to teaching each driver
which travel data best matches the current congestion.

¢  Finally, we demonstrate, by a multi-agent simulation, that the drivers can reach an
equilibrium point that approaches the system optimum while being directed through
a control mechanism.

The term agent is used to refer to the vehicle’s navigation system. The agent develops
the routes and decides which one the vehicle will take. The driver of the vehicle managed
by the vehicle simulation and will always follow the route provided by the agent. The term
road segment is used to refer to a section of a road that lies between two intersections. As the
routing agent can only make road selection decisions at an intersection, the road segment
represents the smallest unit of a road that the agent can perceive. The travel time refers to
the time, in seconds, required for a vehicle to travel the length of a road segment. The travel
time may be that of an individual vehicle or may be an average of all vehicles for a specified
range of times.

The rest of the paper is organized as follows: Section 2 reviews the literature on the
routing methods. Section 3 discusses the theoretical foundation for the proposed methods.
Section 4 covers the design of the solution and the method of experimentation. Section 5
presents our experimental results. Section 6 discusses the results of this research. Finally,
Section 7 presents the conclusions and future work.
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2. Literature Review

To optimize the road network, Intelligent Transportation Systems (ITS) [12,13] focuses
on using traffic information to make better use of existing infrastructure. Centralized
traffic management systems, such as the Sydney Coordinated Adaptive Traffic System
(SCATS) [14] attempt to improve traffic flow by further managing traffic lights, such that
busier roads are given priority to increase the speed of vehicles traveling along the road
when there is high traffic volume. While this technology can greatly improve traffic flow, it
is complex and costly to implement. As well, changing traffic light timings to favor certain
roads will encourage drivers to prefer using them, resulting in further congestion.

Recent advances in communications technology have also enabled the use of more
advanced techniques. Vehicle-to-roadside (V2R) communications technologies allow for
greater organization of the network by transmitting information about destination and
vehicle status to local traffic management systems [15]. Intelligent intersections can sense
the volume and direction of traffic passing through them and time signal changes to
improve flow while also providing information to neighboring intersections about the
volume of traffic headed in their directions [12,15,16].

Many routing methods attempt to solve the routing problem by focusing on reaching
either a User Equilibrium (UE) or System Optimum (SO) state [17]. Each of these principles
may be understood intuitively as the consequences of either self-interested or altruistic
agents [18].

Game theory is used to model the problem of traffic congestion in a city, representing
the problem as a congestion game [19,20]. The game reaches equilibrium when no player
perceives a possibility of improving their reward by changing strategy [21]. The game
theory analysis of routing in traffic congestion views the problem as a nonatomic congestion
game consisting of many players attempting to use a set of roads [20]. As the number of
players is very large, although not infinite, the decisions of any individual player on the
congestion encountered is very small—essentially, the decision of any one player to use
a particular road at a particular time will not make a noticeable difference in how fast a
vehicle may travel down that road. A common example of this class of game is the EI Farol
Bar Problem [20].

There have been a few different approaches that have been applied to the routing prob-
lem. These approaches can be separated into attempting to solve for either of Wardrop’s
Principles or both [17], with varying levels of sophistication. Perhaps the most direct
method of routing is to select a path that combines the fastest allowable road speeds with
the shortest possible distance. Provided a map of the city in which we would like to
navigate, we can use a pathfinding algorithm such as Dijkstra’s Algorithm [4] or A* [5].

Route Information Sharing (RIS) [22] represents one method to reach a system opti-
mum. By sharing information on the routes chosen by drivers, this method seeks to enable
them to avoid congestion. Route information sharing has been shown to provide an im-
provement in the average travel time for drivers using this method over the average times
for drivers routing using a shortest distance method. This difference was found to increase
as the percentage of vehicles using RIS increased in the road network. However, while an
improvement was found, the number of cycles of route, transmit, receive and re-route that
must be accomplished before a final set of routes is reached can be large. As well, it has
been noted that, in large cities where there may be millions of vehicles, such a system may
be impractical, as a typical communications system, such as a cellular network, may not
capable of handling the number of connections required.

While a system-optimal method of routing results in faster overall route times, it is
difficult to prevent the system from reverting to a less-efficient user equilibrium state. RIS
approaches this; however, it does so at the price of potentially delayed routing results and
a large communications infrastructure cost. If drivers are selfish in their behaviors (that
is, always attempting to achieve the fastest route for themselves, regardless of the cost to
others), perhaps a better approach would be to achieve a user equilibrium state that is as
close as possible to the social optimum. Levy et al. [18,23] investigate the possibility of
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system optimum being an emergent property of a multi-agent system. In their research,
a group of agents, representing drivers, are given a choice between two routes of equal
length. As both routes are equal, the only factor that affects the route completion time is
the number of agents that select the route. Each agent has the goal of reaching the end
of the route in the shortest time possible and must decide which route is the best choice
to achieve this. The authors solve this problem by applying the agents’ previous routing
experience on each route. A routing simulation was built for the agents with both available
routes. As successive simulations are run, the agents acquired more information as to
the amount of time required to complete each route, which is used to inform the agent’s
route selection in the next simulation. To determine which route is likely to be the least
congested, each agent uses the Sampling and Weighting (SAW) formula [24]. While this
work shows that it is possible to reach a user equilibrium and a social optimum state using
a deterministic algorithm, there are some practical limitations. First, the agents required
almost 2000 runs to reach a user equilibrium, and reaching a social optimum required
approximately 500 runs. If such a system were attempted for a group of drivers, it would
require a large number of tries before they saw a significant improvement in their route
times. Secondly, the experiments gave the agents the option of two routes, rather than
the hundreds that may be possible in an urban road network. Given the larger number of
options, a weight value that accounts for long-term memory may result in a better result
than that was found when only two routes were allowed.

The multi-armed bandit framework [25] has been used to model and simulate se-
quential route selection or generation problems. Recently, Zhou et al. [26] formulated a
sequential route selection problem as a shortest path problem with on-time arrival reliabil-
ity under a multi-armed bandit setting. The upper confidence bound algorithm is extended
to handle this problem [26]. The objective of their application is to identify the arm with
both the shortest travel time and most likely to arrive on time. The goal of our research
is to predict the effects of congestion and develop a better route that allows us to reach
our destination more quickly. Yoon and Chow [27] proposed a sequential route generation
process for line planning and route generation under uncertainty for public transit network
design. A reinforcement learning-based route generation methodology is proposed to
support line planning for emerging technologies. The method makes use of contextual
bandit problems to explore different routes to invest in while optimizing the operating cost
or demand served [27]. While their research is focusing on public transit network design,
our paper is focusing on individual vehicle navigation.

3. The Theoretical Framework

We present a multi-agent routing methodology that addresses the objectives of the
research. To develop their route, each agent uses the following steps: first, the agent builds
a list of potential routes to its destination. The list is built using a modified version of the
A* algorithm, which returns the fastest routes possible based on the map data available
to the agent. For all potential routes in the list, the agent estimates the time at which they
will start each road segment. Next, the agent requests travel time data from the centralized
real-time traffic information system (TIS) for each road segment in each route. By using
the TIS, the agent avoids the need to try each route to learn the amount of congestion
firsthand, thus minimizing the exploration required to estimate its effects. The TIS returns
two average travel times for each road segment requested, adjusted for the time at which
the agent estimates it will reach the segment: the first is the long-term average, which is
an average of all vehicle travel times on the given road segment for all available routing
episodes; second, the short-term average, comprised of the average travel time for all
vehicles in a certain number of most recent routing episodes. The agent then applies the
averages to each potential route using the SAW formula. The agent selects the route with
the fastest estimated time. As the estimates are developed using previous travel time data,
our routing method can adapt to changes in congestion—the effects of any changes will be
reflected in the travel times used. The agent compares the selected route to a list of routes
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it has traveled previously. If the route is the same as the route used by the agent in the
previous routing episode, the agent will select the route. If it is different, the agent searches
the list to determine if it has used the route before. If not, the agent will use the route. If the
agent has used the route previously, it will only select the new route if it was significantly
faster than the route used in the previous routing episode.

The agent travels its route. As the agent travels, it transmits the time required to
complete each road segment to the TIS. If re-routing is enabled for the agent, it compares
the time on route to its estimated route time to that point. If the route time is significantly
higher than the estimated time it will re-route. After completing its route, the agent reviews
the route times for each of its potential routes by again querying the TIS to apply the most
recent travel time data to each one. If the fastest route was different than the one the agent
selected, they adjust their selection algorithm to better reflect the effects of congestion on
its routes. As each agent acts to improve its route selection, the amount of time to complete
its routes are reduced and works to minimize the total travel time for all drivers, while also
providing a fair route for the agent. Figure 1 presents a flowchart depicting the agent’s
routing actions. The algorithm Agent Routing Process provides an overview of the agent
routing steps and calls the algorithms presented in the following sections.
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Figure 1. Agent routing process.

3.1. Building the Potential Routes List (Step 1)

Before selecting the fastest path to its destination, the agent must first develop a list
of viable routes. In many cities the number of possible routes can be quite large, given a
multitude of roads to choose from; however, many routes are not good options due to a
combination of allowable road speed and distance. To accomplish this task, the agent uses
a modified version of the A* algorithm [5]. Our modified version will continue to build
routes until a pre-determined number of routes has been reached, providing the agent with
a list of routes to choose from.
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Given a list of potential routes, the agent must now determine which one to use while
also accounting for the effects of congestion. As shown by Levy et al. [18,23], determining
the impact congestion has on a given route can require a large number of tries before we
can be sure we have found the fastest one. To reduce the amount of searching required to
find the fastest route with congestion, we use a TIS containing travel time data collected
from each vehicle. When a vehicle passes through an intersection, the amount of time
required to traverse the road segment is transmitted to the database, along with the start
and completion times on the segment. As the amount of information is small and only
transmitted at the intersection, we can avoid the RIS communications capacity limitations
noted by Yamashita et al. [22]. The collected travel time data are used by each agent as a
substitute for direct experience that would have been gathered through the exploration
of different route options. This allows our routing method to be flexible as to the origin
and destination of the agent—they need not have traveled to a destination previously to be
able to select a route that will account for traffic congestion.

3.2. Requesting Travel Times (Step 2)

Although the agents have travel time data available to them for any road segment
they may wish to select, they are faced with a problem. The amount of travel time data can
be very large, as it may be collected from many vehicles over a long period of time, and the
transfer of such a large volume of data would be impractical when a driver is waiting for
their route. We manage this issue by limiting the amount of data that is required by the
agent to make its decision. As the agent has a list of potential routes to choose from, they
only require the travel time data relevant to each route. The agent further reduces the
required data by estimating the time at which its vehicle will reach a given road segment,
thus only requesting the travel time data for a limited time frame. The specification of a
time frame further aids the agent by accounting for changes in congestion that may occur
while traveling a route. For instance, a road segment may not have much congestion at the
time when the agent begins its route, but a number of employers located along the route
may begin their day as the agent’s vehicle travels, producing congestion that did not exist
earlier. Having data that indicates that a given road segment will become more congested
by the time its vehicle reaches it helps the agent determine if selecting a route with that
segment is good option.

3.3. Retrieving Travel Times (Steps 3, 4)

The traffic information system, upon receiving a request, must retrieve the data and
format them to send to the requesting agent; however, there are variations in the data
that must first be managed. The travel time data will vary over days and months—a
road segment may have little congestion on a Sunday afternoon, but be very congested
on Monday morning when a large number of drivers are traveling to work. Additionally,
seasonal changes may be expected, such as higher congestion on road segments near
shopping malls in the month of December. The database accounts for these changes by only
returning travel times for the same day of the week as the day being routed. Thus, if the
current date is a Monday, the database will only retrieve data from previous Mondays.
Another issue that may arise is travel time variation due to unforeseen conditions. A driver
may encounter a slow-moving vehicle or bottlenecking due to construction, which may
temporarily slow traffic. While these incidents will show in the data as an increased amount
of time required to traverse a road segment, they are not representative of the day-to-day
congestion that the driver may be expected to encounter. The database manages this issue
by averaging the travel time data returned. Upon retrieval, the database will construct
two values for the road segment—the long-term average (LTA) and short-term average
(STA). The long-term average consists of the average time required to complete the segment
over all dates available, while the short-term average is that over the most recent days.
The number of recent days used is configured to be consistent for all data requests. Finally,
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when data are returned to the agent, it consists of a long-term and short-term average for
each road segment requested, adjusted for the estimated time of arrival at the segment.

3.4. Building the Route Estimate (Step 5)

Given the list of potential routes and both long and short-term travel time averages
for each road segment, the agent must now make a routing decision. To do this we use the
Sampling and Weighting (SAW) formula from Erev et al. [24] and Levy et al. [18]:

K RT;(i kK RT.(i

Rewritten, we use the formula as:

ESTroute = W * iLTA(i) + (1 —w)* Zr: STA(i) )
i=0 i=0

where ESTy is estimated subjective time for route j in k trips, EST oute is the estimated
total route time, r is the number of segments on the route, RT is the route time and w is a
weighting factor. The weighting factor allows the agent to choose which set of averages
will have more value in the routing decision—long-term or short-term. The SAW formula
was selected for the route estimation task as it allows the agents to easily apply the large
amount of travel time data available to them while also accounting for changes to the
congestion problem that will occur over time. The weighting factor is not a fixed value,
but rather is changed by the agent over time as the congestion problem changes through a
learning algorithm (see Step 8).

Once the agent has estimated the travel time for each potential route it selects the one
with the lowest estimate.

3.5. Apply Direct Experience (Step 6)

Although the agent has decided as to the best route to use, we are now faced with a
potential problem. In their research, Levy et al [18] required many routing runs before the
agents reached equilibrium. This is partly due to the agents having to guess the amount
of congestion on a given road—an issue which we are addressing with the use of a traffic
information system. However, another issue is the amount of route switching the agents
perform while trying to settle on the fastest one. For our routing method to produce a good
route for each driver, the agents must reach an equilibrium where there is no incentive for
them to switch routes in consecutive routing tries. To reach equilibrium the agents must
avoid selecting different routes that have slightly faster estimated times than the route they
most recently completed. For instance, if an agent were to select a route that is estimated to
be one second faster than its previous route, the agent may find that the new route is not as
fast as expected, due to unanticipated delays, such as a slower moving vehicle. In the next
routing instance, the agent would switch back to its first route, only to find the previous
route may have been faster. This cycle may continue many times before the agent reaches
settles on a route. We manage this issue by including previous experience on the route
as the final step of the routing process. If the agent has never used the estimated fastest
route before, it will always select it, allowing it to explore an option that may well prove be
the best available under current congestion. If the agent has used the route previously it
then compares it to the route it has used most recently for the same origin and destination.
If the route is the same, it will continue to use it. If the route is different it must decide if
selecting the new route will be faster than the last used route.

The agent will now retrieve the average completion time for the new route and the
actual completion time for the most recently used route. This time is the agent’s own
experience on the route. If the new route is faster, the agent will select it, as both the
estimated route time and previous experience indicate this is likely to be a good choice.
If the new route’s previous times are slower, the agent will compare the new route’s
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estimated time with the previous route’s average multiplied by an exploration factor.
The exploration factor represents the agent’s willingness to switch to a different route
rather than continue exploiting the one they have most recently used. If the new route’s
estimated time is faster, it will select it, otherwise the agent will stay with the previous
route. The exploration factor is a static value used by the agent in all routing attempts.

3.6. Driving the Route and Re-Routing (Step 7)

While its vehicle is traveling its selected route, the agent evaluates its performance
at each intersection. As the vehicle approaches an intersection, the agent compares the
amount of time the vehicle has taken to reach this point in its route and compares it to
the estimated time, multiplied by a performance factor. The performance factor is used
to prevent the agent from evaluating the route time as simply slower than estimated,
the difference between the two must be large enough that the agent has reason to believe
that its route selection was a bad decision.

If the agent determines that its route is not performing as expected, they will re-route,
using the next intersection as its origin point and the same method as described above in
Steps 3-5. The next intersection is used to allow the agent time to develop a new route and
position the vehicle to execute it appropriately. The vehicle will then continue travel using
the new route selected.

The agent will only re-route once while on route. This limitation is set to prevent
the agents from attempting to re-route at each intersection, thus reducing the amount of
communication required. This limitation will also aid the agents in reaching an equilibrium,
avoiding large changes in road congestion that may occur if each agent is constantly
changing its routes.

3.7. Applying the Learning Algorithm (Step §)

An agent’s route selection is affected by the weighting value they use in the SAW
formula. This weight must be learned by the agent, as its ideal value may change over
time, as traffic congestion along routes change. The learning process will utilize the
following steps:

(1)  After the agent’s vehicle completes a route, the agent will request the actual travel
times for its alternate routes from the database. The times used will be the most
recent road segment completion time averages, providing the agent with the travel
time they would likely have achieved if they had selected a given alternate route.

(2)  The agent selects the route with the fastest actual travel time—this list includes the
route they just completed—and uses the SAW formula to find the new weight, wy,e:

k . k .
- o RT : . sRT(i
ActualTravelTime = Wyey * EZZOT(I) + (1 — wyew) * Zl‘%” 3)
Rewritten, we use the formula as:
(ActualTravelTime — ShortTermAverage)
Wnew = (4)

(LongTermAverage — ShortTermAverage)

(3)  Thenewly calculated weight represents the weighting value that would have allowed
the agent to select the fastest route, given the previously available travel time data.
However, the agent may choose to adjust it, depending on its learning strategy.

The agent’s learning strategy will determine how aggressively it will change its routing
weight, which is an MAB problem [8]. An exploratory strategy would cause the agent to
accept the newly calculated weight and use it in their next routing problem. However, this
strategy may not be advisable if patterns of congestion change rapidly from one routing
period to the next. The agent may also use a strategy of exploitation, in which the weight
changes very little from one route to the next, hoping to ride out any fluctuations in road
congestion in favor of long-term route stability.
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More balanced strategies include epsilon-greedy algorithm [8], which uses the epsilon
value as the probability to make a selection other than the known best one for exploration,
and the Upper Confidence Bound (UCB) based algorithm [28], which uses the calculated
bound to guide exploration towards unseen but strong potentials. However, they are
suitable for a more uncertain environment where additional information, such as what
routing agents can obtain from TIS, is out of reach.

Thus, to provide a more flexible and hybrid strategy, we use a maximum weight
change factor to determine whether the agent’s strategy is one of exploration (a high
change) or exploitation (a low change). The weight change factor remains fixed for the
agent over successive routing tries. If the difference between the new weight and the
previous weight is greater than the weight change factor, then the agent will use the
previous weight adjusted by the weight change factor. The weight change is adjusted
as follows:

max{wWyexw, (wprev - wcf) b Whew < Wprev

®)

Wysed = .

mln{wnew/ (wprev + wcf) }/ Whew = Wprev
where w, % is the weight change factor, wy is the newly calculated weight, Wprev is the
weight used in the recently completed routing episode and w,,; is the adjusted weight
that will be used by the agent.

4. Experimental Design

The goal of the experiments is to show that a multi-agent system using a combination
of centralized real-time traffic information system and direct agent experience will achieve
a user equilibrium with a lower total route time than is possible using either method alone.
Additionally, we would like to answer the following questions:

(1)  Will such a multi-agent system achieve user equilibrium with fewer routing episodes
than either a centralized real-time traffic information system or direct agent experience?

(2)  Will re-routing while on route result in lower total route times than when no re-
routing is used?

(3)  Will the weighting factor reach an equilibrium point at which the agent will no
longer adjust between routing episodes?

We tested our hypothesis using simulation. The simulations were run using a variety
of parameters to determine the conditions under which routing would be most effective
at reducing delays due to congestion. As a control, simulations were also run in which
the agents were limited to using only the travel time information they were able to collect
through direct experience, as a typical driver would. The resulting route times were
then compared to determine if the agents saw an improvement by using either the TIS or
TIS/direct experience method.

4.1. Simulation Hardware and Software

The agent software, including the route building and learning components, was devel-
oped in Java 1.8.0_121 using the NetBeans IDE, version 8.2. Individual agent configurations
and data collection were performed using MySQL 8.0. The road simulations were run using
SUMO 0.27.1 [29], an open-source traffic simulator that allows the modeling of vehicles on
a road network, using routes provided by external software. All simulations were executed
on a laptop using four Intel Core i7-7500U CPUs at 2.7 Ghz with 8 GB of RAM.

4.2. Simulation Configurations

All simulations use the same map lattice—25 standard city blocks of 100 m to a side,
arranged ina 5 x 5 grid. A grid was selected to provide a consistent distance between
all intersections, allowing the agent a choice of paths that may have varying amounts of
congestion, but not a significant difference in length. As the agent has several possible
equal length routes available to it, the selection of a route becomes one of how much
congestion is acceptable, rather than distance. Figure 2 shows the map grid.



Information 2021, 12, 447

11 of 26

GridMap.sumocfg - SUMO 0.27.1
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Figure 2. The SUMO traffic simulator using a 5 x 5 lattice map of 100 m to a side. The screenshots show the simulator UI,

while the lattice graphic represents the full layout of the map used by the agents.

Each simulation, except for the first set below, simulates 100 agents using the map

simultaneously. Although configuration parameters are changed between simulations, all
simulations use the same set of origin and destination locations for the agents. As well,
each agent is limited to starting and ending their route at an intersection, rather than in
the middle of a road segment. We limit the number of simulations runs to 60 per set of
parameters in each scenario, except for the first. This limit is selected as each simulation
run represents the same day in repeated weeks. As such, for the routing method to be
of value to a driver, it must produce improved routing results over a small number of
attempts, leading us to use a limited number of runs for each scenario. The following six
sets of simulation scenarios/methods are used:

ey

@

®)

(4)

Each agent simulated individually

Each agent is provided with the five fastest routes from the modified A* algorithm
and allowed to run through each as the sole agent in the simulation. The fastest of
the five is then selected as the fastest possible route time for the agent to travel from
its origin to its destination without delays due to traffic congestion.

Simulation with direct experience but no re-routing

The simulation is run using 100 agents that are limited to using only the travel time
data they can collect directly. The agents start by exploring the five fastest potential
routes from the modified A* algorithm to determine the fastest one and then select a
route as they gain further experience. The SAW formula is used to estimate the fastest
route, but each agent uses an epsilon-greedy algorithm [8] to make their selection,
with the epsilon value varied as one of the simulation parameters. The simulations
are run 60 times with the SAW weight fixed such that the same weight value is used
for all simulations for a given set of parameters.

Simulation with a TIS but no re-routing

The simulation is run using 100 agents that can learn a new SAW weight at varying
rates using all travel time data available from the TIS. The SAW formula is used to
estimate the fastest routes from a list of potential routes and the agents select the
fastest estimate. After each simulation, the agent reviews the actual travel time for
each potential route and determines what the SAW weight would need to be for the
agent to have selected the fastest route. The simulations are run 60 times for each set
of parameters.

Simulation with direct experience and re-routing

The simulation is run using 100 agents that are limited to using only the travel time
data they can collect directly. This set of simulations is identical to the simulations
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in method (2), with the exception that a route performance factor of 1.5 is set for
each set of simulations. The performance factor is a setting that allows the agent to
calculate a new route from the next intersection they will occupy, to their destination.
In the case of these simulations, the agent will only attempt to re-route if the total
time they have experienced on a route is greater than 1.5 times the expected route
time to that point. While an agent can consider re-routing at each intersection, each
agent is only allowed to select a re-route once in each simulation. The simulations
are run 60 times for each set of parameters.

(5) Simulation with a TIS and re-routing
The simulation is run using 100 agents that can learn a new SAW weight at varying
rates using all travel time data available from the TIS. This set of simulations is
identical to simulations in method (3), with the exception that a route performance
factor of 1.5 is set for each set of simulations. The simulations are run 60 times for
each set of parameters.

(6) Simulation with a combination of a TIS and direct experience
The simulation is run using 100 agents that are allowed to learn a new SAW weight
at varying rates using all travel time data available from the TIS. Re-routing is not
allowed for the agents.
This set of simulations differs from method (3) in that agents are also able to learn
from direct experience. After an agent is provided a list of potential routes with
estimated route times from applying the SAW formula, it reviews its previous route
experience. If the route with the fastest estimated route time has not been used
before, the agent will always select it. If the best estimated route is the same as
the route used in the previous simulation, the agent selects the same route again.
If the best estimated route is different from the route used in the previous simulation,
the agent compares the estimated route time to the actual route time from the
previous simulation. The previous route’s travel time is modified by an exploration
factor of 0.5. If the estimated route is faster than the adjusted previous route time,
the agent selects the new route. The simulations are run 60 times for each set
of parameters.

4.3. Experimental Analysis

To measure the effectiveness of routing with a TIS we measure the price of anarchy [30].
The price of anarchy is the social cost due to congestion. In the case of vehicle routing it
can be measured as the increase in route times that would not otherwise be experienced if
congestion were non-existent. The price of anarchy is calculated as the ratio of the social
cost of congestion to the social cost at a minimizing action distribution [30] and the social

cost is measured as:
C(s) =Y. Y s(aj)ca(s) (6)
iENa;€A;

where:

N = {1,...,n} is a set of players of different types.

A = A; x -+ x Ay, where A; C 2R\ {@} is the set of actions related to a set of
resources R. The action a; € A; is selected by all players of type i. The action represents a
segment of the player’s path A;;

c=(c1,...,¢cx), where ¢, : R; —— Ris a cost function for road segment r € R and ¢,
is nonnegative, continuous and nondecreasing.

s(a;) is the element of s that corresponds to the set of players of type i who select
action g; € A;.

The price of anarchy is thus:

C(s)
C(s*)

Priceof Anarchy = (7)
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In our research, the value of C(s*) is calculated by summing the fastest route time
for each agent when no other agents are being simulated. This data are collected using
simulation scenario 1. As such, the minimized action distribution represents the fastest
route time possible, given the list of origins and destinations being used.

The value of C(s) is calculated as the sum of the route times when all agents are
simulated simultaneously. The price of anarchy ratio will always give a value greater than
or equal to 1, where 1 indicates the agents have found a set of routes that provides the
fastest possible route times. The method with the lowest price of anarchy for a given set of
parameters at user equilibrium will be considered to provide the fastest routing solutions
for all agents.

5. Simulation Results

For all simulation scenarios/methods, except for the first, the following data are
presented for each set of parameters:

e  The total route time for all agents on the 60th simulation. As this is the final simulation
run for a given set of parameters, it represents the point at which the agents will no
longer be able to modify their routes.

e The price of anarchy at the 60th simulation.

¢  The minimum price of anarchy across all simulations.

¢  The mean price of anarchy. This value is presented to show the difference between
the final simulation results and the average for the method.

*  The median price of anarchy. This value is presented to show the overall effectiveness
of the method across all simulations.

e The number of times user equilibrium was achieved. Equilibrium may last for a single
pair of simulations or may be repeated across multiple simulations.

¢ Where re-routing is used, the minimum number of re-routes across all simulations.

5.1. Each Agent Simulated Individually

The total travel time for all agents using their best route is: 3431.4 s. This number is
used as the C(s*) value when calculating the price of anarchy.

5.2. Simulation with Direct Experience but No Re-Routing

Each set of simulations is run 60 times and has a fixed SAW weight, such that the
agent does not change the weight between simulations. The mean and median price of
anarchy is calculated using only the 6th through 60th simulations as the agents are still
exploring potential routes in the 1st through 5th simulations, which would skew the values.
The epsilon values determine the percentage chance that the epsilon-greedy algorithm
will select a route other than the fastest provided by the A* algorithm and their previous
experience. Thus, an epsilon of 10 represents a 10 percent chance that the agent will select
a random alternate route to find a faster route along traffic congested roads.

Minimum and Median Price of Anarchy. Figure 3 displays the minimum and median
price of anarchy for each set of parameters. The minimum price of anarchy was lowest
when epsilon was set to 5 for all SAW weights, except for w = 0.5, where an epsilon of 15
provided the lowest value. The lowest median occurred where epsilon was 0, regardless of
the weight used. That the median price of anarchy was consistently lowest when epsilon
is 0, while also being highest at an epsilon of 20, shows us that agents are able to exploit
their known routes more effectively when other agents are less likely to explore novel
routes. The difference between the minimum and median price of anarchy for each set of
routing parameters was found to vary between 0.013 and 0.116, with the largest differences
occurring where higher epsilon values were used.



Information 2021, 12, 447

14 of 26

=
N
o]

Price of Anarchy
=
N =
w N

=
N

1.05

(,)S (_)?“

Equilibrium Points

O L N W H U O N 0O O

/

N <</ &
NA

Q

PP L LTS ELL L L
> ’\"‘ A2 o0 /\‘9‘ /\%‘ N O

$ \\A 4 4 Q Q7 Q7 Q C
$$$\§‘\\$& I ,p s \Y\ P L LSS AR QAT T (T
s & $ T LS F IS D
X o “JE6 @$$®®§$S(§§%$‘§‘§ LT ¥

B Median ® Minimum

Figure 3. Minimum/median price of anarchy with direct experience, no re-routing.

User Equilibrium Points. Figure 4 displays the number of occurrences of user equi-
librium for each set of parameters. Equilibrium occurred only where the epsilon value was
set to 0 as the agents would randomly select alternative routes when using higher epsilon
values, regardless of their perceived likelihood of producing a better route time, preventing
equilibrium from being achieved.

Figure 4. Equilibrium points with direct experience, no re-routing.

5.3. Simulation with a TIS but No Re-Routing

Each set of simulations is run 60 times. The first five sets of simulations use a fixed
SAW weight, the remaining sets allow the agents to change the weight by an amount
ranging from 0.1 to 1.0 between each simulation. The mean and median price of anarchy is
calculated using only the 6th through 60th simulations as the agents have not yet produced
sufficient travel time data to avoid using estimated times in the 1st through 5th simulations.
Where travel time data are not available, the agent calculates an estimate using the allowed
road speed and road segment length.

Minimum and Median Price of Anarchy. Figure 5 displays the minimum and median
price of anarchy for each set of parameters. The minimum price of anarchy was lowest
when the agents could change their SAW weights by up to 0.3 between routing episodes.
The median price of anarchy was lowest where the agents could change their SAW weights
by up to 0.1 between routing episodes. The difference between the lowest median price of
anarchy and the highest was 0.027. However, when fixed SAW weights are not included the
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difference drops to 0.014, indicating that there is greater similarity in the median price of
anarchy when the agents are able to change their weight values, regardless of the amount
of change allowed. The difference between the minimum and median price of anarchy for
each set of routing parameters was found to vary between 0.019 and 0.038. This is a smaller
range of differences than was found using direct experience only. As well, the highest
median price of anarchy, 1.141, was found be lower than the lowest median value when
using direct experience, 1.179.
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Figure 5. Minimum/median price of anarchy with TIS, no re-routing.

5.4. Simulation with Direct Experience and Re-Routing

Each set of simulations is run 60 times and has a fixed SAW weight, such that the
agent does not change the weight between simulations. The mean and median price of
anarchy is calculated using only the 6th through 60th simulations as the agents are still
exploring potential routes in the 1st through 5th simulations, which would skew the values.
Each agent can re-route a maximum of one time per simulation with a performance factor
of 1.5. The re-route decision is made at the end of each road segment by multiplying the
estimated route time to the end of the segment by 1.5 and comparing the actual route time
to that point. If the actual time is greater than this value and the agent has not re-routed,
the agent will re-route.

Minimum and Median Price of Anarchy. Figure 6 displays the minimum and median
price of anarchy for each set of parameters. The minimum price of anarchy was lowest
when epsilon was set to 5 for all SAW weights, except for w = 0.5, where an epsilon of 0
provided the lowest value. The lowest median occurred where epsilon was 0, regardless of
the weight used. As with direct experience with no re-routing, the highest median price
of anarchy was found when an epsilon of 20 was used. The highest median value with
re-routing, 1.29, is comparable to the highest median with no re-routing, 1.299. However,
the lowest median with re-routing, 1.149, is lower than the lowest median with no re-
routing, 1.179, suggesting that there is a small benefit to using re-routing. The difference
between the minimum and median price of anarchy for each set of routing parameters was
found to vary between 0.009 and 0.113. This is comparable to the difference found when no
re-routing was used, 0.013 and 0.116, indicating that re-routing had little effect in reducing
the gap between the minimum and median.
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Figure 6. Minimum /median price of anarchy with direct experience, re-routing.

User Equilibrium Points and Minimum Re-routes. Figure 7 displays the number
of occurrences of user equilibrium and minimum re-routes for each set of parameters.
Equilibrium occurred only where the epsilon value was set to 0, with the highest number of
equilibrium points being 6 for w = 0.5. A comparison to direct experience with no re-routing
indicates that the use of re-routing reduces the frequency of equilibrium. The minimum
number of re-routes was found to be lowest where the SAW weight was 0 and epsilon
was 0, while the trend across all sets of parameters showed that the minimum number of
re-routes was highest with larger epsilon values. This is consistent with the equilibrium
point data in that lower epsilon values tended to result in fewer poor route selections that
would require correction through re-routing.
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Figure 7. Equilibrium points and re-routes with direct experience.
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5.5. Simulation with a TIS and Re-Routing

Each set of simulations is run 60 times. The first five sets of simulations use a fixed
SAW weight, the remaining sets allow the agents to change the weight by an amount
ranging from 0.1 to 1.0 between each simulation. Each agent can re-route a maximum of
1 time per simulation with a performance factor of 1.5. The mean and median price of
anarchy is calculated using only the 6th through 60th simulations as the agents have not
yet produced sufficient travel time data to avoid using estimated times in the 1st through
5th simulations. Where travel time data are not available, the agent calculates an estimate
using the allowed road speed and road segment length.

Minimum and Median Price of Anarchy. Figure 8 displays the minimum and median
price of anarchy for each set of parameters. The minimum price of anarchy was lowest
when the agents could change their SAW weights by up to 0.3 between routing episodes.
The median price of anarchy was lowest where the agents could change their SAW weights
by up to 0.1 between routing episodes. The difference between the lowest median price of
anarchy and the highest was 0.031; however, when fixed SAW weights are not included the
difference drops to 0.012, indicating that, as with using a TIS and no re-routing, there is
little difference between median price of anarchy when the agents are able to change their
weight values. The highest median price of anarchy with re-routing, 1.147, is comparable
to that found with no re-routing, 1.141. When fixed weight routes are not considered,
the highest median values are almost identical, at 1.129 with re-routing and 1.128 without.
These results suggest that there is no advantage to using re-routing when the agents are
able to make use of a TIS for travel time data. The difference between the minimum and
median price of anarchy for each set of routing parameters was found to vary between
0.019 and 0.04. The highest median price of anarchy using a TIS and re-routing, 1.147,
was found to be lower than the lowest median value when using direct experience with
re-routing, 1.149.
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Figure 8. Minimum/Median Price of Anarchy with TIS, Re-routing.

User Equilibrium Points and Minimum Re-routes. Figure 9 displays the number of
occurrences of user equilibrium and re-routing for each set of parameters. No instances of
equilibrium occurred. The minimum number of re-routes was found to be lowest where
the SAW weight was fixed at 0.25. The highest number of re-routes occurred where the
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agents could adjust their SAW weight by 0.2 between routing episodes. However, for other
simulations where the agents could adjust their weights, the number of minimum re-routes
varied from 7 to 8. A comparison of the average minimum number of re-routes shows that
direct experience routing used 15, while TIS routing used 8.4, indicating that using a TIS
reduced the need to re-route while on route.
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Figure 9. Equilibrium points and re-routes with TIS.

5.6. Simulation with a Combination of a TIS and Direct Experience

Each set of simulations is run 60 times. The first five sets of simulations use a fixed
SAW weight, the remaining sets start with a weight of 0.5 but allow the agents to change
the weight by an amount ranging from 0.1 to 1.0 between each simulation. Each agent also
uses its direct routing experience to determine whether to select a different route than was
used in the previous simulation. The mean and median price of anarchy is calculated using
only the 6th through 60th simulations as the agents have not yet produced sufficient travel
time data to avoid using estimated times in the 1st through 5th simulations. Where travel
time data are not available, the agent calculates an estimate using the allowed road speed
and road segment length.

Minimum and Median Price of Anarchy. Figure 10 presents the median and mini-
mum price of anarchy for each set of parameters. The median price of anarchy was found
to be lowest where the agents could change their SAW weights by up to 0.9 per routing
episode. The lowest minimum price of anarchy was found when the agents could change
their SAW weights by up to 1.0 per routing episode. The difference between the minimum
and median price of anarchy for each set of routing parameters was found to vary between
0.003 and 0.037. The highest median using a TIS with individual experience, 1.120, was
found to be less than the lowest median when using individual experience with re-routing,
1.149, but slightly higher than the lowest median using a TIS with re-routing, at 1.116.
The difference between the minimum and median price of anarchy for each set of routing
parameters was found to vary between 0.003 and 0.037. This is a smaller variation than
that found for direct experience with re-routing, 0.009 to 0.113, but larger than when using
a TIS with re-routing, 0.019 to 0.04.
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Figure 10. Minimum /median price of anarchy with TIS and direct experience.

User Equilibrium Points. Figure 11 presents the number of occurrences of user for
each set of parameters. Equilibrium occurred with all sets of parameters but was highest
where the SAW weight was fixed, and weight was not equal to 0. This method was the
only one found to have reached equilibrium regardless of the parameters used.
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Figure 11. Equilibrium points with TIS and direct experience.

6. Discussion

Table 1 presents the price of anarchy and total travel time data for the set of simulation
parameters that produced the lowest median price of anarchy for each of our routing
methods. Figures 12 and 13 display the simulation results for each of the parameter sets in
Table 1.
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Table 1. Parameters by method with lowest median Price of Anarchy (POA), results.

Simulation Parameters Total Time on 60th Sim POA 60th Sim Mean POA Median POA
DI o hore g S 17
e 0m Weitstep <01 38249 L9 1118 L
TIS with Direct exp., SAW 37224 1.085 1.092 1.085

weight = 0.5, Weight step = 0.9

6.1. Revisiting the Research Objectives

Now let us discuss our results as they pertain to our research objectives. For Objective
1, determining the fastest route for the driver with the least exploration, we note that all
routing methods produced an initial simulation with a total route time of 4524.8 s. This
is due to each method using the same modified A* algorithm to build each agent’s list of
potential routes. As the algorithm relies upon map data alone, it always provides the same
fastest route, and as the agents have no initial travel time data beyond that provided by
the map, they always select the same route. Once the agents have completed their first
simulation the methods diverge. Figure 12 shows that the both the TIS and TIS with direct
experience methods were able to quickly reduce their total route times from the initial
simulation, while the methods that rely on direct experience alone see a large increase
in route times before dropping in the 6th simulation. This increase in route times is due
to the agents’ need to explore alternative routes to develop an initial set of travel time
data to apply to the potential route list. Once the agents have completed their initial
exploration, they use the travel time data collected to develop routes that improve upon
the total route time found in the initial simulation. For the cost of exploration, the agents
must try potentially worse routes to determine which is better with congestion. This shows
us a drawback to relying on direct experience alone. If the agent must rely on their own
experiences to determine which route is most likely to be the fastest on congested roads,
then they will always see poorer routing results while acquiring this experience. We also
see that as the TIS methods use the collective travel time data of all agents, each agent can
avoid this period of exploration and see routing improvements immediately.

For research Objective 2, the routing method must adapt to changes in congestion over
successive routing actions, each of the routing methods showed adaptation to changes in
congestion. When using direct experience alone, with fixed SAW weights, the agents were
able to produce a lower median price of anarchy when using a lower weight value. As well,
Figures 3 and 6 show that, with or without re-routing, a weight value of 1.0 resulted in
the highest median price of anarchy. The poorer performance when using a high SAW
weight is due to the agent’s reliance upon long-term travel time data, which would be
used exclusively when the weight is set to 1.0. As the long-term travel times used by
the agents are averages from all previous simulations, the agent is less able to adapt to
recent changes in congestion that comprise a relatively small component of this value.
When combined with the agent’s limited ability to gather travel time data, this results
in slower route times. Connecting the agents to a TIS produced greater adaptability to
changes in congestion. As each agent had access to the travel time data produced by all
other agents, they were able to select the route that was predicted to give the fastest route
time, regardless of whether they had used it previously. Under these conditions, the agents
were found to produce the lowest median price of anarchy where the SAW weight was
not fixed. During simulation, many agents were observed to change their weight values
between routing episodes, often by as much as they could by the step limit; however, some
agents rarely changed their SAW weights. This shows us that it is better for the agents to
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be able to modify their weight value to adapt to changes in the congestion problem. Finally,
when the agents were able to combine both a TIS and direct experience, they were best
able to adapt to changes in congestion. This is reflected in this method having the lowest
median price of anarchy. The use of direct experience prevents the agents from chasing the
fastest route without regard for past results, allowing the congestion on each road segment
to stabilize and become more predictable.
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Figure 12. Total route time by bethod using best parameters.

For research Objective 3, the routing method must produce routes that are fair for
each driver but also minimizes the total travel time for all drivers, the multi-agent routing
methods produced routes that were fair to the drivers, as each agent had the goal of
selecting the fastest route to reach their destination. However, while each method proved
successful at reducing the median price of anarchy and the price of anarchy on the 60th
simulation, the combined TIS with direct experience method showed the lowest values.
Figure 13 shows that the TIS with direct experience method provided a total route time on
the 60th simulation that was 100 s lower than when using a TIS alone, and 212 s lower than
direct experience with re-routing. As well, user equilibrium was maintained from the 34th
simulation, demonstrating that all agents had found the fastest route possible, given the
existing congestion.
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Figure 13. Total route time by method using best parameters—enlarged.

6.2. User Equilibrium

Further, from the simulation, user equilibrium was found to occur where the agents
used direct experience alone, with or without re-routing, and where the agents used a
combination of a TIS with direct experience. User equilibrium was not observed where
only the TIS was used. Figures 4 and 7 show that where direct experience alone was
used, the agents reached equilibrium more often when they were unable to re-route.
This was because of re-routing on the congestion problem. Where many agents re-route,
the congestion on any given road segment may change from routing episode to routing
episode. As the congestion changes, the agents adapt their paths to produce better route
times, resulting in fewer instances of user equilibrium. The number of agents changing
routes in consecutive simulations ranged between 10 to 20 percent, regardless of whether re-
routing was. This is due to the agents adjusting their paths to select the fastest route given
the existing congestion pattern. As the agents are not including their direct experiences
routing—relying only on the collective experience of the TIS—they select the fastest route
recommended by their application of the SAW formula. While many agents change
their routes, the congestion pattern changes, thus the agents never reach a point of user
equilibrium. It should be noted, however, that most agents will use the same route in
consecutive routing episodes.

User equilibrium was found to occur most often when using a combination of TIS and
direct experience. Figure 11 shows that user equilibrium occurred for all parameter sets and
many more times than when direct experience alone was used. This was due to the agents
use of past routing experiences to guide their selection of future routes. As the agents only
selected routes that had been shown to be fast in the past, they were less likely to change
routes between routing episodes. As such, once a fast route was found, the agents stayed
with it, resulting in more instances of user equilibrium. The earliest point of equilibrium
was found to occur by the 10th simulation for most sets of parameters, although this was
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not held for more than two consecutive simulations. The agents in Figure 13 reached a
point of consistent equilibrium by the 26th simulation, however, the equilibrium point
does change at the 28th and 34th simulations, where some agents adjust their routes.
As using a TIS with direct experience produces user equilibrium points that last across
many simulations, and does so earlier than direct experience alone, we can say that this
method does achieve user equilibrium with fewer routing episodes than either of our
other methods.

6.3. Re-Routing Effectiveness

Re-routing while on route lowered total route times for agents using direct experience
alone but had little effect when using a TIS. When agents had no access to a TIS, the ability
to re-route allowed the agents to correct for a poor routing decision given the congestion
encountered on its route. This is reflected in a lower median price of anarchy when re-
routing is used. Using a TIS removed the advantage given by re-routing, as the agents are
relying upon travel time data provided by all agents and are able to make better routing
choices. The difference between the two methods shows that there is no advantage to
using re-routing where a TIS is available; however, in instances where the TIS becomes
unavailable—for example, in the case of a communications failure—the ability to re-route
would be beneficial to the agents.

6.4. Weighting Factor

When simulation parameters were set to allow the agents to adjust their SAW weights,
it was found that many agents did not reach an equilibrium point and continued to make
changes to their weighting factor. This was observed as the agents were making changes to
their routes and at user equilibrium.

6.4.1. Localization of the SAW Weight

The ideal SAW weight is localized to the road segment to which itis applied. Over many
simulations, congestion on a road segment may change, depending on the routing decisions
of the agents using it. As changes in congestion on one road segment may be different than
on another segment, the weighting factor that produces the most accurate estimate of the
time to travel any given segment may be different than for another segment.

As the SAW weight used by an agent represents an aggregation of the weight for each
road segment on a route, the ideal weight for an agent depends on the route used. When
building a route, there is often little difference between fastest paths for the agent—the
geography of the map is such that these routes may vary by only a few road segments.
Thus, as the agent is learning which weighting factor is best, they will find a value that
may differ significantly from the weighting factor used by an agent that is routing in a
different part of the city. As such, while there were agents that were observed having the
same weighting factor, often many agents used weights that were unique to their origin
and destination.

6.4.2. Changes in Weighting Factor at User Equilibrium

Many agents were found to change their weighting factor when at user equilibrium.
Often the changes were the largest allowed by the SAW weight step limit, such that an
agent might select a weight of 0 in one simulation and then a weight of 1 in the next. When
using a TIS with direct experience the agents will only select a route that is different than
that used in the previous routing episode if the route is new to the agent or is significantly
faster than route they used previously. As displayed in Figure 13, this eventually allows
the agents to reach a user equilibrium. It also has the effect of stabilizing the congestion
problem, as the agents always use the same road segments in the same order.

The stability of the congestion problem affects the travel time data provided to the
agents. As the agents use a combination of short-term and long-term travel time averages
to calculate their weighting factor, the longer congestion remains consistent, the more
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similar the short-term and long-term averages become. This results in there being little
difference in estimated route times, regardless of the SAW weight used, and the agent
makes changes to the weight value based on smaller differences between the two averages.

As such, we see that stabilization of the congestion problem is more important than
selecting the most appropriate SAW weight when an agent is attempting to select the
fastest route to their destination. We found that the combination of a TIS and direct agent
experience allowed our agents to achieve a total route time that is significantly lower than
when using either a TIS or direct experience alone. The combined system produced a lower
median price of anarchy than either of the other methods, with or without re-routing, while
also having a lower price of anarchy on the 60th simulation.

7. Conclusions and Future Work

We have studied formulated and simulated vehicle routing strategies to reduce travel
times in a traffic congested city. Through multi-agent simulation, we compared five routing
methods: (1). Developing routes using only travel time data an agent could collect through
direct experience. (2). Using a centralized real-time traffic information system (TIS) to
provide travel time data provided by all agents. (3). Routing with direct experience alone
but allowing the agents to re-route while on route. (4). Relying on a TIS for travel time data
while also using re-routing while on route. (5). Combining travel time data from a TIS with
previous routing experience. We ran experiments in which we simulated vehicles traveling
in a city road network grid, each directed by an agent. We found that each method reduced
the total route times of all agents when compared to routing by selecting the fastest route
based on map data alone. However, using a TIS provided further reduced route times over
that found when using direct experience alone. We also found that re-routing improved
results when using direct experience but not when using a TIS, as the agents were able to
better predict the effects of congestion on their routes. More importantly, we found that
the combination of a TIS with direct routing experience provided the lowest total route
time of all methods tested, while also maintaining user equilibrium for longer periods
than when using direct experience alone. As such, we have concluded that the combined
routing method would provide the most benefit for drivers navigating in a congested city.

The large amount of travel time data that the TIS makes available requires the agents
to have a means of finding data that is useful in making a routing decision. The use of
averaged travel times and the SAW formula allow the agents to do this; however, this
method is not the only way we can make use of this data. Further research is necessary
to determine which data analysis techniques may be performed on the data in the TIS
to find patterns or trends in the traffic congestion problem. As well, additional study
of the agents may produce alternative algorithms to estimate their route times, possibly
leading to different route selections and a user equilibrium with a lower total route time.
Further, as the agents make decisions based partly upon the travel time data, they receive
from the TIS, there is an opportunity to affect their decisions by making modifications to
the travel times provided to them. If we consider that sending an arbitrarily large travel
time to an agent would effectively cause them to avoid a route using the affected road
segment, we see a few potentially useful possibilities. In the case of road closure due to
an accident, temporarily increasing the travel time along the road would cause agents to
route around the affected area. This technique may also be useful in reducing the number
of vehicles that attempt to use a road that is under construction. As well, in the case of
evacuations, vehicles could be encouraged to use some roads but not others by modifying
the travel times provided. While modifying travel times could be useful in managing the
flow of vehicles, further research is required to determine how the desired results could be
achieved without unanticipated consequences that may make an existing problem worse.
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