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1. Introduction

In recent years, we have witnessed an incredible and rapid growth of multimedia
content in its different forms (2D and 3D images, text, sound, video, etc.). Therefore, there
is an increasing demand for multimedia-based services, which in most cases, deal with
an extremely high volume of multimedia data. These services often need some research
components allowing to retrieve similar contents. In this case, content-based retrieval
approaches are applied.

However, managing retrieval tasks in large-scale multimedia databases requires con-
siderable resources in terms of processing and storage. These methods target the goal
of developing highly efficient and effective ways to index, retrieve and analyze visual
content from multimedia databases. That is why efficient algorithms should be developed
to analyze and process these large datasets.

On the other hand, multimedia management is based on efficient representation of
knowledge which allows efficient data processing and retrieval. The main challenge in
this era is to achieve clever and quick access to these huge datasets in order to allow easy
access to the data and in a reasonable time. In this context, large-scale image retrieval is a
fundamental task.

Many methods have been developed in the literature to achieve fast and efficient
navigating in large databases by using the famous content-based image retrieval (CBIR)
approaches combined with the methods allowing to decrease computing time, such as
dimensional reduction and hashing methods. More recently, the methods based on convo-
lutional neural networks (CNNs) for feature extraction and image classification are widely
used. In this paper, we present a short analysis of recent multimedia retrieval methods
and algorithms applied to large datasets of 2D/3D images and videos. This editorial paper
discusses the mains challenges of multimedia retrieval in a context of large databases.

An effective content-based retrieval system allows to retrieve relevant similar images
to a user’s query. The query could be formulated as an image (2D or 3D) or a sketch in
the case of content-based image retrieval [1,2]. The research should also be very fast. This
retrieval task should provide a set of results as close as possible to those given by a human
visual perception.

In general, there are two different techniques for similarity-based retrieval: text-based
and visual-content-based methods. Classical text-based methods use metadata and textual
information to describe the multimedia content. On the other hand, content-based methods
for similarity retrieval use visual features extracted directly from raw data to describe
the content. Traditional text-based methods face some well-known inconveniences such
as the annotation task burden, which is very time consuming, and the subjective aspect
of annotation with specific content keywords which can be different according to the
annotation operator.

If we investigate the methods used for content-based images retrieval, we can notice
that the main technologies used for feature extractions are those based on color, shape,
texture, spatial positions, etc.
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Nowadays, a lot of real applications in industrial, medical, spatial and cultural do-
mains deal with huge databases and need real time and accurate retrieval results. Hence,
the principal requirement of these retrieval systems is to be accurate, fast and scalable to
large database. However, classical existing systems are not real time and are generally
inaccurate when they are applied to large databases. This phenomenon is named “Curse
of Dimensionality”. That is why the major challenge of actual retrieval systems is to keep
good accuracy and fast computing time in the context of big database management. In
conclusion, classical retrieval methods need to be adapted to increase their accuracy and
reduce their computing times.

One the other hand, the recent development of deep convolutional networks shows
that deep CNN show impressive performance improvement in various tasks, such as
classification, object detection and segmentation, etc. This is due to the ability of convolu-
tional neural networks to generate accurate representative image features. These features
could be extracted from last or intermediate layers of the network [1]. However, feature
vectors generated by deep CNN present a high dimensionality (4096 elements in the most
common architectures), which means that CNN features as well as classical ones needs to
be compressed or adopted to be scalable for large multimedia content.

We can find in the literature different methods allowing to adapt content-based
image retrieval approaches to large-scale databases. These solutions can be based on
approximation or dimensionality reduction applied to the generated descriptors. In the
next section, we will present the main existing approaches in this domain.

2. Large Scale Multimedia Management Method: Overview

In this section, we will briefly present and discuss some recent works in image retrieval
for large scale databases. We can split the existing approaches into two main classes:
(1) dimensionality reduction methods based on binary/hashing or mathematical classical
dimensional reduction methods such as PCA or t-Sne and (2) approximation methods such
as VA-FILE, VLAD or tree based approximation approaches.

Binary coding aims to present feature vectors by a compact binary code. For example,
in [3], the authors present dual binary embedding applied lo large scale images retrieval.
The system uses multiples binary features extracted from SIFT (Scale Invariant Feature
Transform) feature and a multi-IDF (Inverse Document Frequency) scheme allowing the
association of binary features to the inverted file. Hashing-based approaches aim to
construct a set of hash functions allowing to map visual features to binary codes. In
some cases, these binary codes are learned from annotated databases. The key idea of
hashing is to build or learn compact binary codes that represents a compact description of
visual features.

In [4], Liu et al. propose an unsupervised hashing method allowing to learn short
binary code associated to images visual features. This method generates one bit for each
dimension and ranks the discriminative separability of each bit according to a cost function.
Only top-ranked bits are selected and grouped to compose the final binary code.

The main idea of the work proposed by Wu Song et al. in [5] is to compress high-
dimensional vectors in a latent space in order to generate compact binary codes. They
extract deep binary codes by using as input deep CNN features generated for the retrieval
task. These binary codes are calculated by comparing each feature map to the average
feature map. They also apply a late fusion process to enhance retrieval precision. In [5],
Haiyan et al. propose a retrieval system based on iterative quantization hashing associated
with query-adaptive re-ranking.

In [6], the authors propose a method based on labeled data. This method learns binary
codes from the hidden layer representing the dominant concepts in the latent space.

One of the well-known approximation methods applied in the context of large-scale
retrieval is the VA-FILE (Vector-Approximation File) approach. This method builds an
index file by compressing features by using an approximation process instead of only
partitioning the search space like with tree-based methods. On top of that, the VA-FILE
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method uses a first stage of query processing to filter the database, so that only a subset is
visited in further retrieval stages [7].

In [8], the authors propose a retrieval strategy that combines a multi-resolution BOF
(Bag Of Features) approach with a non-linear, non-uniform quantization and VA-file. In
another work, Sprenger et al. present an interesting comparison of the performance of
some multidimensional index structures (MDIS), namely the R*-tree, the kd-tree and the
VA-file. In particular, they have proven that all these approaches gain a large benefit from
using main memory and parallelization on modern Multi-Core CPU architectures [9].

Principal Component Analysis (PCA) was also used in several situations. For example,
in [10], the authors achieved a high compression rate of 70% when they applied PCA to
SIFT and SURF features. This high rate of compression features allowed faster retrieval
while maintaining the accuracy of the search.

In the last decade, and since the work of Krizhevsky et al. [11], CNN-based methods
are achieving incredible success in computer vision and also in retrieval tasks. One of the
main methods used in the context of large database management is Regional Maximum
Activation of Convolutions (RMAC) [12]. This method aggregates several image regions
by using integral pooling to generate compact features with fixed length. Normalization
and PCA-whitening are applied afterwards to these features as post-processing step. Other
aggregation methods are proposed in the literature: [13–16].

3. Conclusions

In this editorial, we have presented the principal challenges facing multimedia re-
trieval in large-scale multimedia, especially the well-known Curse of Dimensionality
phenomenon, which occurs when classical retrieval approaches are not efficient if applied
to large databases. For the classical descriptors, extracted from shape, color and textures
features, dimensionality reduction, hashing and/or binary coding methods as well as ap-
proximation approaches were proposed in the literature. On the other hand, a lot of work
has been conducted in the last decade to deal with dimensionality reduction of CNN-based
features. Aggregation methods such as RMAC or MS-RMAC constitute some examples of
the existing solutions in this context.
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