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Abstract: Field Programmable Gate Array (FPGA) accelerators have been widely adopted for artificial
intelligence (AI) applications on edge devices (Edge-AI) utilizing Deep Neural Networks (DNN)
architectures. FPGAs have gained their reputation due to the greater energy efficiency and high
parallelism than microcontrollers (MCU) and graphical processing units (GPU), while they are easier
to develop and more reconfigurable than the Application Specific Integrated Circuit (ASIC). The
development and building of AI applications on resource constraint devices such as FPGAs remains
a challenge, however, due to the co-design approach, which requires a valuable expertise in low-level
hardware design and in software development. This paper explores the efficacy and the dynamic
deployment of hardware accelerated applications on the Kria KV260 development platform based
on the Xilinx Kria K26 system-on-module (SoM), which includes a Zynq multiprocessor system-on-
chip (MPSoC). The platform supports the Python-based PYNQ framework and maintains a high
level of versatility with the support of custom bitstreams (overlays). The demonstration proved
the reconfigurabibilty and the overall ease of implementation with low-footprint machine learning
(ML) algorithms.

Keywords: artificial intelligence; deep learning; FPGA; PYNQ; MPSoC; DNN; CNN; Kria; KV260;
edge-AI

1. Introduction

In recent years, the demand for intelligent applications is continuously on an upward
trend in both the research community and the business information and communication
technology (ICT) market. The application domain, where artificial intelligence (AI) and
especially machine learning (ML) algorithms are being deployed, is spread to various
sectors, such as healthcare, industry, education and safety, offering smart solutions that are
immersed in our daily life. The Internet of Things (IoT) and Advanced Driver Assistance
Systems (ADAS), with a plethora of sensors and actuators in the field, require massive data
processing at the edge. Therefore, the computation intensive tasks that derive from ML
algorithms typically imply efficient software and hardware architectures.

The extensive use of deep learning (DL) algorithms, such as the Convolutional Neural
Network (CNN) and Deep Neural Network (DNN) and the inherent model complexity,
including billions of 32-bit floating-point (FP32)-based multiplication-and-accumulation
(MAC) operations, formulated the exploitation of hardware accelerators [1]. In particular,
the field programmable gate array (FPGA)-based hardware accelerators, offer a significant
advantage for Edge-AI applications, in terms of low-latency and power efficiency, whereas
the graphical processing unit (GPU)-based hardware architectures introduce more power
consumption, and application-specific integrated circuit (ASIC)-based accelerators offer
limited, or no reconfiguration capabilities [2]. In general, modern FPGAs incorporate
high performance digital signal processing (DSP) modules and fast block random access
memory (BRAM) that introduce accelerated convolution operations. Furthermore, the
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parallel processing elements and low-latency communication paths of FPGAs are exploited
for higher performance gain at the massive operations in CNN models.

However, the integration of CNN and DNN models onto FPGAs poses numerous
design challenges mainly related to the hardware resource optimization and which is
transcribed to a drastic reduction of the computing and memory elements. The approach
that is currently trending for minimizing the hardware utilization is to introduce model
compression techniques, such as weight quantization with reduced precision, from FP32 to
8-bit integer (INT8) representations and network pruning [3]. In addition, the deployment
of pre-trained DNN models onto FPGAs is not a trivial task and requires knowledge of the
underlying hardware architecture at the circuit level, the design tools and the DNN model
integration workflows.

In the context of tooling and frameworks, FPGA manufacturing companies have
introduced their own vendor-specific and proprietary hardware synthesis tools, such as the
Xilinx Vivado Design Suite [4], Intel Quartus [5] and Lattice Diamond [6]. In the last few
years, the advances in the open source frameworks have been substantial. In particular,
Yosys [7] is an open source framework for register transfer level (RTL) synthesis, which
is currently supported to only the Xilinx 7-series and Lattice iCE40, ECP5 and FPGAs.
PYNQ [8], is an additional open source and very modifiable framework with a Python-
based programming interface for high level synthesis and rapid CNN/DNN prototyping
on FPGAs with a Zynq system-on-chip (SoC). Moreover, for AI inference workflows, Xilinx
provides Vitis AI [9], Intel the Open Vino [10] and Lattice the SensAI [11]. In previous
research work, there are significant contributions in FPGA frameworks for AI inference
such as DNNWEAVER [12], CAFFEINE [13], FINN [14], FP-DNN [15] and Google CFU [16].
Similarly, in DNN research many open source frameworks have been released to facilitate
network modeling, development and experimentation, i.e., TensorFlow [17], PyTorch [18],
Caffe [19] and a handful of others.

In this work, a DNN deployment workflow for AI inference with the adoption of
the PYNQ framework [20], is presented. The newly developed Xilinx Kria system-on-
module (SoM) [21] is exploited as the target FPGA, which includes a high-performance
and production ready computing solution based on the Zynq Ultrascale+ multiprocessor
system-on-chip (MPSoC) [22] that embeds port connectivity features for edge applications.
The scope is intentionally narrowed down onto the inference stage and the deployment of
the pre-trained models to the Kria SoM. The presented workflow is based on a previous
work [23], where model training followed by model compression, using a GPU with
a Compute Unified Device Architecture (CUDA) [24] framework and the Deep Neural
Network Development Kit (DNNDK) [25], has been shown, respectively. The deployment
target was a low-cost ZedBoard FPGA, running AI inference and collecting performance
metrics. These metrics are amended with the ones collected from the Kria SoM, where
the evolution of the workflow is demonstrated. This study showcased the flexibility of
the platform that incorporates FPGA fabric and the ARM-based embedded CPU in order
to introduce an adaptive SoC that expedites the development of hardware-accelerated
solutions for ML/DL algorithms.

The remainder of the paper is structured as follows. In Section 2, a hardware imple-
mentation workflow using the Zynq MPSoC and the PYNQ framework is presented. In
Section 3, the results are evaluated and a comparison with other implementations is shown.
Further discussion and the final remarks are enclosed in Section 4.

2. Experimental Setup

The development setup consists of a Xilinx Kria KV260 Vision Starter Kit hardware
platform where all the benchmarks were conducted. An Intel i7-10510U-based system for
support and debugging operations included the joint test action group (JTAG) interface,
serial and network connectivity. The platform runs a custom Ubuntu 20.04 LTS device
image, certified by Xilinx and released by Canonical [26]. The development was based
on the PYNQ framework using various hardware overlays. The deep learning processing
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unit (DPU)-PYNQ overlay [27], which contains a Vitis AI v1.4.0 DPU, was mainly tested.
Vivado 2020.2 was also used for the customised overlays’ exploration on the Intel system.
Pre-trained ML models were imported from Model Zoo [28] and performed the testing
using TensorFlow 2 [17], Python 3.8 [29] and Jupyter Notebooks [30] on the Kria.

2.1. Dpu Architecture

The DPU is a parameterizable computing engine that enables CNN/DNN models’
inference. In 2018, Xilinx acquired DeePhi, which designed the Neural Network (NN)-
based accelerators and demonstrated in practise that up to 20% low-bit quantization and
more than 40% network pruning can have less than a 1% loss accuracy drop [31]. Thus,
network sparsity has introduced a positive impact in overall network performance, in terms
of latency and throughput. The Kria hardware platform enables support for a B4096F DPU
architecture with a high-parallelism of 8 pixel, 16 input channels and 16 output channels.
The DPU has inherent support for CNN and DNN models, and its parameters can be
configurable in terms of the number of DPU cores, pooling layers, activation functions,
lookup tables (LUT), BRAM and DSP slices, as required.

2.2. Initial Setup

The process of preparing the Ubuntu OS image and connecting the peripherals to the
board is available on a Getting Started page in Xilinx’s github public repository [32]. In
order to install PYNQ, the dedicated Kria-PYNQ git repository was cloned and followed a
straight-forward installation process using a script. Furthermore, with Jupyter included in
the target system, hardware overlays on the programmable logic (PL) can be loaded and
interactions with the processing system (PS) can be developed, in an intuitive way. The
Kria SoM, as already mentioned, features a Zynq UltraScale+ MPSoC that includes a quad-
core ARM Cortex-A53 application processing unit (APU), a dual-core ARM Cortex-R5F
real-time processing unit (RPU) and an ARM Mali-400 graphics processing unit (GPU). As
a first ‘hello-world’ example, an image resize overlay in PL using the Nearest-neighbor
interpolation, is tested. Alternative interpolation techniques, such as Bilinear and Area
interpolation, are also supported in the PL, wherein all functions can be initiated from the
PS using the Vitis AI API. In the aforementioned example, the pre-processing is performed
at the PL and the results are presented in the PS, since there is data communication between
both, through the AXI interconnection interfaces. In Figure 1, a high-level model of the
system is illustrated.

Figure 1. Kria SoM Model.

2.3. Workflow DNN Inference

The process workflow of a deep learning project includes several steps, such as data
collection, data pre-processing, model selection, model training and model inference.
Theoretically, after the training process is completed and the model is ‘freezed’, it can be
deployed to a target system for inference. However, in typical real-world scenarios, model
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compression techniques can optimize the trained models with no significant accuracy and
performance degradation. Model training and model compression features are supported
natively in the workflow. Model compression is of the utmost importance when custom
DNN models need to be deployed on FPGAs and run inference on the edge, where power
efficiency is considered a key requirement.

In this setup, AI inference is demonstrated by having deployed on the Kria a custom
pre-trained model based on the MNIST dataset [33] and quantized using the Vitis AI (legacy
DNNDK) framework. The pre-trained model is embedded in the DPU and is loaded with
PYNQ using a hardware overlay. The whole MNIST classifier demo can be developed with
a few lines of code in Python. Some of the basic operations and methods are imported from
DPU-PYNQ, to manipulate hardware overlays and load AI models in the DPU.

Custom hardware overlays (bitstreams) are built with Vitis in a workflow that is
documented in detail and in conjunction with the custom model training and compression
process, in the previous work [23]. Inside the Jupyter Notebook, the python code for the
classification task outputs the prediction on top of every digit picture. In Figure 2 below, a
snapshot from a small test dataset, having been classified, is shown.

Figure 2. MNIST test dataset predictions.

Next, the RESNET50 [34], based on Caffe framework and InceptionV1 [35] based on
TensorFlow, were explored. Both models are available in the Model Zoo, with embedded
DPU acceleration for basic image classification task execution. The pre-built DPU core is
configured with support for the average pooling layers and rectified linear unit (ReLU6)
or a leaky rectified linear unit (LReLU) [36] activation functions. The code includes pre-
processing functions for image manipulation using OpenCV [37] libraries. NumPy [38] is
also supported in PYNQ, as a powerful Python library that facilitates operations on array
objects, statistics and a plethora of mathematical functions that are considered fundamental
in deep learning. In addition, natively, C++ code can be imported and used seamlessly with
the Python code, which is a feature enabled with Pybind11 [39] and supported in PYNQ.
An output from an object classification task, including the prediction accuracy, is shown in
Figure 3, below.

Figure 3. Object classification task.

Furthermore, Vitis AI library applications are available through the Ubuntu Snap
store. The sample applications are based on a B3136 DPU overlay, running at 300 MHz
in a 8 × 14 × 14 configuration. To enable a B4096 DPU accelerator, which supports a
8 × 16 × 16 configuration, a custom overlay needs to be generated together with the ML
model to be referenced in the application code. The application code must be compressed
to a single application package using the single Platform Assets Container (PAC) [40] and
consequently can be copied to the target platform and then loaded using the command line
utility ‘xmutil’.
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Moreover, the performance of a keyword spotting (KWS) application based on the
depthwise separable convolutional neural network (DS-CNN) [41] architecture using
the Google speech commands dataset [42], has been tested and its performance metrics
examined. As a last step, a plate detection application based on the DenseBox [43] network
architecture and the Caffe framework, was tested with a custom car license plate dataset,
publicly available in Kaggle [44]. In Figure 4, the inference is performed on the sample
images included in the dataset.

Figure 4. DenseBox car plate detection.

2.4. Advanced AI Applications

To exercise further the capabilities of the Kria SoM in AI inference, an extra set of
pre-trained models for image segmentation and object detection were examined. These
applications were also available in the Vitis AI Model Zoo repository and are lately at the
forefront of research, for instance, the advanced AI scenarios of ADAS and Autonomous
Driving (AD). More in particular, traffic detection, lane detection and segmentation algo-
rithms have been tested in real-world road driving conditions.

2.4.1. MultiTask

The MultiTask model [45] is based on Caffe framework and executes two separate sub-
tasks: semantic segmentation and single shot detector (SSD) on the BDD100K dataset [46].
The application domain is a semantic segmentation in a road scenery, including streets,
highways and residential buildings and vehicle detection and tracking. A video subset
with 288 × 512 pixel resolution was extracted from the BDD100K dataset and was used as
an input to the DNN.

2.4.2. Lane Detection

The vpgnet_pruned_0_99 is a pruned model based on VPGNet [47], which is included
in the Vitis AI Model Zoo. The model network structure includes eight convolutional and
three pooling layers and performs four tasks in the parallel: grid regression, object detec-
tion, multi-label classification and vanishing point prediction. For the ADAS application
scenario, the model was tested for lanes and road markings detection and classification,
and the vanishing point prediction task. In the experiments, the Caltech Lanes Dataset [48]
with 1225 individual video frames in 640 × 480 pixels resolution, were being tested.

2.4.3. YOLOv3 for ADAS

A pruned version of the YOLOv3 [49] model based on the DarkNet [50] framework con-
sisting of 53 convolutional layers, which is included under the name yolov3_adas_pruned_0_9
in the Model Zoo, was also added in the experiments. The Cityscapes dataset [51], consist-
ing of urban street scenes in 5000 video frames of 256 × 512 pixels resolution, was fed in
the DNN to test the inference in the ADAS application scenarios.

2.4.4. Object Detection with VGG-19

Similarly, the VGG-19 [52] model was included in the benchmarks. There are 19 layers,
with 16 convolutional layers and 3 fully connected (FC) layers, embedded in the network
architecture. In the last FC layer, 1000 outputs, which correspond to the 1000 object
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categories of classification, are supported. The pre-trained model vgg_19_tf is based on
TensorFlow framework and has been trained on the ImageNet dataset [53] with 1000 object
classes and 100,000 test images, with an input resolution of 224 × 224 pixels.

2.4.5. Benchmark Execution

The respective models, as well as the application binaries, were downloaded and ran
locally in the target board using the Kria KV260 Vision AI Starter Kit Benchmark utility [54].
The video files from the aforementioned datasets were loaded onto the sd card and then
fed into the application, processed through the single core DPU and then output directly to
a monitor, or to a remote shell, via the network. The application ran in single and multiple
threads to calculate the maximum total throughput. In the majority of the algorithms
tested, a real-time performance of 30 frame-per-seconds (FPS) and above was observed. In
Figure 5, a collage of multiple snapshots of the different AI applications while they ran on
the board is visualized.

Figure 5. Lane detection and semantic segmentation.

3. Results

The performance evaluation was conducted on the KV260 development kit, consisting
of a carrier board and the Kria SoM. Most of the application code tested was run directly
from Jupyter Notebooks. In parallel, another set of application demos were tested and
ran from the Linux command line interface. In the first scenario, a hardware overlay that
contained the DPU was loaded using Jupyter and for the latter, the NLP-SmartVision [55]
application, which contained also a DPU, was loaded from the Ubuntu Snap store. For the
inference tests, standalone images and video files were used. In addition, some publicly
available datasets were used for performance testing. To explore even further some real-
world scenarios, and specifically for the video input, a 4K USB3 camera, as well as a camera
connected to the mobile industry processor interface (MIPI), were also used. The output
stage of the DL algorithms were produced mainly to a monitor connected via HDMI port,
plus over a network connection via the ethernet interface.

The performance metrics collected are ranked based on the FPS which is a rather
simple, but yet effective, computation to measure the images, or video frames processed
per second, by the deep learning algorithm. The FPS Equation (1) is depicted below.

FPS =
total_images (or video f rames)

f rame_execution_time_start − f rame_execution_time_end
(1)
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In the context of the DPU performance, the DPU mean processing time and the end-
to-end mean (E2E_MEAN) processing time were measured. The formula is presented in
Equation (2). Therefore, the E2E_MEAN differs from the DPU_mean, as the first adds up to
the pre-processing and post-processing time. In example, the pre-processing may include
the time it takes for the image to be read from a camera connected to a USB interface, or a
video to be read from an sd card and the execution time of processing the filters. Whereas,
post-processing may include drawing patterns and other image partitioning techniques.

E2E_MEAN = pre_processing_mean + DPU_mean + post_processing_mean (2)

In Table 1, the collected FPS from the various DL algorithms’ implementations of
computer vision applications is shown. Each AI model inference was tested separately,
utilizing a single DPU core, with one thread, as well as with two thread executions per cpu,
to cover low latency and high throughput scenarios, respectively. The measurements were
taken mainly on the Kria board; however, a subset of the pre-trained models were also
tested on the ZedBoard and measured the corresponding FPS. Indicatively, the inference
performance has shown a 3× increase on the Kria against the performance achieved on
the ZedBoard, when running inference with the RESNET50 model, and more than 7.5×
increase in performance when running inference with the InceptionV1 model.

Table 1. Model inference performance on Xilinx K26 B3136 DPU & ZedBoard B1152 DPU.

Model Kria K26 SoM
FPS (1 thread)

Kria K26 SoM
FPS (2 thread)

ZedBoard
FPS (1 thread)

ZedBoard
FPS (2 thread)

LeNet-Custom
(MNIST) 2615.54 - 1237.62 -

RESNET50 (CIFAR10) 61.02 63.28 19.82 -
InceptionV1_tf 136.13 151.31 17.48 19.22

DenseBox_320_320 589.37 682.66 - -
DenseBox_640_360 282.85 326.41 - 53.39

multi_task 1 34.91 37.49 - -
ssd_mobilenet_v2 46.19 49.93 - -

vgg_19_tf 20.22 20.26 - -
vpgnet_pruned_0_99 141.72 155.94 - -
yolov3_adas_pruned_0_9 89.52 93.03 - -

1 multi_task supports both object detection and segmentation.

On a side note, the development with the ZedBoard has taken an enormous amount of
work, especially to generate a configuration with the most recent version of DPU. However,
all attempts proved to be unsuccessful, due to incompatibility issues between the tools’
version and the host’s operating system. In the example, with installations on Ubuntu
20.04 & 18.04, there had been always a missing key factor that had prohibited compilation.
Awkwardly, the attempts to use an older DPU had not worked as expected, as the specific
IP was no longer available at the AMD/Xilinx repository. Hence, the work was limited
to use only the pre-compiled code configurations. Thus, the two threads’ operation was
not supported for some of the configurations in the DNNDK examples for the ZedBoard.
Due to the aforementioned constraints with the tool operation, the results collected for the
ZedBoard were narrowed.

Regardless of the plethora of computer vision applications and related deep learning
models, a considerable number of models also exist in different types of AI applications,
such as voice recognition and keyword detection. The KWS deep learning DS-CNN model
inference test on the Kria detected 2398 keywords correctly out of 2567 in total, from
a dataset with 30 unique keywords included in pre-recorded audio files and, therefore,
achieved a 93.41% accuracy. This is a top-15 SOTA performance and ∼10% higher than the
performance achieved by a DNN with similar network characteristics [41].
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The achieved accuracy of the custom LeNet-5 model against the MNIST dataset with
the current implementation on the Kria SoM is 98.71%. This level of accuracy is aligned to
the 98.54% accuracy compared to the model ran on XC7Z020 with a B1152 DPU clocked
at 90MHz, as presented in the previous work. However, the effort to deploy the model
on XC7Z020 was based on DNNDK, which recently has been deprecated, but Vitis AI
backward compatibility is maintained for legacy applications based on the old framework.
In the legacy flow, an object ELF file is compiled after the development and uploaded in
the target board manually. Nonetheless, with the use of the PYNQ composable overlays
pipeline, the development, as well as the deployment of the PL and PS components, is
more efficient via Jupyter, a web-based integrated development environment (IDE), which
is adequate in rapid prototyping. An additional advantage is that the Kria platform has
been supplemented by an ecosystem that leans towards adaptive workloads, underpinned
by a desktop-like Linux OS and an application store with a wide range support of libraries
and out-of-the box production-ready AI applications. These improvements are considered
decisive for Edge-AI solution deployments. In Table 2, a summary of the PL resources
used for each DPU implementation, compared to the total resources available in both
development boards, is shown.

Table 2. PL Resources in Kria vs ZedBoard.

Resource Kria K26 SoM
Available

Kria K26 SoM
Utilized with
B3136 DPU

ZedBoard
Available

ZedBoard
Utilized with
B1152 DPU

LUT 117,120 43,366 53,200 30,074
DSP 1248 548 220 194

LUTRAM 57,600 - 17,400 1738
BRAM 144 67 140 117.5
URAM 64 44 - -

The resource utilization of the Kria and the ZedBoard development platforms, in
terms of cpu, ram and power, is shown in Tables 3 and 4, respectively. A Linux tool
called platformstats, which is provided as open-source by Xilinx [56], is executed locally
on the target board to collect the statistics. More in detail, the Kria SoM is equipped with
a current/voltage/power monitor based on INA260, a 16-bit precision analog-to-digital
converter (ADC) by Texas Instruments [57]. The ADC readings are polled at fixed time
intervals of 1 sec by the tool. For the power consumption analysis, different measurements
were taken before and after the DPU, which is included in the NLP-SmartVision application,
and is loaded. The DenseBox AI model is provided in this application to exploit object
detection. Therefore, a separate power measurement while the inference application is
running has also been collected and complemented the data in comparison. A notable
30.2% increase in current consumption and over 35% in cpu utilization is observed when
the AI application is running, but there is no significant change between the idle and
DPU only loaded states. It has been noticed that the electric current is not only consumed
at the PL level, but it is also equally spread and consumed at the PS level when the
inference application is running. The preceding behaviour is expected due to the fact in the
specific application (object detection on a video file input and a network stream output) the
pre/post-processing functions are included at the PS level.

On the ZedBoard, the InceptionV1 AI model is loaded onto the DPU. The power con-
sumption (P) is measured with manual probing of the voltage (V) across the 10 milliohm
shunt resistor (R) found on the J21 connector on the board, and the current (I) is calculated
using the Ohm’s Law (3), which then is multiplied by the 12V rail voltage (4). Therefore,
a solid increase in power consumption (21.8%) and cpu utilization (28.1%) during infer-
ence is detected during the measurements. In Figure 6, the power efficiency in terms of
performance per watt of both hardware accelerators platforms is shown.
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Table 3. Resource utilization on Kria K26 SoM.

Kria K26 SoM HW Info

DPU Frequency 300 MHz
CPU Frequency 1200 MHz

RAM Total 3.93 GB
ine Status Idle DPU DPU + Inference

ine CPU Util 0.5% 0.8% 41.4%
RAM Used 529 MB 535 MB 589 MB

SoM Voltage 5048 mV 5048 mV 5048 mV
SoM Current 952 mA 956 mA 1425 mA
SoM Power 4806 mW 4826 mW 7340 mW

Table 4. Resource utilization on ZedBoard.

XC7Z020 HW Info

DPU Frequency 90 MHz
CPU Frequency 667 MHz

RAM Total 512 MB

Status Idle DPU DPU + Inference

CPU Util 0.1% 0.2% 28.2%
RAM Used 29 MB 104 MB 159 MB

System Voltage 12 V 12 V 12 V
System Current 320 mA 320 mA 390 mA
System Power 3840 mW 3840 mW 4680 mW

I = V/R (3)

P = V · I (4)

Figure 6. Performance per watt.

4. Discussion

In this work, a qualitative method to assess the capabilities of a reconfigurable plat-
form with many computing vision-related features has been proposed. Our evaluation
demonstrated a good combination of computing performance in a low power budget, and
was fulfilled by Kria SoM. With respect to the power efficiency, the experimental results
demonstrated a slight variation, which was expected and aligned with the workload in-
crease, but in general the measurements from an FPGA-based SoM hardware were not
unforeseen. Further, the experimental evaluation of multiple deep learning algorithms
that process data streams demonstrated that all computational intensive workloads can
be managed by the SoM with no issue. An extensive part of the study also included a
comparative evaluation of computational performance and power efficiency between the
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ZedBoard and the Kria SoM. Equally, the software ecosystem with PYNQ at its core and
well known frameworks including TensorFlow, Caffe and PyTorch, provided a smooth
software development and delivery experience. In fact, the team have worked also in
the past with the legacy DNNDK framework on the less capable Xilinx Zedboard, which
helped realize the merits of the software ecosystem around the new Kria SoM platform. The
assortment of the AI applications the platform is targeted, spans in various domains such
as, Healthcare, Security, IoT, Autonomous Driving and is supported by a variety of network
architectures which, in most cases, are domain-specific. In the conducted experiments,
an indicative collection of AI models were selected and these were rigorously demoed
with the use of video recordings from the datasets, or with a real-time camera feed, as a
source. Ultimately, the Kria board is qualified as a contender for Edge-AI applications in
demanding tasks, such as semantic segmentation and object classification within real-time
video feeds, where low-latency and high throughput are considered crucial.

To enhance the perception of the role of the frameworks for different hardware accel-
erator platforms, the team have tried to supplement the comparisons with performance
data coming from the execution of inference on platforms with different architectures.
Therefore, OpenVino with an Intel Neural Compute Stick [58] and TensorFlow Lite with a
Qualcomm Snapdragon 870 SoC [59]-based mobile device and Android 11 OS, have been
tested. However, the tests could not easily be replicated across the different frameworks,
as different pruning techniques and different models were available in each respective
Model Zoo repository. Thus, a different method definition that will take into consideration
a common model training and different quantization, as well as pruning methods, which
will be separately applied per model and per framework, is required.

In the future, the team is intended to focus the research efforts in ADAS applications
and conduct more domain-specific experiments, respectively. The capabilities of the hard-
ware accelerator platform provides enough room for exploration of multi-modal sensor
fusion and data processing at the core of the SoM, not solely with vision data, but also with
other types of sensor data, e.g., LiDAR, IR, Sonar, accelerometer, or other environmental
sensor, towards building AI applications for decision support at the Edge.
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